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ABSTRACT To realize high performance, embedded applications are deploy ed on mu ltiprocessor platforms tailored for an application domain. H ow ev er, w hen a su itable platform is not av ailable, only few application niches can ju stify the increasing costs of an IC produ ct design. An alternativ e is to design the mu ltiprocessor on an F P G A. This retains the programmability adv antage, w hile obv iating the risk s in produ cing silicon. This also opens F P G As to the w orld of softw are designers. In this paper, w e demonstrate the feasibility of F P G A-based mu ltiprocessors for high performance applications. W e deploy IP v 4 pack et forw arding on a mu ltiprocessor on the X ilinx V irtex -II P ro F P G A. The design achiev es a 1 .8 G bps throu ghpu t and loses only 2 .6 X in performance (normalized to area) compared to an implementation on the Intel IX P -2 8 0 0 netw ork processor. W e also dev elop a design space ex ploration framew ork u sing Integer L inear P rogramming to ex plore mu ltiprocessor confi gu rations for an application. U sing this framew ork , w e achiev e a more effi cient mu ltiprocessor design su rpassing the performance of ou r hand-tu ned solu tion for pack et forw arding. 1 . I N TRO D U CTI O N A soft multiprocessor sy stem is a netw ork of programmable processors crafted ou t of processing elements, logic block s and memories on an F P G A. They allow the u ser to cu stomize the nu mber of programmable processors, interconnect schemes, memory lay ou t and peripheral su pport to meet application needs. D eploy ing an application on the F P G A is tantamou nt to w riting softw are for this mu ltiprocessor sy stem. X ilinx prov ides tools and libraries for soft mu ltiprocessor dev elopment on the V irtex family of F P G As. This env ironment integrates the IB M P ow erP C 4 0 5 cores on chip, soft M icroB laze cores, and cu stomizable peripherals [1 ]. In the embedded domain, the continu ou s increase in performance req u irements hav e fu eled the need for high performance design platforms. H ow ev er, the need to adapt produ cts to rapid mark et changes, and the introdu ction of new protocols has made softw are programmability an important criteria for the su ccess of these dev ices. H ence, the general
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trend has been tow ard mu ltiprocessor platforms specialized for an application domain to address the combined needs of programmability and performance. Application specifi c softw are programmable platforms are dominant in a v ariety of mark ets inclu ding digital signal processing, gaming, graphics and netw ork ing. The soft mu ltiprocessor solu tion proposes to implement these mu ltiprocessors on an F P G A instead of casting the design into silicon. B u t w hy w ou ld w e ev en consider F P G As as a mediu m for these mu ltiprocessor sy stems? S oft mu ltiprocessors w ill su rely lose a performance factor that attends hardw are implementation in F P G A logic v ersu s cu stom mu ltiprocessor designs. H ow ev er, w e mu st consider performance gains relativ e to produ ct design and manu factu re costs to u nderstand the benefi ts of soft mu ltiprocessors. Technology scaling tow ards smaller process geometries is driv ing the IC design cost into the $ 2 0 million ranges. In tu rn, produ ct rev enu es need to reach $ 2 0 0 million to repay the inv estment [2 ]. If an AS IC or application-specifi c mu ltiprocessor is not already av ailable for an application niche, the prohibitiv e design costs and shrink ing mark et w indow s mak e IC dev elopment an u nattractiv e option. F P G A solu tions allev iate the risk s du e to silicon dev elopment costs and design tu rnarou nd times. At the same time, the mu ltiprocessor abstraction retains the adv antage of softw are programmability and prov ides an easy w ay to deploy applications from an ex isting code base. F P G As also allow the designer to cu stomize the mu ltiprocessor for a target application. D esigners can iterativ ely ex plore other confi gu rations or offl oad critical fu nctions into co-processors on the fabric to improv e performance. In order to ju stify the v iability of soft mu ltiprocessors, w e address the follow ing q u estions: (a) C an soft mu ltiprocessors achiev e performance competitiv e w ith cu stom mu ltiprocessor solu tions? (b) H ow do w e design effi cient sy stems of soft mu ltiprocessors for a target application? To demonstrate the effectiv eness of soft mu ltiprocessor sy stems, w e empirically ev alu ate the performance of a soft mu ltiprocessor design for the data plane of the IP v 4 pack et forw arding application [3 ]. W e constru ct a 2 -port 2 G bps rou ter as a soft mu ltiprocessor on the X ilinx V irtex -II P ro F P G A. The
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soft multiprocessor solution is evaluated with respect to an implementation on the Intel IX P 2 8 0 0 network processor. In the second part of this study , we develop a desig n space ex ploration framework to ex plore effi cient multiprocessor confi g urations for a targ et application. W e construct analy tical models of the architecture and application and solve the ex ploration prob lem using Integ er L inear P rog ramming (IL P ). 2. EXPERIMENTAL STUDY: IPV4 PACKET F O RW ARDING O N A SO F T MULTIPRO CESSO R B efore evaluating the viab ility of soft multiprocessors, we present the desig n process and trade-offs involved in harnessing performance from a soft multiprocessor sy stem. In the following sections, we describ e our soft multiprocessor desig n for a router that forwards IP v4 pack ets. 2.1 . So ft Mu ltip r o c e s s o r Sy s te m s o n Xilin x F PG As W e implement our pack et forwarder on a X ilinx V irtex -II P ro 2 V P 5 0 F P G A , using the X ilinx E mb edded D evelopment K it (E D K ) [1 ]. T he 2 V P 5 0 consists of 2 3 ,6 1 6 slices and 5 2 2 K B on-chip B lock R A M memory . T he b uilding b lock of the multiprocessor sy stem is the X ilinx M icroB laz e soft processor IP . T he M icroB laz e processor occupies approx imately 4 5 0 slices (2 % of the 2 V P 5 0 F P G A area). T he soft multiprocessor is a network composed of the multiple soft M icroB laz e cores, the peripherals in the fab ric, the dual IB M P owerP C 4 0 5 cores, and the distrib uted B lock R A M memories on the chip. T he multiprocessor network is supported b y two communication link s: the IB M C oreC onnect b uses and the point-to-point F IF O s. T he C oreC onnect b uses for the M icroB laz e include a b us to access local instruction and data memories, and the O n-C hip P eripheral B us (O P B ) for shared memories and peripherals. T he C oreC onnect P rocessor L ocal B us (P L B ) services the P owerP C cores. T he point-to-point F ast S implex L ink s (F S L ) are unidirectional F IF O s. T he multiprocessor sy stem is clock ed at 1 0 0 M H z due to restrictions on the clock rate of the O P B . 2.2. IPv 4 Pa c k e t F o r w a r d in g Ap p lic a tio n T he IP v4 pack et forwarding application runs at the core of network routers and forwards pack ets to their fi nal destinations. T he forwarding decision at a router consists of fi nding the nex t-hop router address and the eg ress port to which the pack et should b e sent. T he decision depends only on the contents of the IP header. T he data plane of the application involves three operations: (i) check whether the input pack et is uncorrupted, (ii) fi nd the nex t-hop and eg ress port using the destination address, and (iii) update header check sum and time-to-live fi elds, and forward the pack et. F ig ure 1 illustrates the data plane of the IP v4 forwarding application.



F ig . 1 . D ata P lane of the IP v4 pack et forwarding application.



T o handle g ig ab it rates, routers must b e ab le to forward millions of pack ets per second. T he nex t-hop look up is the most intensive data plane operation. T he address look up req uires searching the forwarding tab le for the long est prefi x that matches the pack et destination address. A natural way to represent prefi x es is a tree-b ased data structure (called a trie) that uses the b its of the prefi x to direct b ranching . T here are many variations to the b asic trie scheme that attempt to trade off the memory req uirements of the trie tab le and the numb er of memory accesses req uired for look up [4 ]. W e desig n a soft multiprocessor for the data plane of the IP v4 pack et forwarding application. T he address look up operation uses a fi x ed-stride multi-b it trie. T he stride is the numb er of b its inspected at each step of the prefi x match alg orithm [4 ]. T he stride order is (1 2 4 4 4 4 4 ): the fi rstlevel stride inspects 1 2 -b its of the IP address and sub seq uent strides inspect 4 b its at a time, req uiring a max imum of 6 memory accesses for an address look up. A n additional memory access is req uired to determine the eg ress port for the matched prefi x . W e allocate 3 0 0 K B of memory for the route tab le. T his can accommodate medium-siz ed route tab les with around 5 0 0 0 entries, suitab le for campus routers or D S L multiplex ers. In these cases, the route tab le can b e stored entirely within the on-chip B lock R A M (B R A M ) memory of the X ilinx 2 V P 5 0 F P G A . T he desig n ob jective is to max imiz e router throug hput. In our ex periments, we empirically measure the numb er of pack ets processed per second b y the multiprocessor desig n. W e compute throug hput b y multiply ing this pack et rate with pack et siz e. T o model the worst-case scenario for the data plane forwarding performance, we mak e three assumptions: (a) A ll pack et siz es are 6 4 b y tes - this is the minimum siz e for an E thernet frame. (b ) A ll address prefi x es in the route tab le are the full 3 2 b its in leng th - hence the trie look up alg orithm tak es 7 memory accesses to fi nd the nex t hop. (c) R esults of the prefi x search alg orithm are not cached - the look up alg orithm must b e ex ecuted for every pack et header. W e do not consider control plane processing , such as route tab le updates and IC M P error messag es, since they occur infreq uently and hence have neg lig ib le impact on the core router performance.
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2.3. Soft Multiprocessor Design for Header Processing The forwarding data plane (Figure 1) has two components: IP v 4 header processing and the pack et pay load transfer. W e fi rst describ e the construction of a soft multiprocessor sy stem for header processing. Figure 2 shows our fi nal multiprocessor design. The micro-architecture consists of multiple array s of pipelined M icroB laz e processors. P a y loa d P roc es s in g
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F ig. 2. S oft multiprocessor sy stem for the data plane of the IP v 4 pack et forwarding application.



W e b riefl y summariz e our insights in arriv ing at this particular design. A starting reference for b aseline performance is a single processor solution, where the entire header processing runs on a M icroB laz e. The route tab le is stored in B R A M and accessed ov er the on-chip peripheral b us (O P B ). U nder this scenario, the IP v 4 forwarding req uires 2 7 0 cy cles per pack et. The max imum throughput that can b e achiev ed b y this single processor design operating at 10 0 M H z is 0 .17 G b ps. A s a fi rst step towards multiprocessor design, we pipeline the header processing. E ach b ranch of the header processing micro-architecture in Figure 2 is a pipelined array of three M icroB laz e processors along which a single header is processed. FS L link s transfer the entire header b etween processors. The fi rst pipeline stage performs IP header v erifi cation. The 6 look up memory accesses (for stride order: 12 4 4 4 4 4 ) of the trie look up algorithm are partitioned eq ually among the second and third pipeline stages, and hence can b e performed in parallel. The third pipeline stage performs an additional memory access to determine the egress port. The trie tab le is also div ided b etween multiple B R A M modules, and each processor accesses route tab le memory ov er a separate O P B b us. For the application decomposition in Figure 2 , the throughput of a single array is around 0 .5 G b ps. P ipelining is a means to paralleliz e the application temporally . The nex t degree of parallelism comes from replicating the pipeline array s in space. E ach header constitutes



a logically independent control fl ow. H ence, multiple b ranches can process different headers in parallel. E ach b ranch ex ecutes the same decomposition of the header processing application. Two factors restrict the numb er of b ranches in the design: (a) B R A M memory constraints on the FP G A b ound the numb er of processors (with a 3 0 0 K B route tab le and 8 K B local memory per processor, the V irtex -II P ro 2 V P 5 0 FP G A can allow only 15 -2 0 processors), and (b ) b ranch ex ecutions are not independent due to concurrent memory accesses to the route tab le ov er a shared b us. Tak ing area and arb itration constraints into account, the fi nal multiprocessor design for header processing (Figure 2 ) replicates the single pipeline array into 4 b ranches. A ll processors in look up stages 1 and 2 access the same part of the route tab le in shared memory ov er the O P B b us. From ex periments, there is a signifi cant drop in O P B performance if more than 2 processors share the same b us. The B R A M memory is dual-ported. H ence, the same route tab le memory can b e serv iced b y 2 O P B b uses. Thus, the choice of 4 b ranches is optimum for multiprocessor designs where shared resources are accessed ov er the O P B . The measured throughput of the header processing multiprocessor in Figure 2 is 1.8 G b ps. This is less than 4 times the throughput of a single pipelined array (measured to b e 0 .5 G b ps). The difference is due to the ov erhead of accessing the shared route tab le memory ov er the O P B b y multiple processors. 2.4 . Perform ance C h aracteristics of th e Soft Multiprocessor for Header Processing The b reak up of the numb er of instructions and cy cles ex ecuted b y each pipeline stage of the multiprocessor for header processing in Figure 2 is shown in Tab le 1. The two IP look up stages are b ottleneck s in the design. Tab le 2 summariz es area, memory and performance of the multiprocessor for header processing in Figure 2 . A rea utiliz ation is less than 5 0 % b ut memory is a tighter constraint. The local memories occupy 14 × 8 = 112 K B , and the routing tab le occupies 3 0 0 K B . The throughput of our router in Figure 2 is 1.8 G b ps. Stage V erify L o o k u p Stage 1 L o o k u p Stage 2



# In s tru c tio n s 64 57 56



# E x ec u tio n C y c les 97 110 114



T ab le 1 . E x ecution times for processing one pack et header. 2.5 . Pay load T ransfer in th e Multiprocessor Design H eader processing determines the router forwarding rate. In this section we complete our multiprocessor design for pack et forwarding with a mechanism for pay load transfer b etween source and destination ports. The multiprocessor design in Figure 2 shows the pay load transfer component
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# Processors A rea M em ory (on -ch ip B R A M ) T h rou g h p u t



14 (M icroB la z e) 11,2 5 0 slices (ou t of 2 3 6 16 on 2 V P5 0 ) 4 8 % u tiliz a tion 4 5 4 K B (ou t of 5 2 2 K B ), 8 7 % u tiliz a tion (m a jor com p on en ts a re 3 0 0 K B rou te ta b le, 8 K B in stru ction + d a ta m em ory p er p rocessor) 1.8 G b p s



Table 2. Design characteristics of the soft multiprocessor for head er processing on the X ilinx V irtex -II P ro 2 V P 5 0 . and its interface to the multiprocessor for head er processing for a 2 -port 2 G b ps router. A G igab it E thernet M A C (G E M A C ) for each port hand les pack et reception and transmission und er the control of the P ow erP C processors. T he G E M A C s transfer the pack et head er and pay load to B R A M memory ov er the P rocessor L ocal B us (P L B ). T he head er and a pointer to the pay load location are then transfered ov er the O n-C hip M emory (O C M ) b us into memory that is shared b etw een the P ow erP C and the head er processing multiprocessor. T here is one source M icroB laz e processor per router port, w hich read s the head er from the O C M , transfers the head er to the M icroB laz e array , and w rites b ack the processed head er b ack into the O C M . E ach pack et is transferred ov er the P L B tw ice, once d uring reception and once d uring transmission. T he P L B has simultaneous read and w rite d ata paths w ith a total b and w id th of 1 2 .8 G b ps. T his is suffi cient to b uffer and transfer the pack et pay load at 2 G b ps line rates. 3 . E V A L U A TI O N O F S O F T M U L TI P R O C E S S O R S O L U TI O N S W e ev aluate soft multiprocessor sy stems b ased on our ex perimental stud y of the IP v 4 forw ard ing application. W e compare the performance of our soft multiprocessor solution to a softw are implementation on the Intel IX P 2 8 0 0 netw ork processor. T he IX P 2 8 0 0 is a state-of-the-art multiprocessor specializ ed for pack et forw ard ing applications. It has 1 6 R IS C micro-engines clock ed at 1 .4 G H z for d ata plane operations and an Intel X S cale processor for control and management plane operations. M eng, et al, report a throughput of 1 0 G b ps on the IX P 2 8 0 0 for the pack et forw ard ing application for d ifferent pack et siz es [5 ]. In ord er to reliab ly compare performance b etw een soft multiprocessor and netw ork processor solutions, w e normaliz e the throughput w ith respect to the area utiliz ation. W e estimate the total area of the X ilinx V irtex -II P ro 2 V P 5 0 F P G A d ev ice to b e approx imately 2 0 0 mm2. T he area utiliz ation of the F P G A d esign is measured b y numb er of slices consumed . T he head er processing sub sy stem occupies 1 1 ,2 5 0 slices on the F P G A (T ab le 2 ). W ith the pay load processing sub sy stem and the G igab it E thernet M A C s in place, w e estimate the area of the soft multiprocessor sy stem to b e 1 5 ,0 0 0 slices. T his is 6 3 .5 % of the total slices on the 2 V P 5 0 , or around 1 3 0 mm2 of the total area.



T ab le 3 show s the relativ e performance of the IX P 2 8 0 0 and soft multiprocessor solutions for IP v 4 pack et forw ard ing. T he IX P 2 8 0 0 performs ab out 2 .6 X b etter than the soft multiprocessor for pack et forw ard ing in terms of normaliz ed throughput. T his is b ecause the IX P 2 8 0 0 w as specifi cally d esigned to target forw ard ing applications. T ech n olog y (λ µm) C lock F req u en cy (M H z ) A rea (A mm2 ) T h rou g h p u t (T G b p s ) N orm . T h rou g h p u t (T / λA2 )



S oft M u ltip rocessor 0 .13 10 0 13 0 1.8 1



IX P2 8 0 0 0 .13 14 0 0 280 10 2 .6



Table 3 . P erformance results for the d ata plane of the IP v 4 pack et forw ard ing application. H ow ev er, the ad v antage of soft multiprocessors is ev id ent w hen w e consid er the performance-cost trad e-off in application d eploy ment. T he cost of d eploy ing an application on a target platform has tw o components: (a) non-recurring d ev elopment cost, and (b ) recurring per-part cost. T he perpart cost of b oth the IX P 2 8 0 0 and the X ilinx V irtex -II P ro 2 V P 5 0 F P G A used in our stud y is around $ 1 0 0 0 . T y pically , the per-part cost of F P G A s is greater than the per-part cost of other platforms of similar area. H ow ev er, the d ev elopment cost of a new platform is in the $ 2 0 million range and grow ing. F P G A s are stand ard iz ed parts and hence incur z ero IC d ev elopment costs. F rom our ex perimental stud y , a soft multiprocessor implementation only lost 2 .6 X in performance compared to an application specifi c programmab le platform implementation. If no high performance platform ex ists for an application, it is not alw ay s possib le to meet the prohib itiv e cost or mark et d ead line for a new d esign. In such cases, the platform could b e constructed on an F P G A for a mod est loss in performance. S oft multiprocessor sy stems allow a q uick and cost-effectiv e d eploy ment for many applications, w hile ob v iating the risk s in prod ucing silicon. O ne important conseq uence of the low d ev elopment cost is that soft multiprocessors can b e used as prototy pes for new platform d esigns. 4. F R A M E W O R K F O R A R C H I TE C TU R E E X P L O R A TI O N In S ection 2 , w e presented a hand -tuned soft multiprocessor d esign for pack et forw ard ing and show ed that it is only a factor of 2 .6 X slow er than a netw ork processor implementation. H ow ev er, as the numb er of processors that can fi t on an F P G A increases, the d esign effort to d etermine an effi cient multiprocessor confi guration b ecomes more lab or intensiv e. P rojections from T ensilica Inc. [6 ] forecast that emb ed d ed sy stems w ill soon b e composed of ov er 1 0 0 processors on a single chip to guarantee acceptab le performance. T o ease the task of the d esigner w e present a framew ork to ex plore the
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and memory req uirements, and (c) hardw are resource constraints. S ev eral simplifi cations are made to ease the IL P formulation. F irst, w e assume suffi cient resources are av ailab le for communication b etw een pipeline stages. S econd, w e translate resource constraints into constraints on the numb er of M icroB laz e processors. T he ex act numb er of processors that the F P G A can support is diffi cult to determine. H ence, w e ev aluate the IL P multiple times w ith different constraints on the numb er of processors. T he IL P formulation treats the array architecture ex ploration prob lem as a fl ow prob lem. It models a processor as a node w ith a fl ow rate and tries to max imiz e the ov erall throughput. T he IL P formulation is presented b elow . Parameters S
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S et of pipeline stages



J A



: :



S et of architecture constraints C oeffi cients of architecture constraints



b ti



: :



B ounds on architecture constraints T hroughput of processor in stage i, i ∈ S



Ti T
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T hroughput of pipeline stage i, i ∈ S (T1 , T2 , . . . T|S| )
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N umb er of processors in stage i, i ∈ S (p1 , p2 , . . . p|S| )



φ
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O v erall architecture throughput
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Number of parallel proc essos in eac h stage



design space of soft multiprocessor micro-architectures. At the core of our ex ploration framew ork w e use Integer L inear P rogram (IL P ). In the recent y ears, the IL P solv ers hav e adv anced signifi cantly [7 ]. M any large prob lems can now b e routinely solv ed. F urther IL P is v ery fl ex ib le and can b e easily adapted to different prob lem restrictions. In our ex ploration framew ork , w e ex plore the design space of array architectures show n in F igure 3 . T he array architecture can hav e multiple pipeline stages. A pipeline stage is a v ertical column of processors and each stage can hav e a different numb er of processors. All processors in a stage perform the same set of task s. E v ery processor in a stage receiv es inputs from the prev ious stage and transmits outputs to the nex t stage. T o ex plore this design space w e fi rst determine a set of partitionings of the application onto the processors. F or each partitioning, IL P is used to determine the b est multiprocessor confi guration. T he b est design among these partitionings is sy nthesiz ed to v erify performance. In the follow ing sub sections, w e detail these steps.
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Fig. 3. D esign space of array architectures. 4 .1 . A p p lic a tio n P a r titio n in g T he application is represented as a data fl ow graph. W hen w e partition the application, w e only consider partitionings that are ordered according to the data fl ow graph. T his allow s us to map each partition onto a single pipeline stage of the array architecture. W e cluster application task s to decrease the numb er of partitionings in large data fl ow graphs. T he designer can trade off time and accuracy of the ex ploration b y v ary ing the siz e of the clusters. All v alid partitionings are automatically ex tracted from the clustered data fl ow graph. F or the IP v 4 pack et forw arding application, w e manually div ided the data fl ow graph into 9 different clusters, out of w hich more than 2 0 0 0 v alid partitionings are automatically ex tracted. 4 .2 . I L P Fo r m u la tio n O nce all application partitionings are determined, w e use IL P to fi nd the b est array architecture for each partitioning. T he inputs to the IL P formulation are: (a) an application partitioning, (b ) profi le data for w orst case task ex ecution times
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Ti , ∀i ∈ S b, (Architecture constraints)
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A ∈ R|J||S| , b ∈ R|J| , T ∈ R+ , p ∈ Z+ In the formulation, the fl ow rate ti for a single processor in stage i, i ∈ S, is the throughput achiev ed if a single processor w ere to ex ecute the task s assigned to stage i. S ince ev ery processor in a stage ex ecutes the same set of task s, the total throughput Ti for stage i is set to ti pi . T he ov erall throughput φ is eq ual to the minimum throughput across all stages. T his is encoded as φ ≤ Ti , ∀i ∈ S. Architecture constraints are used to refl ect F P G A hardw are limitations. F or ex ample, these constraints include limits on the numb er of processors and on-chip memory capacity . T o mak e the solution meaningful, the numb er of processors for ev ery stage has to b e an integer. W ithout this integer limitation, the prob lem w ould b e a simple linear program. F inally , the ob jectiv e is set to max imiz e the ov erall throughput φ.
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4.3. Exploration Results We use the lpsolve ILP solver [8] in our exploration framew ork . We selec t the b est d esig n b ased on the ILP results and sy nthesiz e it to verify performanc e. If the verifi c ation fails, w e selec t the next b est d esig n and repeat the proc ess. F ig ure 4 show s the multiproc essor solution for head er proc essing after the exploration. It c ontains 3 pipeline stag es, w ith 2 proc essors in the fi rst stag e and 4 proc essors in the next 2 stag es. T he IP ad d ress look up c ontains a total of 7 memory ac c esses. T he fi rst stag e involves a sing le ac c ess. T he sec ond and third stag e b oth involve 3 ac c esses. T he verify operations are d ivid ed b etw een the last 2 stag es. T he proc essors in the fi rst pipeline stag e proc ess pac k ets at tw ic e the rate of the latter stag es. H enc e, only half as many proc essors are need ed in this stag e. T he resulting d esig n b alanc es the w ork load ac ross all the proc essors extremely w ell. In c omparison, the hand -tuned multiproc essor d esig n in F ig ure 2 is less b alanc ed . T he fi rst verify stag e is slig htly und erutiliz ed than the latter stag es, as seen in T ab le 1 . C onseq uently , the new d esig n ac hieves a b etter throug hput of 1 .9 G b ps, surpassing the 1 .8 G b ps throug hput of the hand -tuned d esig n, w hile using few er proc essors. R oute T a b le
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F rom our stud y , soft multiproc essors on F PG A s only lose a 2 .6 X fac tor in performanc e normaliz ed to area c ompared to a netw ork proc essor implementation for the IPv4 pac k et forw ard ing applic ation. If a hig h-performanc e prog rammab le platform alread y exists for an applic ation nic he, then it is a c ost-effec tive implementation med ium. B ut if suc h a part is not availab le, then is it w orth $ 2 0 M to d esig n and manufac ture a new IC for this 2 -4 X performanc e g ain? If not, the F PG A is a viab le low c ost implementation platform for the same applic ation in softw are.
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In this paper, w e evaluated the effec tiveness of F PG A -b ased soft multiproc essors for hig h performanc e applic ations. We d esig ned a soft multiproc essor for the d ata plane of the IPv4 pac k et forw ard ing applic ation and ac hieved a throug hput of 1 .8 G b ps. We also d eveloped a d esig n spac e exploration framew ork for soft multiproc essor mic ro-arc hitec tures. U sing this framew ork , w e d esig ned a more effi c ient multiproc essor that ac hieved a 1 .9 G b ps throug hput surpassing the performanc e of our hand -tuned d esig n.
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