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Preface



Cryptography provides techniques, mechanisms, and tools for private and authenticated communication, and for performing secure and authenticated transactions over the Internet £ts well as other open networks. It is highly probable that each bit of information flowing through our networks will have to be either encrypted and decrypted or signed and authenticated in a few years from now. This infrastructure is needed to carry over the legal and contractual certainty from our paper-based offices to our virtual offices existing in the cyberspace. In such an environment, server and client computers as well as handheld, portable, and wireless devices will have to be capable of encrypting or decrypting and signing or verifying messages. That is to say, without exception, all networked computers and devices must have cryptographic layers implemented, and must be able to access to cryptographic functions in order to provide security features. In this context, efficient (in terms of time, area, and power consumption) hardware structures will have to be designed, implemented, and deployed. Furthermore, general-purpose (platform-independent) as well £18 special-purpose software implementing cryptographic functions on embedded devices are needed. An additional challenge is that these implementations should be done in such a way to resist cryptanalytic attacks launched against them by adversaries having access to primary (communication) and secondary (power, electromagnetic, acoustic) channels. This book, among only a few on the subject, is a fruit of an international collaboration to design and implement cryptographic functions. The authors, who now seem to be scattered over the globe, were once together as students and professors in North America. In Oregon and Mexico City, we worked on subjects of mutual interest, designing efficient reahzations of cryptographic functions in hardware and software. Cryptographic reahzations in software platforms can be used for those security applications where the data traffic is not too large and thus low encryption rate is acceptable. On the other hand, hardware methods offer high speed and bandwidth, providing real-time encryption if needed. VLSI (also known as ASIC) and FPGAs are two distinct alternatives for implementing



XXVI cryptographic algorithms in hardware. FPGAs offer several benefits for cryptographic algorithm implementations over VLSI, as they offer flexibility and fast time-to-market. Because they are reconfigurable, internal architectures, system parameters, lookup tables, and keys can be changed in FPGAs without much effort. Moreover, these features come with low cost and without sacrificing efficiency. This book covers computational methods, computer arithmetic algorithms, and design improvement techniques needed to obtain efficient implementations of cryptographic algorithms in FPGA reconfigurable hardware platforms. The concepts and techniques introduced in this book pay special attention to the practical aspects of reconfigurable hardware design, explain the fundamental mathematics behind the algorithms, and give comprehensive descriptions of the state-of-the-art implementation techniques. The main goal pursued in this book is to show how one can obtain high-speed cryptographic implementations on reconfigurable hardware devices without requiring prohibitive amount of hardware resources. Every book attempts to take a still picture of a moving subject and will soon need to be updated, nevertheless, it is our hope that engineers, scientists, and students will appreciate our efforts to give a glimpse of this deep and exciting world of cryptographic engineering. Thanks for reading our book. May 2006 F. Rodriguez-Henriquez, Nazar A. Saqib, A. Diaz-Perez, and Qetin K. Kog



Introduction



This chapter presents a complete outhne for this Book. It explains the main goals pursued, the strategies chosen to achieve those goals, and a summary of the material to be covered throughout this Book.



1.1 Main goals The choice of reconfigurable logic as a target platform for cryptographic algorithm implementations appears to be a practical solution for embedded systems and high-speed applications. It was therefore planned to conduct a study of high-speed cryptographic solutions on reconfigurable hardware platforms. Both efficient and cost effective solutions of cryptographic algorithms are desired on reconfigurable logic platform. The term "efficient" normally refers to "high speed" solutions. In this Book, we do not only look for high speed but also for low area (in terms of hardware resources) solutions. Our main objective is therefore to find high speed and low area implementations of cryptographic algorithms using reconfigurable logic devices. That imphes careful considerations of cryptographic algorithm formulations, which often will lead to modify the traditional specifications of those algorithms. That also imphes knowledge of the target device: device structure, device resources, and device suitability to the given task. The design techniques and the understanding of the design tools are also included in the implications imposed by efficient solutions. An optimized cryptographic solution will be the one for which every step; starting from its high-level specification down to the physical prototype realization is carefully examined. It is known that the final performance of cryptographic algorithms heavily depends on the efficiency of their underlying field arithmetic. Consequently, we begin our investigation by first studying the algorithms, solutions and corresponding architectures for obtaining state-of-the-art finite field arithmetic
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realizations. Our study was carried out for both, prime and binary extension finite fields. We investigated field arithmetic algorithms for the operations of field addition, multiplication, squaring, square root, multiplicative inverse and exponentiation among others. Thereafter, we selected a set of three of the most important cryptographic building blocks, for their implementation on reconfigurable logic devices: hash functions, symmetric block ciphers and pubhc key cryptosystems in the form of elliptic curve cryptography. We described first the basic principles for attaining efficient hardware implementation of hash functions. In the subject of symmetric ciphers, we study the two most emblematic algorithms, namely, the Data Encryption Standard (DES) and the Advance Encryption Standard (AES). In the case of asymmetric cryptosystems we analyze fast implementations of Elliptic Curve operations defined over binary extension fields. Several considerations were made to achieve high speed and economical implementations of those algorithms on reconfigurable logic platforms. One of them was to exploit high bit-level parallelism where and whenever it was possible. Similarly, we employed design techniques especially tailored for exploiting the structure of the target devices. A variety of hash function algorithms were studied first. Emphasis was made on MD5, by providing a step-by-step analysis of its algorithm flow. An explanation of the SHA-2 family was also included. In our descriptions we pondered hardware implementation aspects of the hash algorithms. DES was the second cryptographic building block studied in this Monograph. The basic primitives involved in block ciphers specifically for DES were analyzed for their implementations on reconfigurable logic platform. A compact one round FPGA implementation of DES was carried out exploiting high bit-level parallelism. Experiments were made for optimizing the proposed FPGA architecture with respect to hardware area. A more detailed study was planned regarding AES due to its importance for the current security needs in the IT sector. Each step of the algorithm was investigated looking for improvements in the standard transformations of the algorithm and for an optimal mapping to the target device. Both, iterative and pipeline approaches for encryption were used for AES FPGA implementation. We attempted to reduce the critical paths for encryption/decryption by sharing common resources or optimizing the standard transformations of the algorithm. In the case of Elhptic Curve Cryptography (ECC), we utihzed a hierarchical six-layer model, but only the lower three layers were addressed in this Book. The first layer of the model deals with the efficient implementation of finite field arithmetic. The Second layer makes use of the underlying arithmetic for implement elliptic curve arithmetic main primitives: point addition and point doubling. The third layer implements elliptic curve scalar multiplication which is achieved by adding n copies of the same point P on the curve. Both the point addition and doubling operations from the second layer serve
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as building blocks for the third layer. We strived for using parallel techniques for all the three layers. This way, a generic architecture for the elliptic curve scalar multiplication was proposed and implemented on the FPGA platform. We also presented parallel formulations of the scalar multiphcation operation on Koblitz curves an architecture that is able to compute the elliptic curve scalar multiplication using the half-and-add method. Additionally, we presented optimizations strategies for computing a point addition and a point doubling using LD projective coordinates in just eight and three clock cycles, respectively.



1,2 Monograph Organization Next chapters present a short introduction to the cryptographic algorithms chosen to illustrate the design strategies discussed previously as well as the mathematical background required for the correct understanding of the material to be presented. Design comparisons and conclusion remarks are presented at the end of each Chapter. A short summary of each chapter is given below. In Chapter 2, a brief review of modern cryptographic algorithms is given. Topics addressed include: Secret-key and public-key cryptography, hash functions, digital signatures, an so forth. Furthermore, we also discuss in this Chapter potential real-world cryptographic applications and the suitability of reconfigurable hardware devices for accommodate them. In Chapter 3 a brief introduction to reconfigurable hardware technology is given. We explain the historical development of FPGA devices and include a detailed description of the FPGA families of two major manufacturers: Xilinx and Altera. We also cover reconfigurable hardware design issues, metrics and security. In Chapter 4, some important mathematical concepts are presented. Those concepts are particularly helpful for the understanding of cryptographic operations for AES and elliptic curve cryptosystems. Key mathematical concepts for a class of eUiptic curves are also described at the end of this Chapter. In Chapter 5, we discuss state-of-the-art arithmetic algorithms for prime fields. We present efficient hardware design alternatives for operations such as adders, modular adders, modular multipliers and exponentiation among others. We give at the end of each Section a comparison analysis with some of the most significant works reported in this topic. In Chapter 6, state-of-the-art algorithms for binary extension fields are studied. We discuss relevant algorithms for performing efficiently field multiplication, squaring, square root, inversion and reduction among others. We give at the end of each Section a comparison analysis with some of the most significant works reported in this topic.
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In Chapter 7, we study efficient reconfigurable hardware implementations of hash functions. Specifically, we carefully analyze MD5, arguably the most studied hash function ever. We give at the end of each Section a comparison analysis with some of the most significant works reported in this topic. In Chapter 8, a general guideline for implementing symmetric block ciphers is described. Basic primitives involved in block ciphers are listed and design tips are provided for their efficient implementations on reconfigurable platform. DES is presented as a case of study. A compact and fast DES implementation on reconfigurable platform is explained. We give at the end of this Chapter a comparison analysis with some of the most significant works reported in this topic. In Chapter 9, we explore multiple architectures for AES. Several efficient techniques for AES implementation are described. Several efficient AES encryptor and encryptor/decryptor cores based on those techniques are presented on reconfigurable platforms. The benefits/drawbacks of all AES cores are examined. We give at the end of this Chapter a comparison analysis with some of the most significant works reported in this topic. In Chapter 10 we discuss several algorithms and their corresponding hardware architecture for performing the scalar multiphcation operation on elliptic curves defined over binary extension fields GF{2'^). By applying parallel strategies at every stage of the design, we are able to obtain high speed implementations at the price of increasing the hardware resource requirements. Specifically, we study the following four different schemes for performing elliptic curve scalar multiplications, • • • •



Scalar multiplication applied on Hessian elliptic curves. Montgomery Scalar Multiplication applied on Weierstrass elliptic curves. Scalar multiplication applied on Koblitz elliptic curves. Scalar multiplication using the Half-and-Add Algorithm.
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A Brief Introduction to Modern Cryptography



In our Information Age, the need for protecting information is more pronounced than ever. Secure communication for the sensitive information is not only compelhng for miHtary or government institutions but also for the business sector and private individuals. The exchange of sensitive information over wired and/or wireless Internet, such as bank transactions, credit card numbers and telecommunication services are already common practices. As the world becomes more connected, the dependency on electronic services has become more pronounced. In order to protect valuable data in computer and communication systems from unauthorized disclosure and modification, reliable non-interceptable means for data storage and transmission must be adopted. Figure 2.1 shows a hierarchical six-layer model for information security applications. Let us analyze that figure from a top-down point of view. On layer 6, several popular security applications have been listed such as: secure e-mail, digital cash, e-commerce, etc. Those applications depend on the implementation in layer 5 of secure authentication protocols like SSL/TLS, IPSec, IEEE 802.11, etc. However, those protocols cannot be put in place without implementing layer 4, which consists on customary security services such as: authentication, integrity, non-repudiation and confidentiahty. The underlying infrastructure for such security services is supported by the two pair of cryptographic primitives depicted in layer 3, namely, encryption/decryption and digital signature/verification. Both pair of cryptographic primitives can be implemented by the combination of public-key and private key cryptographic algorithms, such as the ones listed in layer 2. Finally, in order to obtain a high performance from the cryptographic algorithms of layer 1, it is indispensable to have an eflftcient implementation of arithmetic operations such as, addition, subtraction, multiplication, exponentiation, etc. In the rest of this Chapter we give a short introduction to the algorithms and security services listed in layers 2-4. Hence, the basic concepts of cryptography, fundamental operations in cryptographic algorithms and some im-



2.A Brief Introduction to Modern Cryptography Applications: secure email, digital cash, e-commerce, firewalls, etc.



Authentication Protocols: SSUTLS/WTLS/, IPSEC, IEEE 802.11, etc.



Security Services: Confidentiality, Integrity, Authentication; Non-repudiation



Cryptographic Primitives: Encryption/Decryption, SignatureA/erificatlon



Public-Key Cryptography: RSA, DSA, ECC Private-Key Cryptography: AES, DES, RC4, etc.



Computer Arithmetic: Addition, Substraction, Squaring, Multiplication, Division, Exponentiation, Square Root Computation



Fig. 2.1. A Hierarchical Six-Layer Model for Information Security Applications portant cryptographic applications in the industry are studied and analyzed. Furthermore, alternatives for the implementation of cryptographic algorithms on various software and hardware platforms are also discussed.



2.1 Introduction A cryptographic cipher system can hide the actual contents of every message by transforming (enciphering) it before transmission or storage. The techniques needed to protect data belong to the field of cryptography, which can be defined as follows. Definition 2.1. We define Cryptography as the discipline that studies the mathematical techniques related to Information security such as providing the security services of confidentiality, data integrity, authentication and nonrepudiation. In the wide sense, cryptography addresses any situation in which one wishes to limit the effects of dishonest users [110]. Security services, which include confidentiality, data integrity, entity authentication, and data origin authentication [228], are defined below.
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•



•



•



9



Confidentiality: It guarantees that the sensitive information can only be accessed by those users/entities authorized to unveil it. When two or more parties are involved in a communication, the purpose of confidentiality is to guarantee that only those two parties can understand the data exchanged. Confidentiality is enforced by encryption. Data integrity: It is a service which addresses the unauthorized alteration of data. This property refers to data that has not been changed, destroyed, or lost in a malicious or accidental manner. Authentication: It is a service related to identification. This function applies to both entities and information itself. Two parties entering into a communication should identify each other. Information delivered over a channel should be authenticated as to origin, date of origin, data content, time sent, etc. For these reasons this aspect of cryptography is usually subdivided into two major classes: entity authentication and data origin authentication. Data origin authentication implicitly provides data integrity. Non-repudiation: It is a service which prevents an entity from denying previous commitments or actions. For example, one entity may authorize the purchase of property by another entity and later deny such authorization was granted. A procedure involving a trusted third party is needed to resolve the dispute.



In cryptographic terminology, the message is called plaintext. Encoding the contents of the message in such a way that its contents cannot be unveiled by outsiders is called encryption. The encrypted message is called the ciphertext. The process of retrieving the plaintext from the ciphertext is called decryption. Encryption and decryption usually make use of a key^ and the coding method use this key for both encryption and decryption. Once the plaintext is coded using that key then the decryption can be performed only by knowing the proper key. Cryptography falls into two important categories: secret and public key cryptography. Both categories play their vital role in modern cryptographic applications. For several crucial applications, a combination of both secret and public key methods is indispensable.



2.2 Secret Key Cryptography Definition 2.2. Matematically, a symmetric key cryptosystem can be defined as the tuple (P,C,/C, ^,X>), where [110]: V represents the set of finitely many possible plain-texts. C represents the set of finitely many possible cipher-texts. JC represents the key space, i.e, the set of finitely many possible keys, y K e JC 3EK G S (encryption rule), 3DK G V (decryption rule). Each EK '. V -^ C and DK : C -^ V are well-defined functions such that yxer,DK{EK{x)) = X.
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Encryption
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Fig. 2.2. Secret Key Cryptography Both encryption and decryption keys (which sometimes are the same keys) are kept secret and must be known at both ends to perform encryption or decryption as is shown in Fig. 2.2. Symmetric algorithms are fast and are used for encrypting/decrypting high volume data. It is customary to classify symmetric algorithms into two types: stream ciphers and block ciphers. •



•



Stream ciphers: A stream cipher is a type of symmetric encryption algorithms in which the input data is encrypted one bit (sometimes one byte) at a time. They are sometimes called state ciphers since the encryption of a bit is dependent on the current state. Some examples of stream ciphers are SEAL, TWOPRIME, WAKE, RC4, A5, etc. Block ciphers: A block cipher takes as an input a fixed-length block (plaintext) and transform it into another block of the same length (ciphertext) under the action of a user-provided secret key. Decryption is performed by applying the reverse transformation to the ciphertext block using the same secret key. Modern block ciphers typically use a block length of 128 bits. Some famous block ciphers are DES, AES, Serpent, RC6, MARS, IDEA, Twofish, etc.



The most popular block cipher algorithm used in practice is DEA {Data Encryption Algorithm) defined in the standard DES [251]. The secret key used in DEA has a bit-length of 56 bits. Even though that key length was considered safe back in the middle 70's, nowadays technology can break DEA in some few hours by launching a brute-force attack. That is why DEA is widely used as Triple DEA (TDEA) which may offer a security equivalent to 112 bits. TDEA uses three 56-bit keys (namely, iiTi, K2 and K3). If each of these keys is independently generated, then this is called the three key TDEA (3TDEA). However, if Ki and K2 are independently generated, and K^ is set equal to Ki, then this is called the two key TDEA (2TDEA) [258]. On October 2000, a new symmetric cryptographic algorithm "Rijndael" was chosen as the new Advanced Encryption Standard (AES) [60] by NIST (National Institute of Standards and Technology) [253]. Due to its enhanced



2.3 Hash Functions



11



security level, it is replacing DEA and triple DEA (TDEA) in a wide range of applications. Although all aforementioned secret key ciphers offer a high security and computational efficiency, they also exhibit several drawbacks: •



•



•



Key distribution and key exchange The master key used in this kind of cryptosystems must be known by the sender and receiver only. Hence, both parties should prevent that this key can get compromised by unauthorized entities^ Key management Those system having many users, must generate/manage many keys. For security reasons, a given key should be changed frequently, even in every session. Incompleteness It is impossible to implement some of the security services mentioned before. In particular, Authentication and non-repudiation cannot be fully implemented by only using secret key cryptography [317].



2.3 Hash Functions Definition 2.3. A Hash function H is a computationally efficient function that maps fixed binary chains of arbitrary length {0,1}* to bit sequences H{B) of fixed length. H{B) is the hash value or digest of B.



Encrypted private key



1 AESkey(128 bits) passphrase — M



MD5 AES (decryptor



Decrypted private key



Fig. 2.3. Recovering Initiator's Private Key In words, a hash function h maps bit-strings of arbitrary finite length to strings of fixed length, say n bits. MD5 and SHA-1 are two examples of hash functions. MD5 produces 128-bit hash values while SHA-1 produces 160-bit hash values. Hash functions can be used for protecting user's secret key as depicted in Fig. 2.3. Fig. 2.3 shows the customary procedure used for accomplishing that This implies that in a community of n users a total of ^^^^ secret keys must be created so that all users can communicate with each other in a confidential
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Fig. 2.4. Generating a Pseudorandom Sequence goal. It is noticed that the AES secret key is generated by means of the hash value corresponding to the pass-phrase given by the user. Another typical application of Hash functions is in the domain of pseudorandom sequences as shown in Fig. 2.4. Nevertheless, the main application of hash function is as a key building block for generating digital signatures as it is explained in the next Section.



2.4 Public Key Cryptography A breakthrough in Cryptography occurred in 1976 with the invention of public key cryptography by Diffie and Hellman^ [68]. This invention not only solved the key distribution and management problem but also it provided the necessary tool for implementing authentication and non-repudiation security services effectively.
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^ Encryption



A



^



Decryption



Fig. 2.5. Public Key Cryptography ^ Although Diffie and Hellman were the first in publishing the concepts of public key cryptography in the open literature, we know now that they were not the first inventors. In 1997, a British Security agency (CESG, National Technical Authority for Information Assurance) published documents showing that in fact James Ellis and Clifford Cocks came out with the mechanisms needed for performing RSAlike public key cryptography in 1973. Short after that, M. Williamson discovered what is now known as Diffie-Hellman key exchange [374, 317, 206].
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Asymmetric algorithms use a different key for encryption and decryption, and the decryption key cannot be easily derived from the encryption key. Asymmetric algorithms use two keys known as public and private keys as shown in Fig. 2.5. The public key is available to everyone at the sending end. However a private or secret key is known only to the recipient of the message. An important characteristic of any public key system is that the public and private keys are related in such a way that only the public key can be used to encrypt (decrypt) messages and only the corresponding private key can be used to decrypt (encrypt) them. N.
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Fig. 2.6. Basic Digital Signature/Verification Scheme Public key cryptosystems can be used for generating digital signatures^ which cannot be repudiated. The concept of digital signature is analog to the real-world autograph signature, but it is more powerful as it also protects against malicious data modifications. A digital signature scheme is based in two algorithms: signature and verification as explained below. • •



A encrypts the message m using its private key ci := EI^^^.^(^A){'^) A encrypts the result ci using B's public key and send the result to B,



•



B recovers m by performing.



Since B is able to recover m using ^ ' s public key, B can verify whether A really sign the message using its private key. Moreover, since the signature depends on the message contents, theoretically nobody else can reuse the same signature in any other message.
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In practice, as is shown in Fig.2.6, a digital signature is applied not to the document to be signed itself, but to its hash value. This is due to efficiency reasons as public key cryptosystems tend to be computationally intensive. A hash function H is applied to the message to append its hash value h — H{M), to the document itself. Thereafter, h is signed by "encrypting" it with the private key of the sender. This becomes the signature part of the message.



Public Key Crypto-scheme



Signature/Decryption (Private Operation)



Verification/Encryption (Public Operation)



Fig. 2.7. Public key cryptography Main Primitives As shown in Fig. 2.7 Public key cryptosystems' main primitives are: 1. Domain Parameter Generation. This primitive creates the mathematical infrastructure required by the particular cryptosystem to be used. 2. Key Generation. This primitive create users' pubhc/private key. 3. Public Operation. This primitive is used for encrypting and/or verifying messages. 4. Private Operation. This primitive is used for decrypting and/or signing messages. Theoretically, a public key cryptosystem can be constructed by means of specialized mathematical functions called "trapdoor one-way functions" which can be formally defined as follows. Definition 2.4. A One-way Function [110] is an injective function



f{x)



/ : {0,1}--{0,1}*, such that f{x) can be computed efficiently, but the computation of f~^{y) is computational intractable, even when using the most advanced algorithms along with the most sophisticated computer systems. We say that a one-way function is a One-way trapdoor function if is feasible to compute f~^{y) if and only if a supplementary information (usually the secret key) is provided. In words, a one-way function / is easy to compute for any domain value X, but the computation of f~^{x) should be computationally intractable. A trapdoor one-way function is a one-way function such that the computation f~^{x) is easy, provided that certain special additional information is known. The following three problems are considered among the most common for creating trapdoor one-way functions.
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Integer Factorization problem: Given an integer number n, obtain its prime factorization, i.e., find n = Pi^^P2^^P3^^ ' • 'Pk^'', where pi is a prime number and e^ > 1. It is noticed that finding large prime numbers^ is a relatively easy task, but solving the problem of factorizing the product of prime numbers is considered computationally intractable if the prime numbers are chosen carefully and with a sufficient large bit-length [196]. Discrete Logarithm problem: Given a number p, a generator g E Zp* and an arbitrary element a G Zp*, find the unique number z, 0 < z < p— 1, such that a = g^{modp). This problem is useful in cryptography due to the fact that finding discrete logarithms is difficult. The brute-force method for finding g^{modp) for 1 < j < p — 1 is computationally unfeasible for sufficiently large prime values. However, the field exponentiation operation can be computed efficiently. Hence, g'^(modp) can be seen as a trapdoor one-way function function for certain values of p. Elliptic curve discrete Logarithm problem: Let E]^^ be an elliptic curve defined over the finite field F^and let P be a point P G Ew^ with primer order n. Consider the /c-multiple of the point P, Q = kP defined as the elliptic curve point resulting of adding P , /c — 1 times with itself, where /c is a positive scalar in | l , n — 1]. The elliptic curve discrete logarithm problem consists on finding the scalar k that satisfies the equation Q =^ kP. This problem is considered a strong one-way trapdoor function due to the fact that computing k given Q and P is a difficult computational problem. However, given k is relatively easy to obtain the k-th multiple of P , namely, Q=-kP.



2.5 Digital Signature Schemes • • • • • •



A4 represents the set of all finitely many messages that can be signed S represents the set of all finitely many signatures (usually the signatures are fixed-length binary chains). JCs represents the set of private keys. /Cy represents the set of public keys. Se'. M —> S represents the transformation rule for an entity S. Vs: M X S —> {true^ false} represents the verification transformation for signatures produced by £^. It is used for other entities in order to verify signatures produced by 1 is the greatest common divisor, or gad, of a and b if d\a, d\b and for any other integer c such that c\a and c\b then c\d. In other words, d is the greatest positive number that divides both, a and b. Some of the properties of the greatest common divisor are, • • •



gcd{a,b) = gcd{\a\,\b\) gcd(ka,kb) =k gcd{a,b) gcd{a,b) — d \ is a prime number if its only positive divisors are 1 and p. Definition 4.6 (Relative Primes). We say that two integers a and b are relatively primes if gcd(a,b)=l. Definition 4.7 (Composite Numbers). / / an integer number q > 1 is not a prime, then it is a composite number. Therefore, an integer q is a composite number if and only if there exist a,b positive integers (less than q) such that q = ab.



4.1 Basic Concepts of the Elementary Theory of Numbers
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Algorithm 4.1 Euclidean Algorithm (Computes the Greatest Common Divisor) Require: two positive integers a and 6 where a > b. Ensure: the greatest common divisor of a and b, namely d — gcd{a,b). 1: while 6 7^ 0 do 2: r ^— a mod 6; 3: a 0 for 1 < z < 5, we have, s



^mm{ti,Ui}



gcd{a, ^) -= n ^"i" Example



4'ii2520 - 2^ • 3^ • 5^ • 7^ 2700 = 2^ • 3^ • 5^ • 7°



then gcd{2520, 2700) :== 2^ • 3^ • 5^ = 180.
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4. Mathematical Background



Definition 4.12. Let n G N. We define the Euler function (j){n), as the number of relatively prime numbers that n has in the interval [I, n). In other words, 0(n) = \{m G N : gcd{m, n) = 1 and 1 < TTI < n } | . Let p be a prime number and m, n, r G N with r > 1, then i.



(fiip^) = p^ (1 — ^ j — p^~^{p — 1), In particular (/)(p) = p — 1,



ii. (j){mn) = (f){m)(j){n)^ if gcd{m,n) = 1. Therefore, we may compute the Euler function 0 for a given number n by obtaining first the integer factorization of n. Example 4-^3. 0(720) = 0(2^)0(3^)0(5) -



2^.(2-l)-3^ •(3-l)-(5-l)



Theorem 4.14 (Fermat's Little Theorem). If{a,p) ^p-i ^ 2 mod p,



= 192.



= 1, then



(a^ = b mod p)



a(p) ^ 1 mod p. Corollary 4.15. If x = y mod (p — 1), ^/len a^ = a^ mod p. Theorem 4.16 (Euler Theorem). If a e Z and gcd(m,a)=l



then



Corollary 4.17. If x = y mod 0(m), ^/len a^ = a^ mod m. Definition 4.18 (Order of a number x). If x andm are relatively primes, we say that the order of x modulo m is the smallest integer r such that a^ = 1 mod m. Definition 4.19 (Primitive R o o t ) . Let m be a prime number and g G Zm, then we say that g is a primitive root of m, if and only if the order of g modulo m is equal to the value of the Euler function 0(m). According to Euler^s theorem, there is always a primitive root since, g^^"^^ = 1 mod m. Let gbea, primitive root of a prime number p, then the following properties hold, i. If n is an integer, then g'^ = 1 mod p if and only if n = 0 mod p — 1. ii. If j and k are two integers, then g^ = g^ mod p if and only if j = /c mod p— 1. Hi. If a is a primitive root, then a^ is also a primitive root if and only if gcd{x,p- 1) = 1.
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iv. If ^"' = 1 mod p then n\{p — 1). If p = 1223, p — 1 = 2 • 13 • 47, if a is not a primitive root, then either a^^ or a^^ or a^^^ must be congruent 1 modulo 1223. o — 2, 3 are not primitive roots, since 2^^^ = 3^'^ = 1 mod 1223. However, a = 5 is a primitive root since, a^e, a^\a^^^ ^ 1 mod 1223. Furthermore, using above properties we can see that 5^ = 25 is not a primitive root since gcd(2,p — 1) ^ 1. On the other hand, the element 5"^ = 125 is a primitive root given that gcd{3,p — 1) — 1. 4.1.2 Modular Arithmetic Definition 4.20 (Congruency). Given m € Z , m > 1, we say that a, 6 G Z are congruent modulo m if and only if m\{a — b). We write this relation as a = b mod m. Where m is the modulus of the congruency. Notice that if m divides a — b, this implies that both, a andb have the same residue when divided by m. We define Z ^ as the set of all positive residues modulo m, which is composed by the set, Z ^ == {0,1, 2,..., m — 1}. Invoking the integer division theorem it is easy to see that for every integer a there exists a residue r that belongs to Z^.. If m G N and a,b,c,d e Z such that a = b mod m and c = d mod m, then the following properties hold, • • •



a-{- c = b -\- d mod m a — c = b — d mod m a ' c = b ' d mod m



The relationship of congruency modulus m is a relationship of equivalence for all m G Z. Let a,b,c e Z, then the congruence relation satisfies the following properties, 1. Reflexive: a = a mod m. 2. Symmetric: If a = 6 mod m then b = a mod m. 3. Transitivity: If a = 6 mod m and b = c mod m then a = c mod m. Modular Addition and subtraction If tt, 6 G Zfji then we define the modular addition operator a -f- 6 mod m as an element within Z ^ . For example, 17 + 20 mod 22 — 15. The most important properties of the modular addition are, 1. It is commutative, a -\-b mod m = b-{- a mod m. 2. It is associative, (a 4- 6) + c mod m = a + {b-\- c) mod m. 3. It has a neutral element (0), such that a + 0 = a mod m.
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4. For every a and b in Z ^ there exists a unique element x in Z ^ such that a -\- X = b mod m. Using last property and 6 = 0, it can be seen that for every a in Zm there exists a unique element X in Z^Tj, such that ci -f- x = 0 mod ui. Modular multiplication If a,b G Z ^ then we define modular multiplication as, c = a • 6 mod m, where c is an element in Z ^ . The most important properties of modular multiplication are, 1. 2. 3. 4.



It is conmutative a • b mod m = b - a mod m. It is associative (a • 6) • c mod m — a • (6 • c) mod m. It has a neutral element (1), such that a • 1 = a mod m If gcd{m^ c)=l and a • c = 6 • c mod m, then a~b mod m. If m is a prime number, this property always hold.



Using last property, we define the multiplicative inverse of a number a as follows. Definition 4.21 (Multiplicative Inverse). We say that an integer a has an inverse modulo m if there exists an integer b such that I = ab mod m. Then, the integer b is the inverse of a and it is written as a~^. The inverse of a number a mod m exists if and only if there exist two integer numbers x, y such that ax -f my = 1 and these numbers exist if and only if gcd(a,m)=\. In order to obtain the modular inverse of a number a we may use the extended EucHdean algorithm [178], with which it is possible to find the two integer numbers x, y that satisfy the equation^, ax -f my = 1. Modular Division Using above definition we say that if a, 6 G Zp and p is a prime number, we can accomplish the division of a by 6 by computing a ' b~^ mod m, where b~^ is the multiplicative inverse of 6 modulo p. For example, we can compute ^ mod 23 , by performing 17 • (20)"^ mod 23, where (20)"^ mod 23 = 15. Thus, ]- mod 23 - 17 • 15 mod 23 = 2. 20



Modular Exponentiation We define modular exponentiation, as the problem of computing the number 6 = a^ mod m, with a,b e Z ^ , and e G N. From the observation that, X ' y mod m = [{x mod m) • y mod m] mod m. ^ In §6.3 we present an efficient implementation of a variation of this algorithm: the Binary Euclidean Algorithm (BEA).
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A l g o r i t h m 4 . 2 E x t e n d e d Euclidean Algorithm as R e p o r t e d in [228] Require: Two positive integers a and b where a > b. Ensure: d =gcd(a, 6) and the two integers x^y that satisfy the equation ax + by = d. 1: if 6 = 0 t h e n 2: d = a;, X — 1;, y = 0] 3: R e t u r n {d,x,y) 4: end if 5: xi = 0;, X2 = 1;, yi = 1;, 2/2 = 0; 6: while 6 > 0 do 7: q = a div b; r = a mod 6; 8: x = X2- qxi; y = 2/2 - qyi] 9: a = 6; 6 = r; X2 = a;i; 10: a:i = a;; 2/2 = 2/i; 2/i = y\ 11: end while 12: d = a, X = X2, y = 2/2; 13: Heturn {d,x,y)



it can be seen t h a t t h e exponentiation problem, can be solved by multiplying n u m b e r s t h a t never exceed t h e modulus m. R a t h e r t h a n computing t h e exponentiation by performing e — 1 m o d u l a r multiplications as, e—lmults. b = a • a.. .a



(mod m ) ,



we employ a much more efficient m e t h o d t h a t has complexity 0{log{e)). For example if we want to c o m p u t e 12^^(mod23), we can proceed as follows, 12^ =:. 144 = 6 m o d 23; 12^ = 6 2 = 36 = 13 m o d 23; 12^ = 132 = 169 = 8 m o d 23; 12^^ = 8 2 = 64 = 18 m o d 23.



Then, 12^6 = 12(16+8+2) ^ ^2^^ • 12® . 12^ = 18 • 8 . 6 = 864 = 13 m o d 23. This algorithm is known as t h e binary exponentiation algorithm [178], whose details will be discussed in §5.4. C h i n e s e R e m a i n d e r T h e o r e m ( C R T ) This theorem hats a t r e m e n d o u s imp o r t a n c e in cryptography. It can be defined as follows, Let Pi for i = 1 , 2 , . . . , /c be pairwise relatively prime integers, i.e.. gcd{pi,pj)



= 1 for z^^ j .
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Given Ui G [0,Pi — 1] for z = 1, 2 , . . . , /c, the Chinese remainder theorem states that there exists a unique integer u in the range [0, P—l] where P = p\P2 ' "Pk such that u = Ui



(mod Pi).



4.2 Finite Fields We start with some basic definitions and then arithmetic operations for the finite fields are explained. 4.2.1 Rings A ring R is a set whose objects can be added and multiphed, satisfying the following conditions: • • • •



Under addition, M is an additive (AbeHan) group. For all x; y; z E R we have, x{y -\- z) = xy -{- xz\ {y -h z)x — yx -\- zx \ For all a:; y G R, we have {xy)z — x{yz). There exists an element e G R such that ex = xe = x for all a: G R.



The integer numbers, the rational numbers, the real numbers and the complex numbers are all rings. An element a: of a ring is said to be invertible if x has a multiplicative inverse in R, that is, if there is a unique ii G R such that: xu=^ ux = \. \ \s called the unit element of the ring. 4.2.2 Fields A Field is a ring in which the multiplication is commutative and every element except 0 has a multiplicative inverse. We can define a Field F with respect to the addition and the multiplication if: • • •



F is a commutative group with respect to the addition. F \ {0} is a commutative group with respect to the multiplication. The distributive laws mentioned for rings hold.



4.2.3 Finite Fields A finite field or Galois field denoted by GF(g = p^), is a field with characteristic p, and a number q of elements. Such a finite field exists for every prime p and positive integer m, and contains a subfield having p elements. This subfield is called ground field of the original field. For every non-zero element a G GF(g), the identity a^~^ = 1 holds. In cryptography the two most studied cases are: q = p, with p a prime and q = 2'^. The former case, GF(p), is denoted as prime field, whereas the latter, GF(2"^), is known as finite field of characteristic two or simply binary extension field. A binary extension field is also denoted as F2m.



4.2 Finite Fields
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4.2.4 Binary Finite Fields A polynomial p in GF{q) is irreducible if p is not a unit element and \ip — fg then f ox g must be a unit, that is, a constant polynomial. Let P{x) be an irreducible polynomial over GF{2) of degree m, and let a be a root of P(x), i.e., P{OL) = 0. Then, we can use P{x) to construct a binary finite field F = G F ( 2 ^ ) with exactly g = 2 ^ elements, where a itself is one of those elements. Furthermore, the set



forms a basis for F , and is called the polynomial (canonical) basis of the field [221]. Any arbitrary element A e GF{2^) can be expressed in this basis as.



A =



^



aia\



i=0



Notice that all the elements in F can be represented as (m — l)-degree polynomials. The order of an element 7 € F is defined as the smallest positive integer k such that 7^ = 1. Any finite field contains always at least one element, called a primitive element, which has order g — 1. We say that P{x) is a primitive polynomial if any of its roots is a primitive element in F . If P{x) is primitive, then all the q elements of F can be expressed as the union of the zero element and the set of the first g — 1 powers of a [221, 379] {0,a,a2,a3,...,a'-i



= l}.



(4.1)



Some special classes of irreducible polynomials are more convenient for the implementation of efficient binary finite field arithmetic. Some important examples are: trinomials, pentanomials, and equally-spaced polynomials. Trinomials are polynomials with three non-zero coefficients of the form, P{x)



= x^+x^-fl



(4.2)



Whereas pentanomials have five non-zero coefficients: P{x) = x^ + x^2 4- x""' -f- x'^^ -f 1



(4.3)



Finally, irreducible equally-spaced polynomials have the same space separation between two consecutive non-zero coefficients. They can be defined as P{x) - o;^ + x(^-^)^ -f • • • + a;2^ 4- x^ + 1 ,



(4.4)



where m = kd. The ESP specializes to the all-one-polynomials (AOPs) when d=^ I, i.e., P{x) = x^-\-x'^~^-\ hx-fl, and to the equally-spaced trinomials when d == f, i.e., P{x) = a:"^ -I- x ^ -h 1.
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In this Book we are mostly interested in a polynomial basis representation of the elements of the binary finite fields. We represent each element as a binary string {am-i • • • a2 2^-1-n then P > 2^-2 . n then P > 2^^-^ . n then If



P > n then



P : = p - 2fc- -1 n P : - p - 2/e--2 n P : = p - 2/e--3 n P := P - n



We can also reverse these steps to obtain: ^k-l ^Tk-i'B'2^ = P + Tk-2'B'2''-^-i-Dk-i'B'2'' = P-\-Tk-3-B-2^ Dk-2 •B'2^



p — p-I-Ti • P . 2^ + J^2 • 5 • 2^ P — P - f To • P • 2° + A • P • 2^ Also, the multiplication steps can be interleaved with reduction steps. To perform the reduction, the sign of P — 2* • n needs to be determined (estimated). Brickell's solution [33] is essentially a combination of the sign estimation technique and Omura's method of correction. We allow enough bits for P , and whenever P exceeds 2^^, add m = 2^ — n to correct the result. 11 steps after the multiplication procedure started, the algorithm starts subtracting multiples of n. In the following, P is a carry delayed integer of /c 4- 11 bits, m is a binary integer of k bits, and t\ and ^2 control bits, whose initial values are ti-=^t2 = 0.



1. Add the most significant 4 bits of P and m • 2^^ 2. If overflow is detected, then t2 = I else ^2 — 0. 3. Add the most significant 4 bits of P and the most significant 3 bits of m.2io. 4. If overflow is detected and ^2 = 0, then ^i = 1 else ti = 0. The multiplication and reduction steps of Brickell's algorithm are as follows: B' :=Ti-B + 2' A + i • B m' :=t2'm'2^^ -\-ti • m • 2^° P := 2(P + P ' - f mO A := 2A.
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5.3.7 Montgomery's Method In 1985, P. L. Montgomery introduced an efficient algorithm [238] for computing R = A- B mod n where A, B, and n are k-hit binary numbers. The Montgomery reduction algorithm computes the resulting /c-bit number R without performing a division by the modulus n. Via an ingenious representation of the residue class modulo n, this algorithm replaces division by n operation with division by a power of 2. This operation is easily accomplished on a computer since the numbers are represented in binary form. Assuming the modulus n is a /c-bit number, i.e., 2^~^ < n < 2^, let r be 2^. The Montgomery reduction algorithm requires that r and n be relatively prime, i.e., gcd(r, n) = gcd(2'^,n) = 1. This requirement is satisfied if n is odd. In the following we summarize the basic idea behind the Montgomery reduction algorithm. Given an integer ^4 < n, we define its n-residue with respect to r as A== A ' r mod n. It is straightforward to show that the set { i' r mod n\0 x"'^ ^ ^951 ^ ^1902 .-. x''°'



-*x^« - . x«50



We compare the MSB-first and the LSB-first binary algorithms in terms of time and space requirements below: • • •



•



Both methods require m — \ squarings and an average of | ( m — 1) multipUcations. The MSB-first binary method requires two registers: x and y. The LSB-first binary method requires three registers: x, y, and P. However, we note that P can be used in place of M, if the value of M is not needed thereafter. The multiplication (Step 4) and squaring (Step 5) operations in the LSBfirst binary method are independent of one another, and thus these steps can be parallelized. Provided that we have two multipliers (one multipher and one squarer) available, the running time of the LSB-first binary method is bounded by the total time required for computing h—\ squaring operations on /c-bit integers.



Algorithm 5.16 MSB-First Binary Exponentiation Require: x, n, e = (em-i . . . ei Ensure: y == x^ mod n. 1 y = 0;; 2 for i — m — 2 downto 0 do 3 y = y^; 4 if Ci —— 1 t h e n 5 y = y-x; end if 6 7 end for 8 Return(y)



5.4.2 Window Strategies The binary method discussed in the preceding section can be generahzed by scanning more than one bit at a time. Hence, the window method (first



5.4 Modular Exponentiation Operation
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Algorithm 5.17 LSB-First Binary Exponentiation Require: x, n, e = (cm-i Ensure: y = x^ mod n. 1 p = X ; y = 1; 2 for i = 0 to m — 1 do if d = = 1 t h e n 3 4 y = y p; 5 end if 6 7 end for 8 Return(y)



.6160)2



described in [178]) scans k bits at a time. The window method is based on a /c-ary expansion of the exponent, where the bits of the exponent e are divided into /c-bit words or digits. The resulting words of e are then scanned performing k consecutive squarings and a subsequent multiplication as needed. In the following we describe the window method in a more formal way. Algorithm 5.18 MSB-First 2'^-ary Exponentiation Require: x, n, e = (em-i •.. 6160)2? k divisor of m such that ^ = Ensure: y = x^ mod n. 1: Pre-compute and store x^ for all j = 1, 2, 3 , 4 , . . . , 2^^ — 1. 2: Divide e into k-hii words Wi for i = 0 , 1 , 2 , . . . , 1^ - 1. 3: y^^W^-l. 4: for z = ?^ — 2 downto 0 do 2/c 5: y = y ; if H^i ^ 0 t h e n 6: y = y • x*^*; 7: end if 8: 9: e n d for 10: R e t u r n ( y )



m/k.



Let e be an arbitrary m-bit positive integer e, with a binary expansion representation given as, m-2



e = (le^-2...eieo)2 =



2^-1+^2^6^.



Let A: be a small divisor of m. Then this binary expansion of e can be partitioned into ^ words of length /c, such that k^ = m.lf k does not divide m, then the exponent must be padded with at most k — 1 zeros. Let us define
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^i = {eik+{k-i)eik-\-(k-2)'' • eik-^ieik)^ = ^



2^e(^n,^j)



(5.4)



j=o



Then, we can equivalently represent e as, Y2i=o' ^i ' 2^^. Using the above definition we have, y = X« = xS*="o' ^^""^^ = n



X'*"'^'



(5.5)



(5.5) is the beisis of the window MSB-first procedure for exponentiation described in the pseudo-code of Figure 5.18. The window method first precomputes the values of x^ for j = 1, 2, 3 , . . . , 2^^ — 1. Then, the exponent e is scanned k bits at a time from the most significant word (Wq^-i) to the least significant word (Wo). At each iteration the current partial result y is raised to the 2^ power and multiplied with x^\ where Wi is the current nonzero word being processed. Referring to Figure 5.18, it can be seen that, • •



•



The first part of the algorithm consists on the pre-computation of the first 2^ powers of x at a cost of 2^ — 2 preprocessing multiplications. At each iteration of the main loop, the power y^ can be computed by performing k consecutive squarings. The total number of squarings is given by {^ - l)k = m - k. At each iteration one multiplication is performed whenever the i-th word Wi is different than zero. Since all but one of the 2^ different values of Wi are nonzero, the average number of required multiplications is given as, (!^-l)(l-2-^) - ( f - l ) ( l - 2 - ^ ) .



Thus, the average number of multiplications needed by the window method in order to compute an m-bit field exponentiation is given as, P{m, k) = (2^ _ 2) + (m - /c) -h ( ^ - 1)(1 - 2"^).



(5.6)



K



For A; = 1,2,3,4 the window method sketched at Figure 5.18 is called, respectively, binary, quaternary, octary and hexa MSB-first exponentiation method. In particular, note that by evaluating (5.6) for /c = 1, the average number of multiplications for the binary algorithm can be found as | ( m — 1) field operations on average. One obvious improvement of the strategy just outlined is that instead of calculating and storing all the 2^ first powers of x, one can just pre-compute the windows needed for a given exponent e, thus saving some operations. This last idea is illustrated in the examples below. Example. Once again, let us consider the exponent e = 1903 = (11101101111)2 with m = 11. Then, the window method computational complexity and resulting sequence using k = 2,3,4 can be found as, Quaternary: e = 1903 = (011101101111)2



5.4 Modular Exponentiation Operation
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P(m, k) = 2 Pre-comp mults -f 10 Sqrs -f 5 mults = 17. Precomp. Sequence: x^ —^ x^ —> x^. Main sequence:



x' -^x^- *X^^ x''^ x " ^ x^^ —f X 29 ^ a ; ^ « -^ x i i « - ^ x " « ^ a;236 -^x*'^ -^ x"'^ -^ x^^o —> ^ 1 9 0 0



_



» X^'"'^



Octal: e = 1903 - (011101101111)2 P(m, A;) — 4 Pre-comp mults 4- 9 Sqrs -f 3 mults — 16. Precomp. Sequence: x^ -^ x^ —^ x^ —^ x^ -^ x^. Main sequence:



237



, ^474



,



948



. ^1896



, ^1903



Hexa: e = 1903 = (011101101111)2 P{m, k) = 6 Pre-comp mults H- 8 Sqrs + 2 mults .= 16. Precomp. Sequence: x^ -^ x'^ -^ x^ -^ x^ —^ x'^ -^ x^^ -^ x^^. Main sequence: r"^ - 4 r ^ ^ - 4 r 2 8 _ . r ^ 6



112



118



.



236



, „472



—^ a;944 __^ ^1888 _^ ^1903



However, none of the above deterministic methods is able to find the shortest addition chain'^ for e = 1903. 5.4.3 Adaptive Window Strategy The adaptive or sliding window strategy is quite useful for exponentiations with extremely large exponents (i.e. exponents with bit length greater than 128 bits) mainly because of its ability to adjust its method of computation according to the specific form of the exponent at hand. This adjustment is done by partitioning the input exponent into a series of variable-length zero and nonzero words called windows. As opposed to the traditional window method discussed in the previous section, the sliding window algorithm provides a performance tradeoff in the sense that allows the processing of variable-length zero and nonzero digits. The main goal pursued by this strategy is to try to maximize the number and length of zero words, while using relatively large values of k. A sliding window exponentiation algorithm is typically divided into two phases: exponent partitioning and the field exponentiation computation itself. Addition chains are formally defined in §6.3.3.
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In the first phase, the exponent e is decomposed into zero and nonzero words (windows) Wi of length L{Wi) by using some partitioning strategy. Although in general it is not required that the window's lengths L{Wi) must all be equal, all nonzero windows should have a length L(Wi) smaller than a given number k. Let Z be the number of zero windows and NZ be the number of non-zero windows, so that their addition ^ represents the total number of windows generated by the partitioning phase, i.e., ^ = Z + NZ



(5.7)



It is useful to force the least significant bit of a nonzero window Wi to be equal to 1. In this way, when comparing with the standard window method discussed in the previous Section, the number of preprocessing multiplications are at least nearly halved, since x^ must only be pre-computed for w odd.



q consecuUve zeros detected Fig. 5.9. Partitioning Algoritm Several sliding window partitioning approaches have been proposed [116, 178, 191, 181, 30, 35]. Proposed techniques differ in whether the length of a nonzero window has to have a constant or a variable length. The partitioning algorithm instrumented in this work scans the exponent from the most significant to the least significant bit according to the finite state machine shown in Figure 5.9. Hence, at any moment the algorithm is either completing a zero window or a nonzero window. Zero windows are allowed to have an arbitrary length. However, the maximum length of any given nonzero window should not exceed the value of k bits. Starting from the Zero Window State (ZWS), the exponent bits are checked one by one. As long as the value of the current scanned bit is zero, the algorithm stays in ZWS accumulating as many consecutive zeros as possible. If the incoming bit is one, the finite state machine switches to the Nonzero Window State (NZWS). The automaton will stay there as long as q consecutive zeros had not been collected. If this condition occurs the automaton switches to ZWS (usually q is chosen to be a small number, namely, q e [2,5]).



5.4 Modular Exponentiation Operation
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Otherwise, if k bits can been collected, the partitioning algorithm stores the new formed nonzero window and stays in NZWS in order to generate another nonzero window. Algorithm 5.19 Shding Window Exponentiation Require: x, n, e = (em-i . • • 6160)2Ensure: y = x^ mod n. 1: Pre-compute and store x^ for at most all j = 1, 2, 3,4,..., 2^^ — 1. 2: Divide e into zero and nonzero windows Wi of length L{Wi) for i = 0,1,2,...,*'-1. for i = ^ — 2 downto 0 do y= y ; ifWi^O then w y = y •x'^'^^;



end if end for Return(y)



The pseudo-code for the shding window exponentiation algorithm is shown in Figure 5.19. Prom that figure it can be seen that, •



•



• •



•



Thefirstpart of the algorithm consists on the pre-computation of at most the first 2^ odd powers of x at a cost of no more than 2^~-^ —1 preprocessing multiplications. At step 2, the exponent e is partitioned using the strategy described above and depicted in Figure 5.9. As a consequence, a total of Z zero windows and NZ nonzero windows will be produced. At step 3, y is initialized using the value of the Most Significant Window as y = a;^*-^. It is always assumed that W^^-i ^ 0. At each iteration of the main loop, the power y^ ' can be computed by performing L{Wi) consecutive squarings. The total number of squarings is given by m - L ( i y ^ - i ) At each iteration one multipHcation is performed whenever the i-th word Wi is different than zero. Recall that NZ represents the number of nonzero windows. Therefore, the number of multiphcations required at this step of this algorithm is NZ — 1. Although the exact value of NZ will depend on the partitioning strategy instrumented, our experiments show that an approximate value for NZ using q — 2, /c = 5, is about 0.15m.



Thus, we find that the average number of multiplications needed to compute a field exponentiation for an m-bit exponent e is given as, P{m,k) = {2^-^-l)-^{m-L{Wk-i))-i-NZ~l ^ 2 ' ^ - ^ - l + 1.15m-L(P^fc_i).



(5.8)
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Due to the considerable high efficiency of the partitioning strategy for collecting zero words, the sHding window method significantly outperforms the standard window method when sufficiently large exponents are computed [181]. However, notice that the value of the parameter k cannot be chosen too large due to the exponentially increasing cost of pre-computing the first 2^^ odd powers of x (step 1 of Figure 5.19). In practice and depending on the value of m^ k e [4,8] is generally adopted. After executing the above algorithm, it is found that the modular exponentiation operation M^ mod n with e — 1903, can be computed by performing 9 field squarings and 6 field multiplications, according with the sequence shown below,



^ a;300 _^ ^600 _^ ^900 _^ ^1800



Each of the deterministic heuristics just described clearly sets an upper bound on the number of field operations required for computing the modular exponentiation operation. In particular, the theoretical cost of the binary algorithm given in (5.3) imphes that /(e) < m 4- H{e) — 1. A lower bound for /(e) was found in [321] as, log2 e 4- log2 H{e) — 2.13. Therefore we can write, log2 e + log2 H{e) - 2.13 < /(e) < L/o^2(e)J + H{e) - 1



(5.10)



Let us suppose that we are interested in computing the modular exponentiation for several exponents of a given fixed bit-length, say, m. Then, as it was shown in [191], the minimum number of underlying field operations is a function of the Hamming weight H{e). Indeed, one can expect that on average /(e) will be smaller for both, H{e) closer to 0 and for H{e) closer to m. On the contrary, when H{e) is close to m/2, i.e., for those m-bit exponents having a balanced number of zeros and ones, /(e) happens to be maximal [191]. 5.4.4 R S A Exponentiation and the Chinese Remainder Theorem Let us recall from Chapter 2 that the RSA algorithm requires computation of the modular exponentiation which is broken into a series of modular multiphcations by the apphcation of exponentiation heuristics. Before getting into the details of these operations, we make the following definitions: • • •



The public modulus n is a k-hii positive integer, ranging from 512 to 2048 bits. The secret primes p and q are approximately k/2 bits. The public exponent e is an h-hit positive integer. The size of e is small, usually not more than 32 bits. The smallest possible value of e is 3.
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The secret exponent d is a large number; it may be as large as (/)(n) — 1. We will assume that d is a k-hit positive integer.



After these definitions, we will study how the RSA modular exponentiation can be greatly benefit by applying the Chinese Remainder Theorem to it. The Chinese Remainder Theorem The Chinese Remainder Theorem(CRT) hats a tremendous importance in cryptography. For instance, Quisquater and Couvreur proposed in [279] to use it for speeding up the RSA decryption primitive. It can be defined as follows. Let Pi for 2 = 1,2,..., /c be pairwise relatively prime integers, i.e., gcd{pi,pj) = 1 for Z7^ j . Given li^ G [0,pi — 1] for i = 1, 2 , . . . , /c, the Chinese remainder theorem states that there exists a unique integer u in the range [0, -P—1] where P = pip2 • • -Pk such that u = Ui (mod Pi). In the case of RSA decryption primitive. The Chinese remainder theorem tells us that the computation of M:-C^



(modp.^),



can be broken into two parts as Ml := C^



(mod p),



M2 : - C^



(mod q),



after which the final value of M is computed (lifted) by the application of a Chinese remainder algorithm. There are two algorithms for this computation: The single-radix conversion (SRC) algorithm and the mixed-radix conversion (MRC) algorithm. Here, we briefly describe these algorithms, details of which can be found in [105, 355, 178, 209]. Going back to the general example, we observe that the SRC or the MRC algorithm computes u given ui^U2^.. - ^Uk and pi,p2) • • • ,PA;- The SRC algorithm computes u using the summation k



u = ^^UiCiPi



(mod P ) ,



1=1



where P = —, Pi and Ci is the multiphcative inverse of Pi modulo pi, i.e.. Pi =PlP2"'Pi-lPi-\-l'-'Pk
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(mod Pi).



Thus, applying the SRC algorithm to the RSA decryption, we first compute Ml := C^ M2 : - C^



(mod p), (mod g),



However, applying Per mat's theorem to the exponents, we only need to compute Mi—C^'



(modp),



M2 := C^^



(mod q),



where di := d mod (p— 1), d2 := d mod {q — 1). This provides some savings since (ii, c/2 < d; in fact, the sizes of di and ^2 are about half of the size of d. Proceeding with the SRC algorithm, we compute M using the sum PQ



pq



M = MiCi— + M2C2—



(mod n) = MiCiq-{- M2C2P (mod n),



where ci = ^~^ (mod p) and C2 = p~^ (mod ^). This gives M = Mi{q~^ mod p)q -f M2{p~^ mod g')p



(mod n).



In order to prove this, we simply show that M M



(mod p) = Ml • 1 -f 0 = Ml, (mod Q') = O-I-M2 • 1 = M2.



The MRC algorithm, on the other hand, computes the final number u by first computing a triangular table of values: Uu U2\ U22 Uu



U32 U33



Ukl Uk2



Uk,k



where the first column of the values un are the given values of Uj, i.e., un = Ui. The values in the remaining columns are computed sequentially using the values from the previous column according to the recursion ^i,j+i = {uij - Ujj)cji



(mod Pi),
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where Cji is the multiphcative inverse of pj modulo pi, i.e., CjiPj = 1



(mod Pi).



For example, U32 is computed as U32 = {usi - un)ci3



(mod pa),



where C13 is the inverse of pi modulo pa. The final value of u is computed using the summation U = Uu-{- U22VI + 1^33PlP2 -f • • • -f UkkPlP2 '-'Pk-l which does not require a final modulo P reduction. Applying the MRC algorithm to the RSA decryption, we first compute Ml : - C^^



(mod p),



M2 := C^^



(mod g),



where di and ^2 are the same as before. The triangular table in this case is rather small, and consists of Mil M21 M22 where M u = Mi, M21 = M2, and M22 = (M21 - Mii)(p~-^ mod q)



(mod q).



Therefore, M is computed using M :== Ml + [(M2 - Ml) • (p~^ mod q) mod q] - p. This expression is correct since M M



(mod p) = Ml + 0 = Ml, (mod q) = Mi-\- (M2 - Mi) • 1 = M2.



The MRC algorithm is more advantageous than the SRC algorithm for two reasons: • •



It requires a single inverse computation: p~^ mod q. It does not require the final modulo n reduction.



The inverse value (p~^ mod q) can be precomputed and saved. Here, we note that the order of p and q in the summation in the proposed public-key cryptography standard PKCS # 1 is the reverse of our notation. The data structure [194] holding the values of user's private key has the variables: exponent1 INTEGER, — d mod (p-1) exponent2 INTEGER, — d mod (q-1) c o e f f i c i e n t INTEGER, — ( i n v e r s e of q) mod p
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Thus, it uses {q~^ mod p) instead of {p~^ mod q). Let Mi and M2 be defined as before. By reversing p, q and Mi, M2 in the summation, we obtain M := M2 -f [(Ml - M2) • {q~^ mod p) mod p] • g. This summation is also correct since M



(mod ^) = M2 + 0 = M2,



M



(mod p) == M2 4- (Ml - M2) • 1 = Mi,



as required. Assuming p and q are {k/2)-hit binary numbers, and d is as large as n which is a k-hit integer, we now calculate the total number of bit operations for the RSA decryption using the MRC algorithm. Assuming di, 0^2, {p~^ mod q) are precomputed, and that the exponentiation algorithm is the binary method, we calculate the required number of multiplications as • • •



Computation of Ml: |(/c/2) (/c/2)-bit multiplications. Computation of M2: ^{k/2) (A;/2)-bit multiplications. Computation of M: One {k/2)-h\t subtraction, two (A;/2)-bit multiplications, and one k-hit addition.



Also assuming multiplications are of order /c^, and subtractions are of order A;, we calculate the total number of bit operations as 2 ^ ( f c / 2 ) ^ + 2{fc/2)^ + (fc/2) + fc =



3 P ^ £ + ^



On the other hand, the algorithm without the CRT would compute M = C^ (mod n) directly, using (3/2)/c k-hit multipHcations which require 3/c^/2 bit operations. Thus, considering the high-order terms, we conclude that the CRT based algorithm will be approximately 4 times faster. 5.4.5 Recent Prime Finite Field Arithmetic Designs on F P G A s In this Subsection, we show some of the most significant designs recently published in the open Uterature for modular exponentiation. All designs included in Table 5.1 were implemented either on VLSI or on reconfigurable hardware platforms. Notice also that there is a strong correlation between design's speed and the date of publication ,i.e., fastest designs tend to be the ones which have been more recently published. Liu et al. presented in [210] a design based on the distributed module cluster microarchitecture especially designed to reduce long datapaths. The throughput achieved by their technique ranks as the fastest design published to date. Amanor et al. presented in [6] several designs based on different multiplier strategies. Their redundant interleaved multiplier can compute a 1024-bit RSA decryption exponentiation in just 6.1 mS. On the other hand, authors in [6] also essayed designs based on a Montgomery multipHer block.
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Table 5.1. Modular Exponentiation Comparison Table Work



year Platform Cost BRAMs, 18-bit M Liu et al.plO] 2005 0,13Mm 221K None CMOS gates Amanor et al [6] 2005 Virtex 4608 None CLBs Kelley et al.[170] 2005 Virtex II 2847 5Kb, 32 LUTs Mukaida et al. [243] 2004 0,11/im 61K ~ CMOS gates Amanor et al.[6] 2005 Virtex 8640 None CLBs Blum et al. [29] 2001 Virtex 6613 "" CLBs Harris et al. [134] 2005 Virtex 5598 5 K b , II Pro LUTs Kelley et al.[170] 2005 Virtex 780 5Kb, 8 II LUTs Todorov[361] 2000 0,5/im 28K ~ CMOS gates Tencaet al.[359] 2003 0,5/i?7i 28K "~ CMOS gates



Freq. 1024-bit Mult. Block MHz time(mS) Utilized 714 1.47 DMC Mont. Mult. 69.4 Interleaved 6.1 (est.) Mult. 102 16-bit Seal 6.6 radix 2^^ 250 64-bit Seal 7.3 radix 2^^ 42.1 CSA Mont. 9.7 (est.) Mult. 12 Mont. Mult, 45 radix 2^ 144 16-bit Seal 16 radix 2 102 22 16-bit Seal radix 2^^ 64 16-bit Seal 46 radix 8 80 88 8-bit Seal radix 2



but the timing performance obtained was somehow lesser than that of the interleaved multipher. Kelley et al. presented in [170] a 16-bit Montgomery scalable multipher of radix 2^^, the highest radix for a Montgomery multiplier published to date. With that multiplier block, authors in [170] were able to achieve a 1024-bit exponentiation in just 6.6 mS. It is noted though, that the design by Kelley et al. utilized 32 embedded multipliers plus some 5K bit RAMs. Blum et al. designed in 2001 a high-radix Montgomery multiplier architecture able of achieving an exponentiation time of 12mS [29]. On the other side of the spectrum, designs by Todorov [361] and Tenca et al. [359] rank among the most economical of all high performance designs included in Table 5.1. Due to the diversity of platforms and resources employed by the designs featured in Table 5.1, it results rather difficult to establish reasonable criteria for selecting the most efficient of all of them. Here, we say that a given design is efficient if it offers a great cost-benefit compromise. Nevertheless, the design by Mukaida et al. reported in [243] seems to be our best bet for this category. Utilizing a radix 16 multipher implemented on ASIC at a clock speed of 250MHz, authors in [243] produced a design able to compute a 1024-bit exponentiation within 7.3mS at a hardware price of just 61K gates.
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A final word about the performance comparison presented here. 1024-bit RSA exponentiation is one of the few major cryptographic primitives which shows a moderate performance speedup when hardware implementations of it are compared with its software counterparts. On this regard, Table 5.2 compares two RSA software designs against two of the fastest designs surveyed here. As it can be seen, the speedup attained by the design in [210] is of 25.17 and 15.03 when compared with an XScale and a Pentium IV implementations, respectively. Table 5.2. Modular Exponentiation: Software vs Hardware Comparison Table Work



year



Platform



Cost



Freq. MHz



Liu et al.[210]



2005 2005



221K gates 4608 CLBs



714



Amanor et al.[6]



0,13/Lim CMOS Virtex



Martmez-Silva et al.[219] 2005 IPAQ H5550 Intel XScale Lopez-Peza et al.[294] 2004 Intel Pentium IV



~ •



~



69.4



1024-bit Speedup time(mS) 1 1.47 4.5



400MHz



6.1 (est.) 37



25.17



2.4GHz



22.10



15.03



5.5 Conclusions In this Chapter we reviewed several relevant algorithms for performing efficient modular arithmetic on large integer numbers. Addition, modular addition, Reduction, modular multiplication and exponentiation were some of the operations studied throughout the material contained in this Chapter. Strong emphasis was placed on discussing the best strategies for implementing those algorithms on hardware platforms, either in the domain of ASIC designs or reconfigurable hardware platforms. We intended to cover some of the most significant mathematical and algorithmic aspects of the modular exponentiation operation, providing the necessary knowledge to the hardware designer who is interested implementing the RSA algorithm using the reconfigurable hardware technology. The last Section of this Chapter contains a small survey of some of the most representative designs published in the open literature for modular exponentiation computation.



6 Binary Finite Field Arithmetic



In this Chapter we review some of the most relevant arithmetic algorithm on binary extension fields GF{2^). The arithmetic over GF{2'^) has many important applications in the domains of theory of code theory and in cryptography [221, 227, 380]. Finite field's arithmetic operations include: addition, subtraction, multiphcation, squaring, square root, multiplicative inverse, division and exponentiation. Addition and subtraction are equivalent operations in GF{2'^). Addition in binary finite fields is defined as polynomial addition and can be implemented simply as the XOR addition of the two m-bit operands. That is why we begin this Section with a review of the main algorithms reported in the open literature for perhaps the most important field arithmetic operation: field multiplication.



6.1 Field M u l t i p l i c a t i o n Let A{x),B{x) and C'{x) G G'F(2^) and P(x) be the irreducible polynomial generating (7F(2^). Multiplication in GF{2'^) is defined as polynomial multiplication modulo the irreducible polynomial P(x), namely, C'(x)



= A{x)B{x)



mod P{x).



One important factor for designing multipliers in binary extension fields is the way that field elements are represented, i.e, the sort of basis that is being used^ Indeed, field element representation has a crucial role in the design of architectures for arithmetic operations. Besides the polynomial or canonical basis, several other bases have been proposed for the representation of elements in binary extension fields [221, 51, 390]. Among them, probably the most studied one is the Gaussian normal basis [281, 285, 164, 89, 405]. More details about field element representation can be found in §4.2.
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Even though efficient bit-parallel multipliers for both canonical and normal basis representation have been regularly reported in the specialized literature, in this Section we will mainly focus on polynomial basis multiplier schemes, mostly because they are consistently more efficient than their counterparts in other bases^. Traditionally, the space complexity of bit parallel multipliers is expressed in terms of the number of 2-input AND and XOR gates. For reconfigurable hardware devices though, the total number of CLBs and/or LUTs utilized by the design is preferred. Depending on their space complexity, bit parallel multipliers are classified into two categories: quadratic and subquadratic space complexity multipliers. Several quadratic and subquadratic space complexity multipliers have been reported in literature. Examples of quadratic multipHers can be found in [220, 182, 389, 390, 350, 129, 352, 315, 129, 282, 391, 112, 201, 292, 283, 284, 247, 90, 146). On the other hand, some examples of sub-quadratic multipliers can be found in [267, 268, 269, 270, 291, 86, 298, 117, 293, 349, 16, 106, 91, 377, 239]. This latter category offers low space complexity especially for large values of n and therefore they are in principle attractive for cryptographic apphcations. Among the several approaches for computing the product C'{x), we will study the following strategies, • • • •



Two-Step multipliers Interleaving Multiplication Matrix-Vector Multipliers Montgomery Multiplier



In the case of two-step multipliers, first the polynomial product C{x) of degree at most 2m — 2 is obtained as, m —1



m—1



C{x) = Aix)Bix) = ( ^ aix')iY^ bix') 1=0



(6.1)



1=0



Then, in a second step, the reduction operation needs to be performed in order to obtain the m — 1 degree polynomial C"(x), which is defined as C'{x)^C{x)modP{x)



(6.2)



It is noticed that once the irreducible polynomial P{x) has been selected, the reduction step can be accomplished by using XOR gates only. In the rest of this section different implementation aspects and several efficient methods for computing G F ( 2 ^ ) finite field multiplication are extensively studied. In § 6.1.1 the analysis of the school or classical method is presented. Subsection § 6.1.2 analyzes a variation of the classical Karatsuba-Ofman algorithm as one of the most efficient techniques to find the polynomial product of ^ Examples of efficient normal b£isis multiplier designs recently published in the open literature can be found in [164, 89, 285, 281, 405, 352, 283].
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product of Equation 6.1. In subsection § 6.1.3 we describe an efficient method to compute polynomial squaring in hardware, at a complexity cost of just 0(1). Subsections § 6.1.4 and § 6.1.5 explain an efficient hardware methodology that carries on the reduction step of Equation 6.2 considering three separated cases, namely, reduction with irreducible trinomials, pentanomials and arbitrary polynomials. Then in §6.1.6 a method that interleaves the steps of multiplication and reduction is presented. Subsection §6.1.7 outlines field multiplication methods that solve Equation 6.1 by reformulating it in terms of matrix-vector operations. Then, in §6.1.8, the binary field version of the Montgomery multiplier is discussed. Finally, §6.1.9 compares the most relevant binary field multiplier designs published up-to date. Designs are compared from the perspective of three different metrics, namely, speed, compactness and efficiency. 6.1.1 Classical Multipliers and their Analysis Let A{x),B{x) be elements of G F ( 2 ^ ) , and let P{x) be the degree m irreducible polynomial generating GF{2'^). Then, the field product C'{x) e GF{2^) can be obtained by first computing the polynomial product C{x) as (6.3)



C{x) - A{x)B{x) = I Y, ^i^' ] I Yl ^^^' i=0



i=0



Followed by a reduction operation, performed in order to obtain the (m — 1)degree polynomial C'{x), which is defined as C'ix) = C{x)modP{x)



(6.4)



.



Once the irreducible polynomial P{x) is selected and fixed, the reduction step can be accomplished using only XOR gates. The classical algorithm formulates these two steps into a single matrix-vector product, and then reduces the product matrix using the irreducible polynomial that generates the field. The degree 2m — 2 polynomial C(x) in (6.3) can be written as. Co



"ao



C\



ai



0 ao



C2



a2



di



0 0 ao



0 0 0



•• 0 •• 0 •• 0



0 0 0 bo



Cm-2 Cm —1 Cm Cm-f-1



C2m-3 C2m-2.



^m- -2 ^ m --3 a m - 4 a m - 5 '



=



O'm--1 Cim--2 ttm-S O'm-A ' •• a i



0 ao



0 0



0>m--1 O.m-2 ttm-a • •• a2



0



^ m - l a m - 2 • •• as



ai a2



0 0



0 0



0 0



0 0



• • ao



* * ^m--1 a m - 2 " 0 am-1.



hi b2



bm-2 _bm-l



(6.5)
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The computation of the field product C'{x) in (6.4) can be accomplished by first computing the above matrix-vector product to obtain the vector C which has 2m — 1 elements. By taking into account the zero entries of the matrix, we obtain the gate complexity of the computation of C{x) in Table 6.1.



Table 6.1. The Computation of C{x) Using Equation (6.5) Coordinates AND Gates XOR Gates TA Tx Ci for 0 < i < m - 1 i 1 logsfi-fll i+1 Cm+i for 0 < i < m — 2 m - (z + 1) m - (i + 1) - 1 1 log2 \m — 1 — i\



Therefore, the total number of gates are found as AND Gates: l + 2 + --- + m + ( m - l ) - f ( m - 2 ) - } - - - - - f 2 + l = : m ^ , XOR Gates: 1 + 2 + • • • + (m - 1) + (m - 2) -f • • • + 2 -f 1 - (m - 1)^ . The AND gates operate all in parallel, and require a single AND gate delay TA- On the other hand, the XOR gates are organized as a binary tree of depth log2 \j] i^ order to add j operands. The total time complexity is then found by taking the largest number of terms, which is equal to m for the computation of Cm-i' Therefore, the total complexity of computing the matrix-vector product (6.5) so that the elements Ci for z = 0 , 1 , . . . , 2m - 2 are all found is given as. AND Gates = m^ XOR Gates = (m - 1)^ Total Delay = T^ + [logarn\Tx



(6.6)



Notice that this computation must be followed by reduction modulo the irreducible polynomial P{x). The reduction operation is discussed in Section 6.1.4. 6.1.2 Binary Karatsuba-Ofman Multipliers Several architectures have been reported for multiphcation in GF{2'^). For example, efficient bit-parallel multipliers for both canonical and normal basis representation have been proposed in [136, 351, 241, 389, 20]. All these algorithms exhibit a space complexity 0{m'^). However, there are some asymptotically faster methods for finite field multiplications, such as the KaratsubaOfman algorithm [168, 268]. Discovered in 1962, it was the first algorithm to accomplish polynomial multiplication in under 0{7in?) operations [14]. Karatsuba-Ofman multipliers may result in fewer bit operations at the expense of some design restrictions, particularly in the selection of the degree of the generating irreducible polynomial m.
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In [268], it was presented a Karatsuba-Ofman multiplier based on composite fields of the type GF({2'^y) with m = sn^ s — 2*, t an integer. However, for certain applications, quite particularly, elliptic curve cryptosystems, it is important to consider finite fields GF{2'^) where m is not necessarily a power of two. In fact, for this specific application some sources [145] suggest that, for security purposes, it is strongly recommended to choose degrees m primes for finite fields in the range [160, 512]. In the rest of this subsection we will briefly describe a variation of the classic Karatsuba-Ofman Multiplier called binary Karatsuba-Ofman multipliers that was first presented in [293]. Binary Karatsuba-Ofman multipliers can be utilized arbitrarily, regardless the form of the required degree m. Let the field GF{2'^) be constructed using the irreducible polynomial P{x) of degree m = rn, with r = 2^, /c an integer. Let A,B be two elements in GF{2'^). Both elements can be represented in the polynomial basis as.



2=0



z=0



i=^



— x^ ^



aj+mx* 4- V ] aix'^ = x^ A^ -f A^



i=0



and



B=::Y1 ^^^' = Yl ^^^' + Yl ^^^' i=0



i=f^



2=0



2=0



2=0



Then, using last two equations, the polynomial product is given as C = x'^A^B^



-h{A^B^-\-A^B^)x'^



-hA^B^.



(6.7)



Karatsuba-Ofman algorithm is based on the idea that the product of last equation can be equivalently written as, C = x'^A^B^ +A^B^ + (A^B^ + A^B^ -f (A^ + A^){B^



+ 5^))x^



(6.8)



Let us define MA MB



= A^ + A^', = B^-{- B^;



M



=



(6.9)



MAMB.



Using Equation 6.8, and taking into account that the polynomial product C has at most 2m — 1 coordinates, we can classify its coordinates as.
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== [ c 2 m - 2 ) C 2 m - 3 5 • • • J C^-fl) Cm]; =[Cm-l,Cm-2,'"^Ci,Co].



f6 lO")



Although (6.8) seems to be more complicated than (6.7), it is ea^y to see that Equation (6.8) can be used to compute the product at a cost of four polynomial additions and three polynomial multiplications. In contrast, when using equation (6.7), one needs to compute four polynomial multiplications and three polynomial additions. Due to the fact that polynomial multiplications are in general much more expensive operations than polynomial additions, it is valid to conclude that (6.8) is computationally simpler than the classic algorithm.



Algorithm 6.1 mul2^{C,A,B): m = 2^n-bit Karatsuba-Ofman Multiplier Require: Two elements A,B E GF{2'^) with m = rn = 2^n, where A,B can be expressed as A = x"^ A" -\-A^,B = x'^ B" + B ^ . Ensure: A polynomial C = AB with up to 2m —1 coordinates, where C = x^C^ + 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17: 18:



if r = = 1 then C = muLn{A, B)Return(C) end if for i from 0 to | — 1 do MAi^Af-^At"; MBi = Bt + Bl'', end for mul2^{C^,A^,B% mul2''{M,MA,MB)] mul2^{C",A^,B"); for i from 0 to r — 1 do Mi = Mi-\-Ct + C,"; end for for i from 0 to r — 1 do Cj+i end for Return(C).



Karatsuba-Ofman's algorithm can be applied recursively to the three polynomial multipHcations in (6.8). Hence, we can postpone the computations of the polynomial products A^B^^A^B^ and M, and instead we can split again each one of these three factors into three polynomial products. By applying this strategy recursively, in each iteration each degree polynomial multiplication is transformed into three polynomial multiplications with their degrees reduced to about half of its previous value. Eventually, after no more than [log2(m)] iterations, all the polynomial operands collapse into single coefficients. In the last iteration, the resulting bit
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multiplications can be directly computed. Although it is possible to implement the Karatsuba-Ofman algorithm until the [log2 m] iteration, it is usually more practical to truncate the algorithm earlier. If the Karatsuba-Ofman algorithm is truncated at a certain point, the remaining multiplications can be computed by using alternative techniques^. Let us consider the algorithm presented in Algorithm 6.1. If r = 1, then the product is trivially found in lines 1-3 as the result of the single n-bit polynomial multiphcation C — muLn{A,B). Otherwise, in the first loop of the algorithm (lines 4-6) the polynomials MA and MB of equation (6.9) are computed by a direct polynomial addition of A^ -h A^ and B^ + J5^, respectively. In lines 7-9, C^^C^ and M, are obtained via §-bit polynomial multiphcation. After completion of these polynomial multiplications, the final value of the lower half of C^ as well as the upper half of C^ are found. To find the final values of the upper half of the polynomial C^ and the lower half of C^, we need to combine the results obtained from the multiplier blocks with the polynomials C ^ , C^ and M, as described in equations (6.8) and (6.9). This final computation is implemented in fines 10 through 13 of figure 6.1. Complexity Analysis The space complexity of the Algorithm 6.1 can be estimated as follows. The computation of the loop in lines 4-6 requires 2 ( | ) == r additions. The execution of lines 7-9, implies the cost of 3 |-bit polynomial multiphers. Finally, lines 10-13 can be computed with a total of 3r additions. Notice that if n > 1 the additions in Algorithm 6.1 need to be multi-bit operations. Noticing also that m-bit multipUcations in GF{2) can generate at most (2m - l)-bit products, we can have an extra saving of four bit-additions in lines 11 and 13. Hence, the addition complexity per iteration of the m = 2'^n-bits Karatsuba-Ofman multiplier presented in Algorithm 6.1 is given £is r -h 3r = 4r n-bit additions plus three times the number of additions needed in a | multiplier block, minus four bit additions. Notice that for n-bit arithmetic, each one of these additions can be implemented using n XOR gates. Recall that m is a composite number that can be expressed as m •= rn^ with r = 2^, A; an integer. Then, one can successively invoke ^ - b i t multiplier blocks, 3^ times each, for i — 1,2,... ,log2r. After k = log2r iterations, all the multiplier operations will involve polynomial multiplicands with degree n. These multiplications can be then computed using an alternative technique, like the classic algorithm. By applying iteratively the analysis given above, one can see that the total XOR gate complexity of the m = 2^n-bit hybrid Karatsuba-Ofman multiplier truncated at the n-bit operand level is given as



such as the classical algorithm studied in §6.1.1 or other techniques
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=



M^or2n3^°^2^ +



y'3^~^(^-4) log2r



•_-^



i=l r.
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log2r^



.log2r



= M,,2n3^^g^^ + | r n 5 ] | " ^ E ^^ o log2 r
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Ma,or2n3^^S2 r _^ 8rn(r^°S2 f _ 1) _ 2(r^°g2 3 _ i)



=



M,,or2nr^°S2 3 ^ 8n(r^°S2 3 _ gr) - 2(r^°S2 3 _ i)



=



r^^S2 3 (8^ _ 2 4- Ma;or2n) - 8rn 4- 2



=



i^-j



(8



2 4-M^or2-)-8m4-2.



Where Mxor2^ represents the XOR gate complexity of the block selected to implement the n-bit multipliers. Similarly, notice that no AND gate is needed in Algorithm 6.1, except when the block selected to implement the n-bit multiplier is called. Let Mand2^ be the AND gate complexity of the block selected to implement the n-bit multiplier. Then, since this block is called exactly 3^°^^ ^ times, we conclude that the total number of AND gates needed to implement the algorithm in 6.1 is given as, AND gates = r''^^'Mand2n =



{'^y''^^'Mand2n



We give the time complexity of Algorithm 6.1 as follows. The execution of the first loop in lines 4-6 can be computed in parallel in a hardware implementation. Therefore, the required time for this part of the algorithm is of just 1 n-bit addition delay, which is equal to an XOR gate delay Tx- Lines 7-9, can also be implemented in parallel. Thus, the associated cost is of one I-bit multiplier delay. Notice that we cannot implement this second part of the algorithm in parallel with the first one because of the inherent dependencies of the variables. Finally, lines 10-13 can be computed with a delay of just 3Tx. Hence, the associated time delay of the m — 2^^n-bit Karatsuba-Ofman multiplier of figure 6.1 is given as loggr



Time Delay = Tdeiay2n + E



^ "^ Tdeiay2n + 4Tx log2 r.



2=1



In this case it has been assumed that the block selected to implement the GF{2'^) arithmetic has a Tdeiay2^ gate delay associated with it.



6.1 Field Multiplication



147



In summary, the space and time complexities of the m-bit KaratsubaOfman multiplier are given as XOR Gates < (^)^°^^ ^ ( 8 ^ - 2 + M^or2n) - 8m 4- 2 ; AND Gates < {^y''^^^Mand2n ; Time Delay < Tdeiay2n + 4Tx log2(^) .



(6.11)



As it has been mentioned above, the hybrid approach proposed here requires the use of an efficient multiplier algorithm to perform the n-bit polynomial multiplications. Let us recall that in §6.1.1 above, it was found that the space and time complexities for the classic n-bit multiplier are given as XOR Gates = (n - 1)^ ; AND Gates = n^ ; Time Delay < TAND 4- Tx [logs n] .



(6.12)



Combining the complexities given in equation (6.12), together with the complexities of equation (6.11) we conclude that the space and time complexities of the hybrid m-bit Karatsuba-Ofman multiplier truncated at the n-bit multiplicand level are upper bounded by XOR Gates




 2. Then, n = 4 is the most optimal selection for the hybrid Karatsuba-Ofman algorithm. For this case using equation (6.13) we obtain XOR Gates < (^)^''^' ^ (n^ -h 6n - 1) - 8m + 2 =



(T)''^''(42-f6.4-l)-8.2^-|-2



= 1 3 . 3 ^ - 1 - 2 ^ ^ + ^ ^ 2; AND Gates < ( ^ ) ^ " ^ ^ ' n 2 =



(^)''''%2 ^



(g^^^ iQ.^k-2.



Time Delay < TAND + Tx (logs ^ + 4 logs ^) = = TAND + Tx(logs4-f41ogs2'^-2) = TAND-hTx{4k



- 6) .



Table 6.2 shows the space and time complexities for the hybrid KaratsubaOfman multiplier using the results found in equation (6.14). The values of m presented in Table 6.2 correspond to the first ten powers of two, i.e., m — 2^ for z = 0 , 1 , . . . , 9. Notice that the multipliers for m = 1,2,4 are assumed to be implemented using the classical method only. As we will see, the complexities of the hybrid Karatusba multipHer for degrees m = 2^ happen to be crucial to find the hybrid Karatsuba-Ofman complexities for arbitrary degrees of m.
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6. Binary Finite Field Arithmetic



Table 6.2. Space and Time Complexities for Several m = 2'^-bit Hybrid KaratsubaOfman Multipliers m r 1 1 2 1 4 1 8 2 16 4 32 8 64 16 128 32 256 64 512 128



n 1 2 4 4 4 4 4 4 4 4



AND gates XOR gates 1 0 4 1 16 9 48 55 144 225 432 799 1296 2649 3888 8455 11664 26385 34992 81199



Time delay Area (in NAND units) 1.26 TA 7.24 Tx -\-TA 39.96 2Tx + TA 181.48 QTx + TA 676.44 lOTx + TA 2302.12 UTx + TA 7460.76 ISTx -f TA 23499.88 22Tx + TA 72743.64 26Tx + TA 222727.72 SOTx -}- TA



Binary Karatsuba-Ofman Multipliers In order to generalize the Karatsuba-Ofman algorithm of Algorithm 6.1 for arbitrary degrees m, particularly m primes, let us consider the multiplication of two polynomials A,B e G F ( 2 ^ ) , such that their degree is less or equal to m — 1, where m = 2^ + d.



A



= [0,... ,0,0,a2fc+d-i'• • •''^2'^2'«-i»^2'«=-2'• • • » n,



2



^m+1-^ an+i



i odd, z < n.



(6.37)



z odd, i > n^



for 2 = 0,1, • • • , m — 1. It can be verified that Eq. (6.37) has an associated cost of ^ ^ ^ XOR gates and one Tx delay.
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6. Binary Finite Field Arithmetic



Type III: Computing C = A^ mod P{x), with P{x) = x"^ + x ^ -f 1, m, n odd numbers and n < ^^^^, i even, i < n, a± -ha±_^rn^ + a i ^ ( ^ _ ^ ) Ci=



i even, n < z < 2n,



{ a± 4- tti , 1



2 even, z > 2n,



am+i + ar



(6.38)



i odd, i < n,



2



z odd, i > n^



am+i



for z = 0,1, • • • , m — 1. It can be verified that Eq. (6.38) has an associated cost of ^ XOR gates and 2Tx delays. Type IV: Computing C = A^ mod P{x), with P{x) = x ^ -f a:^ + 1, m odd. n even and n < ^^^^^, a i + ai 2



2



2



2



i even, z < n, even, n < i < 2n,



+m—n



even, z > 2n,



ai



(6.39)



2



odd, z < n,



a rn + i ar



+ ar



z odd, i > n,



for z = 0,1, • • • , m — 1. It can be verified that Eq. (6.39) has an associated cost of ^+^~-^ XOR gates and one Tx delay. The complexity costs found on Equations (6.36) through (6.39) are in consonance with the ones analytically derived in [386, 387]. 6.2.2 Field Square Root Computation In the following, we keep the assumption that the middle coefficient n of the generating trinomial P{x) — x'^ -\-x'^ -\-1 satisfies the restriction 1 < n < ^ . Clearly, Eqs. (6.36)-(6.39) are a consequence of the fact that in binary extension fields, squaring is a linear operation. The Hnear nature of binary extension field squaring, allow us to describe this operator in terms of an (m X m)-matrix as, C = A^:=^MA (6.40) Furthermore, based on Eq. (6.40), it follows that computing the square root of an arbitrary field element A means finding a field element D ~ yA such that D^ = MD = A. Hence, D = M-'^A



(6.41)



Eq. (6.41) is especially attractive for fields GF{2^) with order sufficiently large, i.e., m > > 2, where the matrixes M corresponding to Eqs. (6.36)-(6.39) are all highly spare (each row has at most three nonzero values).



6.2 Field Squaring and Field Square Root for Irreducible Trinomials
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Hence, for the trinomial types I, II, III and IV as described above, the element D = \fA given by Eq. (6.41) can be found by the computation of the inverse of the corresponding matrix M. Then using \J~A = D = M~^A, we can determine the m coordinates of the field element as described bellow. Type I: Computing D such that D"^ = A mod P{x), with P{x) =: x ^ + a:^ + l, m even, n odd, and n < y :



di = 
2i-m + G^2i-(m+n) + ^ 2 i - ( m + 2 n ) + ^ 2 2 - ( m + 3 n )



< i < 2d:Hl±i,



2 - ^ "^ 2n+m+l ^ n ^ 2



3n±m±l



2 3n4-m+l



:^ ^ "^



2



< z < m



(6.45) for z = 0,1, • • • ,m — 1. At first glance, Eq. (6.45) can be implemented with an XOR gate cost of, „ 4n—(m—1) , m — 3n — 1 „ 4n—(m —1) 3 ^^4-4 4-3 T; -^ , m — 3n — 1 n n ^ m — 3n — 1 ^ m — n — 1 n 4 ^ — + 2 + 2 ' 2+3 ^ — = ^ 2 2However, taking advantage of the high redundancy of the terms involved in Eq, (6.45), it can be shown (after a tedious long derivation) that actually ^"^^"•^ XOR gates are sufficient to implement it with a 2Tx gate delays.



Table 6.5. Summary of Complexity Results Type Trinomial P(x) = a;^ + x^ + 1 Operation XOR gates Time delay m even, n odd Squaring {m^nI l)/2 2rx II m even, n = m / 2 Squaring (m 4- 2)/4 Tx III m o d d , n odd Squaring (m - l ) / 2 2rx Squaring ( m 4 - n - l ) / 2 IV m o d d , n even To. I m even, n odd Square root ( m 4 - n - l ) / 2 2Ta. II m even, n = m / 2 Square root (m 4- 2)/4 Tx III Square root (m - l ) / 2 m o d d , n odd Tx IV m odd, n even Square root ( m 4 - n - l ) / 2 2Tx



Table 6.5 summarizes the area and time complexities just derived for the cases considered. Furthermore, in Table 6.6 we hst all preferred irreducible trinomials P(x) = x^-\-x^-\-\ of degree m € [160, 571] with m a prime number. In all the instances considered the computational complexity of computing the square root operator is comparable or better than that of the field squaring.



6.2 Field Squaring and Field Square Root for Irreducible Trinomials
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6.2.3 Illustrative Examples In order to illustrate the approach just outlined, we include in this Section several examples using first the artificially small finite field GF{2^^) and then more realistic fields, in terms of practical cryptographic applications. Example 6.1. Field Square Root Computation over GF{2^^) Let us consider GF{2}^) generated with the irreducible Type III trinomial P(x) = x^^ 4- x^ + 1. As it was discussed before, one can find the square root of any arbitrary field element A G GF[2^^) by applying Eq. (6.41). In order to follow this approach, based on Eq. (6.38), we first determine the matrix M of Eq. (6.40) as shown in Table 6.7. Then, the inverse matrix of M modulus two, M~^, is obtained as shown in Table 6.8. Afterwards, the polynomial coefficients, in terms of the coefficients of A^ corresponding to the field square C =^ A^ and the field square root D — y/~A elements can be found from Eqs. (6.40) and (6.41) as shown in Table 6.9. As predicted by Eq. (6.38), field squaring can be computed at a cost of (m - l ) / 2 = (15 - l ) / 2 = 7 XOR gates and one T^ delay. In the same way, the square root operation can be computed at a cost of ^^~ ^ = ^^ ~^^ = 7 XOR gates with an incurred delay time of one T^, which matches Eq. (6.44) prediction. It is noticed that in this binary extension field, computing a field square root requires the same computational effort than the one associated to field squaring. Example 6.2. Field Square Root Computation over GF{2^^'^) Let us consider GF(2}^'^) generated using the irreducible Type II trinomial, P{x) = x^^'^-{-x^^ -\-1. Using the same approach as for the precedent example, Table 6.6. Irreducible Trinomials P{x) = x" + x"" + 1 of Degree m G [160, 571] Encoded as m(n), with m, a Prime Number m,{n) Type III III III III III IV III IV III III IV



167(35) 191(9) 193(15) 199(67) 223(33) 233(74) 239(81) 241(70) 257(41) 263(93) 271(70)



m(n) Type 281(93) III 313(79) III 337(55) III 353(69) III 359(117) III 367(21) III 383(135) III 401(152) IV 409(87) III 431(120) IV 433(33) III



m{n)



type^



439(49) 449(167) 457(61) 463(93) 479(105) 487(127) 503(3) 521(158) 569(77)



III III III III III III III IV III
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6. Binary Finite Field Arithmetic



we can obtain the square root polynomial coefficients of an arbitrary element A from the field GF{2^^^) as,



1



a2i + a2z-f8i



2deg(y)) t h e n 20 U ^U ^-V-G^G-VH21 else 22 V =^V -\-U,H = H-\-G', 23 e n d if 24 end while 25 if U = l t h e n 26; Return(G); 27; else 28; Return(//); 29; end if



6.3.2



The IToh-Tsujii Algorithm



In this Section we describe the Itoh-Tsujii Multiplicative Inversion Algorithm (ITMIA). We start deriving a recursive sequence useful for finding multiplicative inverses. Then, we briefly discuss the concept of addition chains^ which together with the aforementioned recursive sequence yield an efficient version of the original ITMIA procedure. Since the multiplicative group of the Galois field GF{2'^) is cyclic of order 2"^ — 1, for any nonzero element a G GF{2'^) we have a~^ = a^"^"^. Clearly, m—2



2 " - 2 = 2(2™-! - 1) = 2 ^ 3=0



m—1



2^' = ^ j=i



2^'.
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177



The right-most component of above equalities allow us to express the multiplicative inverse of a in two ways: rn-l



2



Let us consider the sequence (/?/j(a) — a^ ~M l3o{a) = l



,



. Then, for instance,



f3i{a) = a,



and from the first equahty at (6.48), [Pm-iia)] = a~^. It is easy to see that for any two integers k,j > 0, (3k^j{a) = Pk{afPj{a).



(6.49)



Namely,



Pk+j{a) = a^



^-



- ^ a



^— a



2^



In particular, for j = k, Ma)



= Pkiafpkia) = Pkiaf+'.



(6.50)



Furthermore, we observe that this sequence is periodic of period m: /C2 = ki mod m => Pk2 («) = A i (a)To see this, consider k2 — ki -\- nm. Then, by eq. (6.49) and FLT,



Therefore, the sequence {Pkio))^ is completely determined by its values corresponding to the indexes /c = 0 , . . . , m — 1. As a final remark, notice that for any two integers /c, j , by eq. (6.49): Pk{o) = /?(fc-(m-j))-i-(m-j)(«) = Pk^j-m{o)



(3m-j{o)-



Since the sequence of ^'s is periodic, and the rising to the power 2^ coincides with the identity in GF(2"^), we have



Eq. (6.49) allows the calculation of a "current" i(= k-\-j)-i\i term as a recursive function of two previous terms, the /c-th and the j - t h in the sequence.
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6. Binary Finite Field Arithmetic



6.3.3 Addition Chains Let us say that an addition chain for an integer m — 1 consists of a finite sequence of integers U = {uo,ui,... ,ut), and a sequence of integer pairs V — ((/ci, j i ) , . . . , (/ct, jt)) such that tio = 1, "Ut = m — 1, and whenever I S



g n-1 1



y ' 1 \



1



-] Stage \U n-3
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H
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^
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Fig. 7.16. A Mixed Approach for Hash Function Implementation



7.6 R e c e n t Hardware I m p l e m e n t a t i o n s of H a s h Functions Various hardware implementations of hash algorithms have been reported in literature. Some of them focus on speed optimization while others concentrate on saving hardware resources. Some authors have also tried to exploit parallelism in operations whenever this can be done. Some designs present a tradeoff between time and hardware resources. It has been shown that by adding few registers or few memory units, considerable timing improvements can be obtained. In the rest of this Section we review some of the most representative hash function hardware designs recently reported. In total, we review six hash function algorithms, namely, MD4, MD5, SHA-1, RIPEMD-160, SHA-2 and Whirpool.
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7. Reconfigurable Hardware Implementation of Hash Functions



MD4 A single MD4 FPGA architecture has been reported in the open Hterature [328]. The distinct feature of this design is to try to exploit as much parallehsm and pipelining for the MD4 hash algorithm as possible. That design implements arithmetic, logic and circular shift operation using a pipelined parallel processor. It takes 94.07 juS to compute the message digest of a 512-bit input message block at 6.67 MHz frequency consuming only 252 CLE slices.



Table 7.20. MD5 Hardware Implementations Author(s) 1 Satoh et al. [312]



Target Device



Cost



Freq. Cycles T/S MHz Mbps



'Fastest ASIC MD5 Cores 17.7K 0.13/im 277.8 ASIC gates Compact ASIC MD5 Cores Satoh et al. [312] 10.3K 0.13/im 133.3 ASIC gates Helicon [358] 0.18/xm 16K 145 gates ASIC 10.9K Sandra [71] 0.6)Lim 59 ASIC gates + RAM Fastest FPGA MD5 Cores Jarvinen et al. [156] Virtex-II 11.5K(10) 75.5 XC2V4000-6 slices(RAM) Compact FPGA MD5 Cores Virtex-II Helicon [358] 613(1) 96 slices(RAM) Other FPGA MD5 Cores 80.7 Jarvinen et al. [156] Virtex-II 5.7K(0) 647(2) 75.5 XC2V4000-6 slices(RAM) Helicon [358] Spartan3 63 630(1) slices(RAM) Sandra [71] Virtex 2008 42.9 slices XCV300E Kang et al. [166] Apex 10.5K 18 EP20K1000E logic cells 1 Deepak, et al. [65] Virtex 880(2) 21 XCV1000-6 slices(RAM) t Throughput



\ 68



2091 0.117



68



1004 0.097



65



1140 0.072



206



146



66



5857 0.509



66



744



66 66



2395 0.417 586 0.905



66



488



0.774



206



107



0.053



65



142 0.0134



65



165



0.013



1.213



0.187



7.6 Recent Hardware Implementations of Hash Functions
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MD5 A considerable number of MD5 hardware implementations have been reported in the open literature. Table 7.20 presents some selected designs. However, due to the availabihty of a large number of FPGA devices by different manufacturers, with different logic complexity within the basic building block, a comparison of different hash cores becomes complicated. The ASIC MD5 design in [312] is the fastest one in its category, with a throughput of 2.09 Gbps at a cost of 17,764 gates on a 0.13/xm chip. The authors in [156] designed several MD5 architectures by unroUing a variable number of MD5 stages. A fully unrolled MD5 architecture is their fastest design, achieving a throughput of 5.8 Gbps by occupying 11498 slices plus 10 BRAMs on a Xilinx Virtex-II XC2V4000-6. A commercially available MD5 core designed by [358] is a compact design that occupies only 630 slices plus 1 BRAM and reports a throughput of 744 Mbps on a Xilinx Virtex-II device. The throughput over area factor (our figure of merit for measuring efficiency) achieved in [358] is the best one of all designs considered in Table 7.20. Other MD5 architectures on different FPGA chips using different design approaches are also reported in Table 7.20. SHA-1 Numerous SHA-1 FPGA implementations have been reported in the literature. A representative group of them are shown in Table 7.21. The authors in [312] presented two SHA-1 architectures in ASIC hardware, one of them is the fastest architecture reported in the literature, achieving a throughput of 2 Gbps by utilizing 9859 gates in a O.lSfxm chip. In the reconfigurable hardware category, the fastest design, reported in [67] achieves a throughput of 899.8 Mbps. That is also a compact design with the best throughput over area performance. A SHA-1 architecture in [120] is the 2^"^ fastest FPGA core. It utilizes carry save adders to speed up multi-operand additions and to minimize delays with carry propagation. This design reduces the number of operands in a round by pre-computing addition of Constants (K) and Words(W) {Kt + Wt) and also it eliminates the final round which is incorporated as a conditional addition within a round. The throughput for this design is reported as 462 Mbps when operating at a 75.8 MHz clock frequency. The most compact design for SHA-1 was presented in [71] using as a target device a Xilinx V300E. It proposes a pipelined parallel structure by implementing two arithmetic logic units for SHA-1, achieving a throughput of 119 Mbps at a 59 MHz clock frequency. The design in [404] utilizes 1622 shces on an Altera EPIK100QC208-1 achieving a throughput of 268.99 Mbps. That is another compact hardware SHA-1 core on Altera devices.
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7. Reconfigurable Hardware Implementation of Hash Functions Table 7.21. Representative SHA-1 hardware Implementations



Author(s)



Target Hardware Freq. Cycles Device MHz Fastest ASIC SHA-1 Cores Satoh et al [312] O.lSfxm 9.9K 333.3 85 ASIC gates Compact ASIC SHA-1 Cores Satoh et al [312] 0.13/im 7.9K 154.3 85 ASIC gates Helicon [358] 0.18/xm 20K 166 81 gates ASIC Sandra [71] 10.9K + RAM 59 0.6/jLm 255 ASIC gates Compact k Fastest FPGA SHA-1 Cores Diez et al [67] Virtex-II 1.55K 22 38.6 slices XC2V3000 Grembowski et al [120] Virtex 2.2K 75.76 84 slices XCVlOOO-6 Other FPGA SHA-1 Cores Sandra [71] Virtex 2.0K 42.9 255 V300E slices Zibin et al [404] Apex 1.6K 43.08 82 logic cells EPIKIOOQ Kang et al [166] Apex 10.5K 18 81 logic cells EP20K1000 Sklavos [332] Virtex 2.6K 37 XCV300 slices



Tt



T/S"j



Mbps 2006 0.2031



929



0.116



1000 0.050 119



0.011



899.8 0.580 462



0.210



86



0.042



268.99 0.165 114



0.011



233



0.089



t Throughput Additionally, there exist other SHA-1 cores [67, 404, 166, 332] which propose some effective techniques to save hardware resources and to increase time factor. In [166], a significant saving of resources was achieved. This design implements a switching matrix by using multiplexers for an appropriate word (W) selection. It can operate at 18 MHz and achieves a throughput of 114 Mbps. The SHA-1 implementation in [332] was used as a pseudo-random number generator. It is actually a VLSI architecture which was first captured in VHDL and synthesized on FPGAs. That design allows a system frequency of 37 MHz and can run at the rate of 233 Mbps. Finally, the SHA-1 core in [404] explores three Altera FPGA grades for the same SHA-1 code.
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RIPEMD-160 Table 7.22 presents two FPGA architectures for RIPEMD-160, which were implemented on devices made by different manufacturers. The design in [249] is a unified architecture in Altera EPF10K50SBC356-1 for two different hash algorithms:RIPEMD-160 and MD5. That design achieves a throughput over 200 Mbps for MD5 and 84 Mbps for RIPEMD-160 when operating at 26.66 MHz and it stands as the compact and the fastest RIPMD architecture in FPGAs. In [71], a RIPEMD-160 FPGA implementation on Xilinx V300E can run at a 42.9 MHz frequency and achieves a data rate of 89 Mbps. In ASIC hardware, the fastest RIPEMD architecture is due to [312]. That design can run at 1.442 Gbps by occupying 24755 gates on a 0.13/xm chip. Table 7.22. Representative RIPEMD-160 FPGA Implementations Author(s)



Target Device



Hardware



T/S Freq. Cycles MHz Mbps



Fastest ASIC RIPEMD Cores Satoh et al [312] 0.13/^m ASIC 24775 gates 270.3 96 17446 gates 142.9 96 Sandra [71] Q.e/im ASIC 10,900 gates + RAM 59 337 Compact & Fastest FPGA RIPEMD Cores Ng et al [249] Apex 1964 logic elements 26.66 162 EPF10K50S-1 Sandra [71] Virtex 2008 slices 42.9 337 V300E



1442 0.058 762 0.044 89 0.008 84



0.042



65



0.032



t Throughput



SHA-2 Table 7.23 shows several representative SHA-2 hardware cores reported in the open literature. Authors in [312] reported four ASIC architectures for SHA-224, SHA-256, SHA-384, and SHA-512 implemented on a 0.13^m chip. The fastest among them is the SHA-512 architecture that achieves a throughput of 2.9 Gbps by using 27297 gates. That is also the fastest ASIC hardware architecture of any SHA-2 family of hash algorithms. The fastest FPGA SHA-2 architectures have been proposed in [222]. It achieves a throughput of 1466 Mbps on a Xilinx Virtex-II device. The architecture employed for that SHA-2 (512-bit) design consisted on a two-step (2x) unrolled implementation. Authors in [222] essayed six variants of the same design which are named as SHA2 (256) basic, SHA2 (256) 2x-unrolled, SHA2 (256) 4x-unrolled, SHA2 (512) basic, SHA2 (512) 2x-unrolled and SHA2 (512)
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7. Reconfigurable Hardware Implementation of Hash Functions Table 7.23. Representative SHA-2 FPGA Implementations Author(s)



Satoh et al [312] SHA-224 SHA-256 SHA-384 SHA-512 Helicon [358] SHA-256



Target Hardware Device ASIC SHA-2 Cores



gates 154.1 gates 333.3 gates 125.0 gates 250.0



72 72 88 88



1096 2370 1455 2909



0.18/xm ASIC 22K gates 200 Fastest FPGA SHA-2 Cores McEvoy [222] Virtex-II 4107 slices 65.893 SHA-2(512) XC2V2000 Compact FPGA SHA-2 Cores Virtex Sklavos et al [333] 1060 slices 83 SHA-2(256) XCV200-6 Other FPGA SHA-2 Cores Sklavos et al [333] Virtex 74 1966 slices SHA-2(384) XCV200-6 Sklavos et al [333] Virtex 2237 slices 75 SHA-2(512) XCV200-6 McLoone et al [224] Virtex 2914 slices + 38 SHA-2(384) XCV600E-8 2 BRAMs McLoone et al [224] Virtex 2914 slices 38 SHA-2(512) 2 BRAMs XCV600E-8 McEvoy [222] SHA-2(256)



65



1575 0.072



46



1466 0.357



(Basic)



Virtex-II XC2V2000



1373 slices



(2x-unrolled)



(4x-unrolled)



Q.Uixm 0.13Aim 0.13//m 0.13Aim



ASIC ASIC ASIC ASIC



11484 15329 23146 27297



Freq. Cycles Tt T / S MHz Mbps



0.095 0.154 0.062 0.106



326 0.307



350 0.178 480 0.214 80



479 0.164



80



479 0.164



133.06



68



1009 0.734



Virtex-II XC2V2000



2032 slices 73.975



38



996.7 0.490



Virtex-II XC2V2000



2898 slices 40.833



23



908.9 0.313



(Basic)



Virtex-II XC2V2000



2726 slices



109.03



84



1329 0.487



[(4x-unrolled)



Virtex-II XC2V2000



5807 slices 35.971



27



1364 0.234



McEvoy [222] SHA-2(512)



t Throughput
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4x-unrolled. Those architectures optimize time performances by combining pipehning and unrolHng techniques. In [333], a common architecture is customized for three SHA2 algorithms: SHA2 (256), SHA2 (384) and SHA2 (512). The design compares three implementations in terms of operating frequency, throughput and area-delay product. Among them, SHA2 (256) FPGA implementation consumes least hardware resources in the hterature, achieving a throughput of 326 Mbps on a Xihnx V200PQ240-6. In [224], a single chip FPGA implementation is also presented for SHA2 (384) and SHA2 (512). That architecture optimizes time factor and hardware area by using shift registers for message scheduler and compression block. Similarly, block select RAMs (BRAMs) are used to store the compression function constants. Table 7.24. Representative Whirlpool FPGA Implementations Author(s)



McLoone et al [226] 2 X unrolled Kitsos et al [173] LUT based Time optimized



Target T/S Hardware Freq.l Cycles Tt MHz| Device Mbps Fastest FPGA Whirlpool Cores Virtex-4 13210 slices 47.8 4896 0.370 X4VLX100 Virtex 5585 slices 87.5 10 4480 0.802 XCVIOOOE



Compact FPGA Whirlpool Cores Pramstaller et al [274] Virtex-2P 1456 slices 131 XC2VP40 Other FPGA Whirlpool Cores Kitsos et al [173] VirtexE 3815 slices 75 Boolean expression based XCVIOOOE Kitsos et al [173] VirtexE 3751 slices 93 LUT based XCVIOOOE Kitsos et al [173] VirtexE 5713 slices 72 Boolean expression based XCVIOOOE Time optimized McLoone [226] Virtex-4 4956 slices 93.56 X4VLX100



382 0.262



20



1920 0.503
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Whirlpool Table 7.24 lists various Whirlpool FPGA-based architectures. The fastest Whirlpool core has been reported in [226]. That is a 2 stages (2x) unrolled Whirlpool architecture implemented on a Xilinx Virtex-4 which achieves a throughput of 4896 Mbps by consuming 13210 CLB shces.
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Another Whirlpool core showing similar throughput to the design in [226] is due to [173] which reports a throughput of 4480 Mbps on a XiHnx XCVIOOO by occupying 5585 CLE slices and also some dedicated memory modules. Three more variants of that design are also presented. Those architectures implement Whirlpool mini boxes by using Boolean expressions, referred to as BB (Boolean expressions Based) and by using FPGA LUTs, referred to as LB (LUT Based) respectively. Let us call them as Whirlpool BB and Whirlpool LB. Both Whirlpool BB and Whirlpool LB can operate at rates of 1920 Mbps and 2380 Mbps. Both architectures are further optimized for time, increasing throughputs to 3686 Mbps and 4480 Mbps. In contrast to the aforementioned architectures, a compact FPGA implementation of Whirlpool hash function was reported in [274]. That architecture focuses on saving considerable hardware resources by using LUT-based RAM for Whirlpool state. Authors report a hardware cost of just 1456 CLB slices achieving a data rate of 382 Mbps.



7.7 Conclusions In this chapter, various popular hash algorithms were described. The main emphasis on that description was made on evaluating hardware implementation aspects of hash algorithms. MD5 description included in this Chapter can be regarded as a step by step example of how intermediate values are being updated during algorithm execution. We have mentioned that MD5 design methodology has a strong influence in almost all modern hash functions. The explanation provided for SKA family of hash algorithms can be regarded as an evidence that the structure of current hash algorithms borrows basic rules and principles from their predecessors. A fair number of hash function implementations in reconfigurable Hardware have been reported so far. Those architectures do not pretend to be a universal solution for all the universe of hash applications such as, secure web traffic (https /SSL), encrypted e-mail(PGP, S/MIME), digital certificates, cryptographic document authenticity, secure remote access (ssh/sftp), etc. However, the usage of reconfigurable hardware for hash function implantations can provide a unique benefit of reconfiguring customized hardware architecture according to the specifications of end users. Furthermore, given the fact that most hash functions are enduring difficult times, where several emblematic hash functions have been critically attacked, new security patches could be easily incorporated.
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This chapter pretends to provide general guidehnes for the efficient implementation of block ciphers in reconfigurable hardware platforms. The general structure and design principles for block ciphers are discussed. Basic primitives in block ciphers are identified and useful design techniques are studied and analyzed in order to obtain efficient implementations of them on reconfigurable devices. As a case of study, those techniques are applied to the Data Encryption Standard (DES), thus producing a compact DES core.



8.1 Introduction Block ciphers are based on well-understood mathematical problems. They make extensive use of non-linear functions and linear modular algebra [227]. Most block ciphers exhibit a highly regular structure: same building blocks are applied a predetermined number of times. Generally speaking, block ciphers are symmetric in nature. Sometimes encryption and decryption only differ in the order that sub-keys are used (either ascending or descending order). Thus, quite often pretty much the same machinery can be used for both processes. Implementation of block ciphers mainly use bit-level operations and table look-ups. The bit-level operations include standard combinational logic operations (such as XORs, AND, OR, etc.), substitutions, logical shifts and permutations, etc. Those operations can be nicely mapped to the structure of FPGA devices. In addition, there are built-in dedicated resources like memory modules which can be used as a Look Up Tables (LUTs) to speedup the substitution operation, which is one of the key transformations of modern block ciphers. Furthermore, contemporary FPGAs are capable of accommodating big circuits making possible to generate highly parallel crypto cores. All these features combine together for providing spectacular speedups on the implementation of crypto algorithms in reconfigurable devices.
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In this chapter, we analyze key block ciphers characteristics. We explore general strategies for implementing them on FPGA devices. We search for the most frequent operations involved in their transformations and develop strategies for their implementations in reconfigurable devices. It has been already pointed out how bit level parallehsm can be greatly exploited in FPGAs. As we will see, this fact is especially true for block ciphers. As a way of illustration, we test our methodology in one specific case of study: the Data Encryption Standard (DES). Furthermore, in the next Chapter our strategies are also applied to the Advanced Encryption Standard (AES). DES is the most popular, widely studied and heavily used block cipher. It has been around for quite a long time, more than thirty years now [64, 92]. It was developed by IBM in the mid-seventies. The DES algorithm is organized in repetitive rounds composed of several bit-level operations such as logical operations, permutations, substitutions, shift operations, etc. Although those features are naturally suited for efficient implementations on reconfigurable devices, DES implementations can be found on all platforms: software [64, 92, 169, 25, 23], VLSI [78, 76, 381] and reconfigurable hardware using FPGA devices [204, 384, 167, 99, 225, 381, 271]. In this Chapter, we present an efficient and compact DES architecture especially designed for reconfigurable hardware platforms. The rest of this Chapter is organized as follows. Section 8.2 describes the general structure and design principles behind block ciphers. Emphasis is given on useful properties for the implementation of block ciphers in FPGAs. An introduction to DES is presented in Section 8.3. In Section 8.4, design techniques for obtaining an efficient implementation of DES are explained. In Section 8.5 a survey of recently reported DES cores is given. Finally, concluding remarks are drawn in Section 8.6.



8.2 Block Ciphers In cryptography, a block cipher is a type of symmetric key cipher which operates on groups of bits of some fixed length, called blocks. The block size is typically of 64 or 128 bits, though some ciphers support variable block lengths. DES is a typical example of a block cipher, which operates on 64-bit plaintext block. Modern symmetric ciphers operate with a block length of 128 bits or more. Rijndael (selected in October, 2000 as the new Advanced Encryption Standard), for instance, allows block lengths of 128, 192, or 256 bits. A block cipher makes use of a key for both encryption and decryption. Not always the key length matches the block size of the input data. For example, in triple DES or 3DES for short (a variant of DES), a 64-bit block is processed using a 168-bit key (three 56-bit keys) for encryption and decryption. Rijndael allows various combinations of 128, 192, and 256 bits for key and input data blocks.
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As it was already mentioned in §2.7 Some of the major factors that determine the security strength of a given symmetric block cipher algorithm include, the quality of the algorithm itself, the key size used and the block size handled by the algorithm. Block lengths of less than 80 bits are not recommended for current security applications [253]. In the rest of this Section, general structure and design principles of the block ciphers are discussed. We explain several primitives which commonly form part of the repertory of block cipher transformations. Finally, we give some comments about their hardware implementation, specifically on reconfigurable type of hardware. 8.2.1 General Structure of a Block Cipher As is shown in Figure 8.1, there are three main processes in block ciphers: encryption, decryption and key schedule. For the encryption process, the input is plaintext and the output is ciphertext. For the decryption process, ciphertext becomes the input and the resultant output is the original plaintext. A number of rounds are performed for encryption/decryption on a single block. Each round uses a round key which is derived from the cipher key through a process called key scheduling. Those three processes are further discussed below. Ciphertext
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Fig. 8.1. General Structure of a Block Cipher



Block Cipher Encryption Many modern block ciphers are Fiestel ciphers [342]. Fiestel ciphers divide input block into two halves. Those two halves are processed through n number of rounds. In the final round, the two output halves are combined to produce a single ciphertext block. All rounds have similar structure. Each round uses
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a round key, which is derived from the previous round key. The round key for the first round is derived from the user's master key. In general all the round keys are different from each other and from the cipher key. Many modern block ciphers partially or completely employ a similar Fiestel structure. DES is considered a perfect Fiestel cipher. Modern block ciphers also repeat n rounds of the algorithm but they do not necessarily divide the input block into two halves. All the rounds of the algorithm are generally similar if not identical. Round operations normally include some non-linear transformations like substitution and permutation making the algorithm stronger against crypt analytic attacks. Block Cipher Decryption As it was explained, one of the main characteristics of a Fiestel cipher is the usage of a similar structure for encryption and decryption processes. The difference lies on the order that the round keys are applied. For decryption, round keys are used in reverse order as that of encryption. Modern block ciphers also use round keys following a similar style, however, encryption and decryption processes for some of them may not be the same. In any case, they preserve the symmetric nature of the algorithm by guaranteeing that each transformation will always have its corresponding inverse. As a result both, the encryption and decryption processes tend to appear similar in structure. K e y Schedule The round keys are derived from the user key through a process called key scheduling. Block ciphers define several transformations for deriving the round keys to be utilized during the encryption and decryption processes. For some of them, round keys for decryption are derived using reverse transformations. Alternatively, keys derived for encryption can be simply used during the decryption process in reverse order. 8.2.2 Design Principles for a Block Cipher During the last two decades both, theoretical new findings as well as innovative and ingenious practical attacks have significantly increase the vulnerability of security services. Every day, more effective attacks are launched against cryptographic algorithms. We also have seen a tremendous boost in computational power. Successful exhaustive key search engines have been developed in software as well as in hardware platforms. As a consequence of this, old cryptographic standards were revised and new design principles were suggested to improve current security features. In this subsection, we analyze some of the key features that directly impact the design of a block cipher.
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Key Size If a block cipher is said to be highly resistant against brute force attack, then its strength is determined by its key length: the longer the key, the longer it takes before a brute force search can succeed. This is one of the reasons why, modern block ciphers employ key lengths of 128 bits or more. Variable Key Length On the one hand, longer keys provide more security against brute force attacks. On the other hand, a large key length may slow down data transmission due to low encryption speed. Modern block ciphers therefore offer variable key lengths in order to support different security and encryption speed compromises. All the five finalists of the 2000 competition for selecting the new advance encryption standard, namely, RC6, Twofish, Serpent, MARS and Rijndael, provide variable key lengths. Mixed Operations In order to make the job of a cryptanalyst more complex, it is considered useful to apply more than one arithmetic and/or Boolean operators into a block cipher. This approach adds more non-linearity producing complex functions as an alternative to S-boxes (substitution boxes). Mixed operations are also used in the construction of S-boxes to add non-linearity thus making them produce more unpredictable results. Variable Number of Rounds Round functions in crypto algorithms add a great deal of complexity, which impHes that the crypto-analysis process becomes significantly less amenable. By increasing the number of rounds larger safety margins are provided. On the contrary, a large number of rounds slows cipher encryption speed. Modern block ciphers provide variable number of rounds allowing users to trade security by time. It should be noticed that the strength of a given crypto algorithm is also linked with the other design parameters. For example, AES with 10 rounds provides higher security as compared to DES with 16 rounds. Variable Block Length The security of a block cipher against brute force attacks is dependent upon key and block lengths. Longer keys and block lengths obviously imply a bigger search space, which tend to give more security to a cipher algorithm. As it has been said, modern ciphers support variable key and block lengths, thus assuring that the algorithm becomes more flexible according to different security requirement scenarios.
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Fast Key Setup Blowfish uses a lengthy key schedule. Therefore, the process of generating round keys for encrypting/decrypting a single data block may take a significant amount of time. On the other hand, this characteristic also adds security to Blowfish in the sense that it greatly magnifies the time to search all possibilities for round keys. However for those applications where the cipher key must be changed frequently, a fast key setup is needed. For example, overheads due to key setup during the encryption of the security Internet protocol (IPSec) packets are quite considerable. That is why most modern block ciphers offer simple and fast key schedule algorithms. Rijndael Key schedule algorithm is a good example of an efficient process for round key generation. Software/Hardware Implementations It was the time when crypto algorithms were designed to get an efficient implementation on 8-bit processors. Most of their arithmetic/logical functions were designed to operate on byte level. Perhaps, encryption speed was not a must have issue as it is now. Those times has gone for good. There are applications which require high encryption speeds either for software or for hardware platforms. This is why cryptographers started to include those functions in crypto algorithms which can be efficiently executed in both software and hardware platforms. For example, the XOR operation can be found in virtually all modern block ciphers, among other reasons, because of its eflficiency when implemented in software as well as in hardware platforms. Simple Arithmetic/Logical Operations A complex crypto algorithm might not be strong enough cryptographically The attribute of simplicity can be seen in most of the strong block ciphers used nowadays. They mainly include easily understandable bit-wise operations. Table 8.1 describes key features for some famous block ciphers including the five finalists (AES, MARS, RC6, Serpent, Twofish) of the NIST-organized contest for selecting the new Advanced Encryption Standard. It can be seen that modern block ciphers use high block lengths of 128 bits or more. Similarly they provide high key lengths up till 448 bits. Both block and key lengths in block ciphers are often variable to trade the security and speed for the chosen algorithm. Number of rounds ranges from 8 to 32. For some block ciphers the number of round is fixed but for some others that number can vary depending on the chosen block and key lengths. It is noticed that most block ciphers can be eflficiently implemented in software and hardware platforms. All block ciphers generally include bit-wise (XOR, AND) and shift or rotate operations. Excluding a small minority of block ciphers, most algorithms use the so-called S-boxes for substitution. Fast key set-up is an important feature among modern block ciphers. They are
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T a b l e 8.] . Key Features for Some Famous Block (Ciphers DES Properties Block length 64 Key length 64 No. of rounds 16 Software V Hardware %/ Symmetric V Bit-operations V Permutation V S-Box V 1 Shift/rotate V |Fast key setup V



Blowfish IDEA AES 64 32-448 16



64 128 8



V V V V



V V V V



X



V X X



MARS RC6



Serpent TwoFishl



128 128 128-256 128 128-256 128-448 128-256 256 32 10-14 32 20 x/ V V V sj x/ V V



128 128-192 16



^/



V



X



X



X



X



v/



V



%/



^



X



X



X



X



N/



sj v/ sj



X



V V V



V V V



X



%/



%/



V



sj



V



v



sj



V V



^/



not always symmetric, that is, same building blocks used for encryption not necessarily can be used for decryption. 8.2.3 Useful Properties for Implementing Block Ciphers in F P G A s Hardware implementations are intrinsically more physically secure: key access and algorithm modification is considerably harder. In this subsection we identify some useful properties in symmetric ciphers that have the potential of being nicely mapped to the structure of reconfigurable hardware devices. Bit-Wise Operations Most of the block ciphers include bit-level operations like AND, XOR and OR which can be efficiently implemented and executed in FPGAs. Indeed, those operations utilize a relatively modest amount of hardware resources. The primitive logic units in most of the FPGAs are based on 4-input/l-ouput configuration. This useful feature of FPGAs allow to build 2, 3, or 4 input Boolean function using the same hardware resources as shown in Figure 8.2. Substitution Substitution is the most common operation in symmetric block ciphers which adds maximum non-hnearity to the algorithm. It is usually constructed as a look-up table referred to as substitution box (S-Box). The strength of DES heavily depends on the security robustness of its S-boxes. AES S-box is used in both encryption and decryption processes and also in its key schedule algorithm.
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Fig. 8.2. Same Resources for 2,3,4-in/l-out Boolean Logic in FPGAs Formally, an S-box can be defined as a mapping of n input to m output bits, i.e., F : ZJ" —> ^2^. When n = m the mapping is reversible and therefore it is said to be bijective. AES hsts only one S-Box, which happens to be reversible, but all eight DES S-boxes are not^ FPGA devices offer various solutions for the implementation of substitution operation as shown in Figure 8.3. •
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The primitive logic unit in FPGAs can be configured into memory mode. A 4-in/l-out LUT provides 16 x 1 memory. A large number of LUTs can be combined into a big memory. This might be seen as a fast approach because the S-Box pre-computed values can be stored, thus saving valuable computational time for S-Box manipulation. The values for S-boxes in some block ciphers can also be calculated. In this case, if the target device does not contain enough memory, then one can use combinational logic to implement S-boxes. That could be rather slow due to large routing overheads in FPGAs. Some FPGA devices contain built-in memory modules. Those are fast access memories which do not make use of primitive logic units but they are integrated within FPGAs. The pre-computed values for S-boxes can be stored in those dedicated modules. That could be faster as compared to store S-box values in primitive logic units configured into memory mode. As it was described in Chapter 3, many FPGA devices from different manufacturers contain those memory blocks, frequently called BRAMs.



Permutation Permutation is a common block cipher primitive. Fortunately, there is no cost associated with this operation since it does not make use of FPGA logic ^ It is noticed that the number of candidate Boolean functions for building an n bit input/m bit output S-box is given as 2'^^ . It follows that even for moderated values of n and m, the size of the search space becomes huge. However, not all Boolean functions are suitable for building robust S-Boxes. Some of the desired cryptographic properties that good candidate Boolean functions must have are: High non-linearity, high algebraic degree and low auto-correlation, among others.
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(b) LCs configured in logic mode



(c) Using BRAMs



Fig. 8.3. Three Approaches for the Implementation of S-Box in FPGAs resources. It is just rewiring and the bits are rearranged (concatenated) in the required order. Figure 8.4 demonstrates a simple example of permuting 6 bits only. That strategy can be extended for the permutation operation over longer blocks.



Permutation for 6 bits Fig. 8.4. Permutation Operation in FPGAs



Shift &; Rotate Shift is simpler than the permutation operation. Shift operation is normally performed by extracting some particular bit/byte values from a larger register. One practical example of this situation is: retrieving a 6-bit sub-vector from a 48-bit state register for their further substitution in DES. This operation can be implemented using wide data buses, which are then divided into small buses carrying the required bit/byte values. A typical byte-level shift operation is shown in Figure 8.5a.
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In some cases, the input data is shifted n bits and n zeroes are added, a process known as zero padding. In FPGAs, zero padding for n bit? is achieved by simply connecting n bits to the ground as shown in Figure 8.5b. Most block ciphers (such as AES, RC6, DEAL, etc.) use the rotation operation. It is similar to shift operation but with no zero padding. Instead, bit wires are re-grouped according to a defined setup. For example, for a 4-bit buffer, shifting left aoaia2a3 by 1-bit becomes aia2as0, whereas rotating left by 1-bit produces aia2a3ao. Fixed rotation is trivial and there is no cost associated with it. Variable rotation is also used by some cryptographic algorithms (RC5, RC6, CAST) however this is not a trivial operation anymore. -A=IN[31:24]
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Fig. 8.5. Shift Operation in FPGAs



Iterative Design Strategy Block ciphers are naturally iterative, that is, n iterations of the same transformations, normally called rounds, are made for a single encryption/decryption. An iterative design strategy is a simple approach which implements the cipher algorithm by executing n iterations of its rounds. Therefore, n clock cycles are consumed for encrypting/decrypting a single block, as shown in Figure 8.6. Obviously, this is an economical approach in terms of required hardware area. But it slows cipher speed which is n times slower for a single encryption. Such architectures would be useful for those applications where available hardware resources are limited and speed is not a critical factor. Pipeline Design Strategy In a pipehne design, all the n rounds of the algorithm are unrolled and registers are provided between two consecutive rounds as shown in Figure 8.7. All the intermediate registers are triggered at the same clock by shifting data to the next stage at the rising/falling edge of the clock. Once all the pipeline stages are filled, the output blocks starts appearing at each successive clock cycle.
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CE CLK Fig. 8.6. Iterative Design Strategy This is a fast solution which increases the hardware cost to approximately n times as compared to an iterative design.
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Fig. 8.7. Pipeline Design Strategy



Sub-pipelining Design Strategy Figure 8.8 represents a sub-pipeline design strategy. As shown in Figure 8.8, Sub-pipelining is implemented by placing the registers between different stages of a single round for a pipehne architecture. That improves performance of the pipeline architecture as those internal registers shift the results within the round when outputs of a round are being transferred to the next round. It has been experimentally demonstrated that careful placement of those registers within a round may produce a significant increase in the design performance.
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Managing Block Size Modern block ciphers operate on data blocks of 128 bits or more. Unlike software implementations on general-purpose microprocessors, FPGAs allow parallel execution of the whole data block provided that there is no data dependency in the algorithm. Therefore, it is always useful to dissection the cipher algorithm looking for possible parallelization versions of it. Furhtermore, FPGAs offer more than 1000 external pins to be programmable for inputs or outputs. This is advantageous when the communication is needed with several peripheral devices on the same board simultaneously. Key Scheduling Fast key setup is one of the characteristics in modern block ciphers. The keys are required to be changed rapidly in some cryptographic applications. It is possible to reconfigure FPGA device for the key schedule module only whenever a change in the key is desired Key Storage It is recommendable for cryptographic applications to make use of different secret keys for different sessions. FPGAs provide enough memory resources to store various session keys. As the keys are stored inside an FPGA, it is therefore valid to say that FPGA implementations are physical secure^.



8.3 The Data Encryption Standard On August, 1974, IBM submitted a candidate (under the name LUCIFER) for cryptographic algorithm in response to the 2nd call from National Bureau of Standards (NBS), now the National Institute of Standards k, Technology (NIST)[253], to protect data during transmission and storage. NBS launched an evaluation process with the help of National Security Agency (NSA) and finally adopted on July 15, 1977, a modification of LUCIFER algorithm as the new Data Encryption Standard (DES). The Data Encryption Standard [392], known as Data Encryption Algorithm (DEA) by the ANSI [392] and the DEA-1 by the ISO [152] remained a worldwide standard for a long time until it was replaced by the new Advanced Encryption Standard (AES) on October 2000. DES and TripleDES provide a basis for comparison of new algorithms. DES is still used in IPSec protocols, ATM encryption, and the secure socket layer (SSL) protocol. It is expected that DES will remain in the pubhc domain ^ See §3.7 for more details on the security offered by contemporary reconfigurable hardware devices.
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for a number of years. DES expired as a federal standard in 1998 and it can only be used in legacy systems. Nevertheless, DES continues to be the most widely deployed symmetric-key algorithm. Its variant, Triple-DES, which consists on applying three consecutive DES without initial (direct and inverse) permutations between the second and the third DES, coexists as a federal standard along with AES. A detail description of the DES algorithm can be seen in [317, 228, 362]. The description of DES in this chapter it closely follows that of [317]. Description DES uses a 64-bit long key. The eight bits of that key are used for odd parity and therefore they are not counted in the key length. The effective key length is therefore 56 bits, providing 2^^ possible keys. DES is a block cipher: It encrypts/decrypts data in 64-bit blocks using a 56-bit key. DES is a symmetric algorithm: the same algorithm and the key are used for both encryption and decryption. DES is an iterative cipher: the basic building block (a substitution followed by a permutation) called a round is repeated 16 times. For each DES round, a sub-key is derived from the original key through the process of key scheduling. Although the key scheduling algorithm for encryption and decryption is exactly the same, produced round keys for decryption are used in reverse order. Figure 8.9 shows the basic algorithm flow for both the encryption and key schedule processes. Encryption begins with an initial permutation (IP), which scrambles the 64-bit plain-text in a fixed pattern. The result of the initial permutation is sent to two 32-bit registers, called the right half register, RQ and left half register, LQ. Those registers hold the two halves of the intermediate results through successive 16 applications of the function fk which is given by (n = 0 to 15): Lfi = Hn-i



(R ^\



After 16 iterations, the contents of the right and left half registers are passed through the final permutation I P ~ \ which is the inverse of the initial permutation. The output of IP~^ is the 64-bit ciphertext. A detailed explanation of those three operations is provided in the rest of this Subsection. The key sechedule algorithm of DES is explained at the end. 3.3.1 The Initial Permutation (IP~^) The initial permutation is the first operation applied to the input 64-bit block before the main iterations of the algorithm start. It transposes the input block as described in Table 8.2. For example, the initial permutation moves bit 58 to bit position 1, bit 50 to bit position 2, bit 42 to bit position 3, and so forth.



234



8. General Guidelines for Implementing Block Ciphers in FPGAs 56-bit Key I PC-1 Plaintext



|



'cTi fpn t



(



'"Rotated /^ Rotate "\ Left y V Left 7



1



; ) C -'ZD 1 czmj) 2 t=j> 3 czzzj)



b



c



d



f



g



h



e



k



1



i



J



P



m



n



0



Fig. 9.4. ShiftRows Operates at Rows of the State Matrix 9.2.6 MixColumns (MC) In this transformation, each column of the State matrix is considered a polynomial over GF(2^) and is multiplied by a fixed polynomial c{x) modulo x"^ -f 1. The polynomial c{x) is given by: c{x) = 03.x^ + Ol.x^ + 01.x 4- 02
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Let b{x) = c{x) • a{x) mod a:^ -f 1, then the modular multiphcation with a fixed polynomial can be written as shown in Equation 9.6. 02 01 01 03
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MixColumns operates on the columns of the state matrix £ts shown in Figure 9.5.
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Fig. 9.5. MixColumns Operates at Columns of the State Matrix



The design criteria for MixColumns step includes dimensions^ linearity, diffusion and performance on 8-bit processor platforme. The Dimension criterion it is achieved in the transformation operation on 4-byte columns.
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Inverse Operation IMC The inverse of MixColumns is called (IMC). The constant polynomial c{x) given in Eqn. 9.5 is co-prime to x"^ -f 1 and therefore invertible. Let d{x) be the inverse of c{x) and written as follows. (03.0:^ + Ol.x^ 4- Ol.x -f 02).d{x) = 01 (mod x^ + 1)



(9.7)



From Eqn. 9.7, it can be seen that d{x) is given by: d{x) = OB.x^ 4- OD.x'^ + 09.a: + OE
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Similarly to MC, in IMC each column of the state matrix is transformed by multiplying with constant polynomial d{x) written as a matrix multiplication as shown in Equation 9.9. OE OB OD 09 09 OE OB OD OD 09 OE OB OB OD 09 OE
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9.2.7 AddRoundKey (ARK) In the last step, the output of MC is XOR-ed with the corresponding round key. This step is denoted as ARK. Figure 9.6 illustrates the effect of key addition on the state matrix. ao.o
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Fig. 9.6. ARK Operates at Bits of the State Matrix



Inverse Operation l A R K Inverse of ARK, called I ARK, is essentially the same for encryption and decryption^. The only important thing to remember is that keys are applied for decryption in reverse order as in encryption. ^ However, as is explained in §9.5.2, efficient implementations of AES encryptor/decryptor cores, require to append the IMC step to the generation of round keys for decryption.
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9.2.8 K e y Schedule Both, encryption and decryption require the generation of round keys. Round keys are obtained through the expansion of secret user key by attaching each j — th round a 4-byte word kj = {ko,jykij^k2jjk3j) to the user key. The original user key, consisting of 128 bits, is arranged as a 4 x 4 matrix of bytes. Let w[0], w[l], w[2], and w[3] be the four columns of the original key. Then, these four columns are recursively expanded to obtain 40 more columns. Let us assume we have computed columns \ip to w[i — I]. Then, we can compute the i — th column, W[i], as follows, r.._(w[i-4]ew[i-l] ^ m -\w[i-4]e T{w[i - 1])



if i mod 4 7^0 otherwise



. . ^^'^^^



where T{w[i—1]) is a non-linear transformation of t(;[z—1] calculated as follows: Let w^ X, y, and z be the elements of column t(;[z - 1] then, 1. Shift cyclically the elements to obtain ^, w, a;, and y. 2. Replace each of the byte with the byte from BS S{z), S{w), S{x) and S{y)3. Compute the round constant rii) = 02^'"^^/'^ in GF(2^). Then, T{w[i - 1]) is the column vector, {S{z) 0 r(i), S{w), S{x), S{y)). In this way, columns from w[4] to w[43] are generated from the first four columns. The 16-byte round key for the j — th round consists of the columns {w[4j],w[4j 4- l],w[4j 4- 2lw[4j + 3]) Sometimes it results convenient to pre-compute the round keys once and for all and then store them. A similar process is utihzed for generating round keys for the decryption process, although they should be used in the reverse order. After the explanation of all four AES transformations and key schedule, we can write the sequence of those transformations when performing encryption and decryption as follows. Encryption: MI-^ A F ^ SR-> MC-^ ARK Decryption: lARK-^ IMC-> ISR-> IAF-> MI



9.3 AES in Different Modes Most of the published work on AES implementation considers AES in Electronic Book Mode (ECB). In ECB mode, an individual plaintext block is converted to ciphertext block. Thus by collecting several plaintext and their ciphertext blocks, one can produce some pattern information which could
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be helpful in recovering the original plaintext. ECB mode in some cases, is therefore not considered secure. The Cipher Block Chaining mode (CBC), the Cipher Feedback mode (CFB), and the Output Feedback mode (OFB) offer better security than ECB, but encryption of the block depends on the feedback of its previous block encipherment [253]. This property prevents using pipelining in which many different blocks are encrypted simultaneously. The encryption speed in CBC, CFB, and OFB modes is much slower as in ECB. Fortunately, there exists another mode, called Counter mode (CTR) which increases the security of ECB and has not dependencies among different blocks, thus allowing all operations to be fully pipelined to achieve high performance. 9.3.1 C T R M o d e In [100] a CTR mode implementation of AES is reported. In CTR mode, a plaintext is processed by encrypting a counter value with key 'K' and then by XORing the output with the plaintext to get the ciphertext. Figure 9.7 presents the counter mode. Decryption procedure takes the same process to recover the plaintext from the ciphertext. The counter value has no dependencies with previous output, thus pipelining can be fully used. Counter mode has no padding overhead which is required for ECB, CBC, and CFB modes when the data is not a multiple of block length. Counter mode does not propagates error and restrict the error to the specific block as compared to CBC and CFB modes which pass the error to the subsequent blocks.
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Fig. 9.7. Counter Mode Operations
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Figure 9.7b, presents different counter blocks for obtaining cipher key 'K'. A three stage counter, 40-bit cipher identification, 48-bit key counter and 40bit block counter, are used for each plaintext block. For each cipher artifact, there is a pre-assigned cipher ID. The key counter increases whenever a new key has been updated. Block counter increases for each block. The search space for each part is, although finite, large enough. If the block counter is exhausted, the key counter will be increased to avoid the use of the same key with the same counter value. Then, we guarantee that produced keys are all distinct. The counter value pairs can be used more than once. The special requirement for CTR mode is that the same counter value and key should not be used to encrypt more than one block of data. If this happens, the plaintext would be recovered by XORing the two cipher text, which in fact, equals to XORing the two plaintext. Especially when one of the plaintext is already known, the other one can be easily recovered by XORing the known plaintext with the output ciphertext after XOR. 9.3.2 C C M M o d e For applications in which more robustness is required, there is no choice and a feedback mode is mandatory. For example, the Wired Equivalent Privacy (WEP) protocol has been the most widely security tool used for protecting information in wireless environments. However, this protocol was broken in 2001 by Fluhrer et al. [1]. Based on that attack, nowadays there exist a variety of programs that can be downloaded from Internet to break the WEP Protocol in few seconds and with almost no effort. This situation has led to a search for new security mechanisms for guaranteeing reliable ways of protecting information in wireless mobile environments. AES in CCM (Counter with CBC-MAC) proposed by Whiting et. al. in [378], has become one of the most promising solutions for achieving security in wireless networks. This mode simultaneously offers two key security services, namely, data Authentication and Encryption [214]. CCM means that two different modes are combined into one, namely, the CTR mode and the CBCMAC. CCM is a generic authenticate-and-encrypt block cipher scheme that has been specifically designed for being use in combination with a 128-bit block cipher, such as AES. Currently, CCM mode has become part of the new 802.111 IEEE standard. C C M Primitives Before sending a message, a sender must provide the following information [378]: 1. A suitable encryption key K for the block cipher to be used. 2. A nonce N of 15 — L bytes. Nonce value must be unique, meaning that the set of nonce values used with any given key shall not contain duplicate values.



9.3 AES in Different Modes



257



3. The message m, consisting of a string of l{m) bytes where 0 < l{m) < 2^^. 4. Additional authenticated data a, consisting of a string of l{a) bytes where 0 < /(a) < 2^^. This additional data is authenticated but not encrypted, and is not included in the output of this mode. Figure 9.8 shows CCM authentication and verification processes dataflow. Notice that because of the CBC feedback nature of the CCM mode a pipeline approach for implementing AES is not possible, therefore there is no option but to implement AES encryption core in an iterative fashion. CCM Authentication consists on defining a sequence of blocks BQ.BI,- " ^ Bn and thereafter CBC-MAC is apphed to those blocks so that the authentication field T can be obtained. Blocks BiS are defined as explained below. First, the authentication data a is formatted by concatenating the string that encodes l{a) with a itself, followed by organizing the resulting string in chunks of 16-byte blocks. The blocks constructed in this way are appended to the first configuration block J5o [375]. Then, message blocks are added right after the (optional) authentication blocks a. Message blocks are formatted by splitting the message m into 16-byte blocks which will be the main part of the sequence of blocks Bo,Bi, ...,Bn needed by the authentication mode. Finally, the CBC-MAC is computed as. Xi



(9.11)



:=AESE{K,BO)



Xi e Bi) for i •• l,...,n



Xi+i := AESE{K,



T :=



firstMhytes{Xn^i)



Where AESE is the AES block cipher selected for encryption, and T is the MAC value defined as above. If it is needed, the ciphertext would be truncated in order to obtain T.
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Fig. 9.8. Authentication and Verification Process for the CCM Mode Figure 9.9 shows the CCM encryption/decryption process dataflow. CCM encryption is achieved by means of Counter (CTR) mode as.
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Fig. 9.9. Encryption and Decryption Processes for the CCM Mode
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where Ai stands for counters. See [378, 100] for more technical details about how to build the counters. Plaintext m is encrypted by XORing each of its bytes with the first l{m) bytes of the sequence resulting from concatenating the cipher blocks •S*!, »S'2,53,..., produced by Eq. 9.12. The authentication value is computed by encrypting T with the key stream block 5o truncated to the desired length as, t/ := T e



firstMbytes{So)



(9.13)



The final result c consists of the encrypted message m, followed by the encrypted authentication value U. At the receiver side, the decryption process starts by recomputing the key stream to recover the message m and the MAC value T. Figure 9.9 shows how the decryption process is accompHshed in CCM Mode. Message and additional authentication data is then used to recompute the CBC-MAC value and check T. If the T value is not correct, the receiver should not reveal the decrypted message, the value T, or any other information. Figure 9.8 describes how the verification process is accompHshed. It is important to notice that the AES encryption process is used in encryption as well as in decryption. Therefore, AES decryption functionality is not necessary in CCM-mode, which leads to save valuable hardware resources.
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9.4 Implementing AES Round Basic Transformations on FPGAs Strategies for efficient fiardware implementation of AES on FPGA devices can be classified into two types: algorithmic and arcfiitectural optimizations. Algorithmic optimizations try to obtain some mathematical expressions to take advantage of FPGA structure. Architectural optimizations exploit design techniques such as iterative, pipelining and sub-pipelining. In addition, AES hardware implementation poses a challenge since encryption and decryption processes are not completely symmetrical which forces to have some additional observations while implementing a single encryptor/decryptor core. In Subsection 9.2.3 it was described the basic round transformations, BS, SR, MC, and ARK, and their corresponding inverse transformations IBS, ISR, IMC, and I ARK. That Subsection also describes the key schedule process to generate the necessary subkeys during an encryption or decryption process. But before start discussing how to implement a full encryption or decryption core, let us analyze, from the algorithmic optimization point of view, some important implementation properties shown by the basic round transformations. The most important operations for the basic transformations include polynomial multiphcation in GF(2^) for BS/IBS, fixed-rotation for SR/ISR, constant polynomial multiplication in GF(2^) for MC/IMC, and simple addition (XOR) for ARK/I ARK. Fixed-rotation is hardwired and does not consume FPGA's logic resources. The addition used in ARK/IARK is a simple XOR operation. Hence, BS/IBS and MC/IMC are the two key functional units in AES implementations. It has been estimated that BS/IBS and MC/IMC take more than 65% of the total area in the entire AES encryptor/decryptor implementation. Perhaps, the most costly operation for BS/IBS is polynomial multiphcation in GF(2^). We also need to perform a polynomial multiplication in GF(2^) for MC/IMC but we can take advantage from the fact that is a constant multiplication. Even though the latter transformation is relatively less costly than the former still it occupies considerable FPGA's resources. Therefore, both BS/IBS and MC/IMC are good candidates for improving overall performance of the round transformation. In the rest of this Section, we present various approaches for implementing BS/IBS and MC/IMC. Regarding BS/IBS two alternatives are considered. In the first approach pre-computed values are simply stored on the FPGA's built-in memory modules. This might be seen as an expensive solution but it helps to save valuable computational time. The second approach provides an alternative for constrained memory requirements and it is based on an on-fly computation strategy. Similarly, two approaches for MC/IMC implementations are presented. First approach, that we have called standard approach, deals with the struc-
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tural organization of MC/IMC transformations. The second approach called modified approach introduces a small modification before MC to perform IMC step. Finally, some structural changes are proposed in key schedule algorithm which can improve hardware performance by cutting path delays. 9.4.1 S-Box/Inverse S-Box Implementations on F P G A s The straightforward approach for implementing BS is by using a look-up table in which pre-computed values are stored in memories. That requires memory modules with fast access. In FPGAs, there are two ways to organize memory: by using flip-flops and CLBs (i.e., FPGA fabrics), or by using FPGAs built-in memory modules called BRAMs (BlockRAMs). Implementing BS/IBS by look-up tables is simple, fast and in many cases desirable. A single BS/IBS table would require 8-bit wide 256 entries. We can make some few observations about implementing BS/IBS using look-up tables. Firstly, for the implementation of both encryption and decryption on a single chip two different separated look-up tables are required, thus duplicating memory requirements. Secondly, if we want to increase performance, BS/IBS can be performed in parallel for the sixteen bytes of the state matrix. The fully parallelization of BS/IBS would therefore require 16 copies of the same look-up table, one per state matrix element. Finally, if high performance is required, unfolding the 10 rounds of AES to construct a pipehne architecture, would require 160 copies of the same look-up table. In the following, we discuss some other alternatives to implement BS/IBS in FPGAs. I. S-Box and Inverse S-Box Implementation To avoid utilization of a considerable amount of FPGA resources, BS/IBS can be implemented using a look-up table. The look up table would be used for MI by implementation affine (AF) and inverse affine (lAF) transformations using some logic gates for BS and IBS respectively. The combination MI -fAF implements BS for encryption and the combination lAF -h MI gives IBS for decryption. For constructing an encryptor/decryptor core, two separated designs for encryption and decryption would result in high area requirements. Prom Section 9.2.4, we know that only one MI transformation in addition to AF and lAF transformations is required for both encryption and decryption. Therefore, a multiplexer can be used to switch the data path for either encryption or decryption as shown in Figure 9.10 II. S-Box and Inverse S-Box Based on Composite Field Techniques BS/IBS implementations can be made using composite field techniques e.g. BS can be manipulated in GF((2^)^) and even GF(((22)2)^) instead of GF(2^).



9.4 Implementing AES Round Basic Transformations on FPGAs 1^^



r-f^—I IN



—W



L-[JAF]



AF



f — • S-Box



Ml



H Ml !-• inv



1'



I—I



261



S-Box S.Rnv



'



L_r I—



v



^ Inv S-Box



Fig. 9.10. S-Box and Inv. S-Box Using Same Look-Up Table That would reduce memory requirements to 16 x 4 bits in GF(2'^) as compared to 256 X 8 bits in GF(2^) for a single LUT. More hardware resources would be however used to implement the required logic in OF(2'^). Several authors [267, 242, 303] have designed AES S-Box based on the composite field techniques reported first in [267]. Those techniques use a three-stage strategy: 1. Map the element A G OF (2^) to a smaller composite field F by using an isomorphism function b. 2. Compute the multiplicative inverse over the field F. 3. Finally, map the computations back to the original field. In [242], an efficient method to compute the inverse multiplicative based on Fermat's little theorem was outlined. That method is useful because it allows us to compute the multipficative inverse over a composite filed GF(2"^)" as a combination of operations over the ground field GF(2^). It is based on the following theorem: T h e o r e m 1 [261^ 121] The multiplicative inverse of an element A of the composite field GF{2'^)^, A^O, can be computed by, A-^ = (^'^)-M'^-i mod P{x)



(9.14)



onm _ 1



Where



A'^ G GF(2^) & 7 =



2m _ 1



An important observation of the above theorem is that the element A^ belongs to the ground field GF(2'^). This remarkable characteristic can be exploited to obtain an efficient implementation of the inverse multiplicative over the composite field. By selecting m = 4 and n = 2 in the above theorem, we obtain 7 = 17 and, A-^ = (yl'Y)-M'^-i = {A^'^y'^A^^



(9.15)



In case of AES, it is possible to construct a suitable composite field F , by using two degree-two extensions based on the following irreducible polynomials. Fi =GF(22) Po{x)=x^-^x-^l F2 = GF((22)2 p,(^y):=y2^y^^ F3 = GF(((22)2)2 P2(^) = Z 2 ^ ^ + A



(9.16)
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The inverse multipHcative over the composite field F2 defined in the Equation 9.15, can be found as follows. Let A e F2 = GF(2^)^ be defined in polynomial basis as A = Any 4- AL, and let the Galois Fields Fi, F2, and F3 be defined as shown in Equation 9.16, then it can be shown that,



A^^ = Any + A''
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Fig. 9.11. Block Diagram for 3-Stage MI Manipulation Figures 9.11 and 9.12 depict block diagram to three-stage inverse multiplier represented by Equations 9.15 and 9.17.



Fig. 9.12. Three-Stage Approach to Compute Multiplicative Inverse in Composite Fields As it was explained before, in order to obtain the multiplicative inverse of the element A e F =GF(2^), we first map A to its equivalent representation {AH^AL) in the isomorphic field F2 = GF ((2^)^) using the isomorphism 6 (and its corresponding inverse S~^). In order to map a given element A from the finite field F to its isomorphic composite field F2 and vice versa, we only need to compute the matrix multiplication of A, by the isomorphic functions shown in Equation 9.18 given by [242]:
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5 =



10100000 11011110 1010 1100 10 10 1 1 1 0 11000110 10011110 01010010 01000011



5-^ =



11100010 01000100 0 1100010 0 1110110 00111110 00 1 1 0 0 0 0 01000011 01110101
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The isomorphism function 6 and 6~^ can be constructed as follows: Let a and P be roots of a same primitive irreducible polynomial {m{x) — x^ -\- x'^ -\- x^ -^ x^ -\- \ can be used). First search for primitive element a in the field A and then search for p in the field B. Once 6 and 6~^ are founded, the matrix representation can be obtained, where a^ is mapped to (3^ or vice versa. Note that there could be more than one eligible isomorphism. Also by taking advantage of the fact that A^'^ is an element of F2, the final operation {A^'^)~^A^^ of Equation 9.15 can be easily computed with further gate reduction. Last stage of algorithm consists of mapping computed value in the composite field, back to the field GF(2^). To further increase the depth of a pipeHne architecture, MI can be calculated by a composite field approach dealing MI manipulation in GF(2^) and GF(24) instead ofGF(2^). In [113], BS has been computed rather than using a look-up table. The main goal of using this formulation is to get a high-performance AES encryptor core without depending on look-up tables. Using the composite field technique, BS arithmetic in GF(2^) is performed via several arithmetic blocks in GF(2^). This effectively reduces an 8-bit calculation to a 4-bit one, resulting on several stages of computation with lower delays. That allows obtaining a sort of sub-pipelining architecture in which, instead of having 11 unfolded stages (each stage corresponding to a single round), each single round is further unfolded into several stages. Thus, BS is (sub)divided into four pipeline stages where the first round takes only one stage, each middle round takes seven stages, and the final round, in which MC is not required, takes six stages. In order to keep all stages balanced, i.e., propagating similar delays, a pipeline architecture with a depth of 70 stages was proposed in [113]. After 70 clock cycles when the pipeline is full, each clock cycle will deliver a ciphered block. This technique achieves a throughput of 25.107 Gbps, the fastest one reported up to date of this book pubhcation. The idea of dividing computations in sub fields is further exploited to its extreme in [42], where 4-bit calculations are broken into several 2-bit ones. Authors in [42] explored as many as 432 different isomorphisms. Polynomial as well as normal basis were considered and using an exhaustive tree- search algorithm [153], those isomorphisms requiring the minimum number of gates were selected. Logic optimizations both at the hierarchical level of the Galois
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Field arithmetic and at the low level of individual logic gates were performed. The authors also reused common expressions to save space and noticing that NAND gates take less space than other ones, they rewrite all expressions in terms of such gates. Authors reported results exploring a family of 432 implementations depending on the selected basis ranking from 138 to 195 gates. Such compact 5—box implementations can be used in security for lowend customer products, such as PDAs, wireless devices and other embedded applications. 9.4.2 M C / I M C Implementations on F P G A The MC/IMC transformations are essentially the inner-product operations on GF(2^) expressed in equations 9.6 and 9.9. They can be reahzed using byte-level or bit-level substructure sharing methods [140]. For an encryptor/decryptor core MC/IMC steps are implemented separately and they can be realized in a small series of instructions. In case of FPGAs, these instructions can be reahzed by keeping in mind the basic CLB structure (4 input/1 output) in order to limit path delays and to save space. Let us call this approach the MC/IMC standard approach. Fortunately, there exists another approach for which the implementation of IMC is made by introducing small modification before MC. The first approach is efficient but needs separate implementation for MC and IMC. The MC/IMC modified approach reuses some modules which eliminates the need for separated implementation of MC/IMC. M C and IMC Transformation: Standard Approach Observing that constant terms in equations 9.6 and 9.9 are the same, it is possible to consider only the inner product that generates one output byte, Z in MC and Zinv in IMC, for an input column {ABCD^Z = {01}A e {01}J5 © {02}D ® {03}E



(9.19)



Using the property of {02}D = {02}D 0 0 = {02}D ® D e D, we can rewrite equation 9.19 in the following manner: Z = {AeB®DeE)e



{02}{D 0 E) 0 D)



(9.20)



We can use an efficient implementation of constant multiplication by 02 in GF(2^) calculated by the functional block xtime{v) and extracting the common factor in all columns t = {A®B®D^E), then equation 9.19 can be rewritten as: Z = t^ xtime{D ^ E) ® D)



(9.21)



Therefore, full MC transformation can be efficiently computed by using only 3 steps [21, 60]: an addition step, a doubfing step and a final addition step.
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Let us consider a complete output row of MC transformation. Consider now the element of State matrix's column one a[0], a[l], a[2], and a[3], then the transformed MC column a'[0], a'[l]^ Ci'{2], and a'[3] can be efficiently obtained ajs shown in Equation 9.22.
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= = = =



t ==a[0]ea[l]©a[2]ea[3]; a[0] 0 a[l]; v = xtime{v)\ a'[0] = a[0] ®v®t a[i] 0 a[2l; v = xtime{v); a'[l] = a[l] 01? 0 t a[2] 0 a[3]; v = xtime(v); a'[2] = a[2] 0 t^ 0 t a[3] 0 a[0]; v = xtime{v)] a'[3] = a[3] 0 f 0 t



(9.22)



Observe that Ms a common expression for the four outputs and it needs to be calculated just once. Next four rows are calculated in parallel and the circuit is the same except for some input data. Finally, the sum of three terms requires only eight CLBs, one per bit. Given that CLBs can compute 4-input/l-output functions, it is possible to embed the ARK transformation, which is just a sum, to the final expression. This does not require additional CLBs and improves performance since MC and ARK are computed at the same stage. This is expressed in the following manner:
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(9.23)



The same strategy applied above for MC can be used to compute IMC. Considering again an input column [ABCD]^, we can expressed Zinv as: Zinv = {Od}A 0 {09}J5 0 {Oe}D 0 {Ob}E



(9.24)



Using the same property for constant multiphcation by {02}, we can rewrite Equation 9.24 in the following manner: Ziny = D 0 TV 0 xtime{M 0 A/') 0 xtime{D 0 E) where:



(9.25)
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Ti = To e xtime{xtime{To)) TV = Ti e xtime{xtime{B 0 E)) M = Ti e xtime{xtime{A ® D)) Full IMC transformation can be computed by using seven steps: four sum steps and three doubling steps. The difference is due to the fact that coefficients in Equation 9.9 have a higher Hamming weight than the ones in Equation 9.6. To overcome this drawback, we use the strategy depicted in Equation 9.25 where IMC manipulation is restructured and seven steps are cut to five steps. Moreover, as explained above, lARK is embedded into IMC resulting in six total steps. For final round (Round 10), MC/IMC steps are not executed; therefore a separated implementation of ARK can be made. Let us consider now a complete output row of IMC transformation embedded with and lARK transformation, where a, and a' stand as before.
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M C and IMC Transformation: Modified Approach The strategy utilized above for MC and IMC yields up to three and six computational steps for encryption and decryption respectively. In order to minimize difference in number of steps, the following strategy can be used. Observe that it should exist a 4 x 4 byte matrix D{x) in GF(2^) such that the constant MC matrix of Equation 9.6 can be related to the constant matrix of Equation 9.9 £ts, OE OB OD 09 " 09 ^E OB OD OD 09 OE OB OB OD 09 OE



02 03 01 01 01 02 03 01 D{x) 01 01 02 03 03 01 01 02



(9.27)
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Using the fact that both constant matrices in Equation 9.27 are the inverse of each other in the finite field F = GF(2^), equation 9.27 can be solved using the AES irreducible pentanomial m{x) = x -\-x' -f x^ + X + 1 [60] for the first column of D{x) as shown in Equation 9.28. 0^0,0
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Fig. 9.17. Sub-pipehne Design Strategy round is decomposed into seven stages, four from BS and one for SR, MC and ARK, each. That gives a 70 stages pipehne approach which reports high performance at the expense of great area requirements.
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Fig. 9.18. Sub-pipeUne Design Strategy with Balanced Stages Pipehning and sub-pipehning are useful only when the cipher block is used in the ECB mode (electronic code book). As it was mentioned in Section 9.3, in the Output Feedback Mode (OFB) and in the COM mode (Counter with CBC-MAC), pipelining looses its potential since a cipherblock is used to encrypt the next block. The only acceptable architecture for feed back modes is the iterative one, also called loop architecture. In the rest of this section we disccuss some alternatives for implementing AES. All of them are intended to be implemented on a single-chip FPGA. There exists multi-chip implementations but as FPGA density is increasing, those implementations would be less meaningful in the future. Varieties for AES implementation include encryptor, decryptor, and encryptor/decryptor cores using iterative or pipeline approaches. Each AES implementation targets specific criteria composed of factors like efficiency, cost, effectiveness and portability. Table 9.2 provides a roadmap to all implemented AES designs. It consideres four parameters: design (Sec.9.5), based on Section (Sec. 9.4), E / D / K module (encryption/decryption/key schedule) and architecture (encryptor, decryptor or encryptor/decryptor core). Key schedule implementations for encryptor, decryptor and encryptor/decryptor cores are ateo presented.
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Table 9.2. A Roadmap to Implemented AES Designs Design



Based on the Section Sec. 9.5.2 Sec. 9.4.3



E / D / K Module



Architecture



(Key schedule)



Sec. 9.5.2 Sec. 9.4.3



(Key schedule)



For iterative Sz pipeline encryptor cores only For Pipehne encryptor/decryptor cores Encryptor core (Iterative) Encryptor core (Pipeline) Encryptor/decryptor core (Pipeline) Encryptor/decryptor core (Pipeline) Encryptor/decryptor core (Pipeline) Encryptor core (Pipeline) Decryptor core (Pipeline)



Sec. 9.5.3 Sec. Sec. Sec. 9.5.3 Sec. Sec. Sec. 9.5.4 Sec. Sec. Sec. 9.5.4 Sec. Sec. Sec. 9.5.5 Sec. Sec. Sec. 9.5.5 Sec. Sec. Sec. 9.5.5 Sec. Sec.



9.4.1 S-box Look-up table 9.4.2 MC classic 9.4.1 S-box Look-up table 9.4.2 MC classic 9.4.1 S-box Look-up table 9.4.2 MC classic 9.4.1 S-box Composite field 9.4.2 MC classic 9.4.1 S-box Look-up table 9.4.2 Modified MC/IMC 9.4.1 S-box Look-up table 9.4.2 MC classic 9.4.1 S-box Look-up table 9.4.2 Modified IMC



All designs presented in this section were completely synthesized and succesfully implement using Xihnx Foundation Tool F4.1i. All designs are either coded in VHDL or by using libraries of the target devices. CoreGenerator is another tool used for design entry. 9.5.2 Key Schedule Algorithm Implementations Let the user key consisting of 16 bytes be arranged as: ko k4 ks ki2 ki /C5 /C9 /ci3



^2 kQ kio ku ks kr kii ki3



(9.35)



The process of generating next round key is optimized as discussed in Section 9.4.3 and is shown in Figure 9.19. The KGEN block consists of four similar units where each unit contains an S-Box and four XORs. The first block is slightly different as a constant predefined value {rcon) is XOR-ed in each round. As shown in Figure 9.19, last four bytes ku, A^ia, /CH, /cis, of each round key are substituted with the bytes from S-Box and then various XOR operations are performed to get the next round key. The KGEN block is the basic building block used to generate round Keys for all AES implementations. However, the key management for producing
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K5 Ki3^ AF-> SR-> MC-> ARK Decryption: ISR-> IAF-> MI-> M o d M ^ MC-> ARK This AES encryptor/decryptor core occupies 80 BRAMs (43%), 386 I/O Blocks (48%) and 5677 sHces (22.3%) by implementing on Xilinx VirtexE FPGA devices (XCV812BEG). It uses a system clock of 34.2 MHz and the data is processed at the rate of 4121 Mbits/sec. This is a fully pipehne architecture optimized for both time and space that performs at high speed and consumes less space. Encryptor Core It is a fully pipeline AES encryptor core. As it was already mentioned, the encryptor core implements the encryption path for AES encryptor/decryptor core explained in the last Section. The critical path for one encryption round is shown in Figure 9.33. For BS step, pre-computed values of the S-Box are directly stored in the memories (BRAMs), therefore, AF transformation is embedded into BS. For
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Fig. 9.33. The Data Path for Encryptor Core Implementation



the sake of symmetry, BS and SR steps are combined together. Similarly MC and ARK steps are merged to use 4-input/l-output CLB configuration which helps to decrement circuit time delays. The encryption process starts from the first clock cycle as the round-keys are generated in parallel as described in Section 9.5.2. Encrypted blocks appear at the output 11 clock cycles after, when the pipeline got filled. Once the pipeline is filled, the output is available at each consecutive clock cycle. The encryptor core structure occupies 2136 CLB sHces(22%), 100 BRAMs (35%) and 386 I/O blocks (95%) on targeting Xilinx VirtexE FPGA devices (XCV812BEG). It achieves a throughput of 5.2 Gbits/s at the rate of 40.575 MHz. A separated realization of this encryptor core provide a measure of timings for encryption process only. The results shows huge boost in throughput by implementing the encryptor core separately. Decryptor Core It is a fully pipeline decryptor core which implements the separate critical path for the AES encryptor/decryptor core explained before. The critical path for this decryptor core is taken from Figure 9.32 and then modified for IBS implementations. The resulting structure is shown in Figure 9.34. IMC N
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Fig. 9.34. The Data Path for Decryptor Core Implementation



The computations for IBS step are made by using look-up tables and precomputed values of inverse S-Box are directly stored into the memories (BRAMs). The lAF step is embedded into IBS step for symmetric reasons which is obtained by merely rewiring the register contains. The IMC step implementation is a major change in this design, which is implemented by performing a small modification ModM before MC step as discussed in Section 9.4.2. The MC and ARK steps are once again merged into a single module. The decryption process requires 11 cycles to generate the entire round keys, then 11 cycles are consumed to fill up the pipeline. Once the pipeline is filled, decrypted plaintexts appear at the output after each consecutive clock cycle. This decryptor core achieves a throughput of 4.95 Gbits/s at the rate of 38.67 MHz by consuming 3216 CLB slices(34%), 100 BRAMs (35%) and 385
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I/Os (95%). The implementation of decryptor core is made on Xilinx VirtexE FPGA devices (XCV812BEG). A comparison between the encryptor and decryptor cores reveals that there is no big difference in the number of CLB slices occupied by these two designs. Moreover, the throughput achieved for both designs is quite similar. The decryptor core seems to be profited from the modified IMC transformation which resulted in a reduced data path. On the other hand, there is a significant performance difference between separated implementations of encryptor and decryptor cores against the combination of a single encryptor/decryptor implementation. We conclude that separated cores for encryption and decryption provide another option to the end-user. He/she can either select a large FPGA device for combined implementation or prefer to use two small FPGA chips for separated implementations of encryptor and decryptor cores, which can accomplish higher gains in throughput. Table 9.3. Specifications of AES FPGA implementations



Sec. Sec. Sec. Sec. Sec. Sec. Sec.



9.5.4 9.5.4 9.5.5 9.5.3 9.5.3 9.5.5 9.5.5



ICore Type Device BRAMs CLB(S) Throughput (XCV) Slices Mbits/s (T) [308] E / D P 2600E 80 6676 3840 [308] E / D P 2600E 13416 3136 4121 [297] E / D P 2600E 5677 100 IL 812E 2744 [311] E 258.5 P 812E [311] E 2136 5193 100 [307] E P 812E 5193 100 2136 P 812E [306] 100 3216 4949



1^



T/S 0.58 0.24 1.73 0.09 2.43 2.43 1.54



9.5.6 Review of This Chapter Designs The performance results obtained from the designs presented throughout this chapter are summarized in Table 9.3. In Section 9.5.4 we presented two encryptor/decryptor cores. The first one utihzed a Look-Up Table approach for performing the BS/IBS transformations. On the contrary, the second encryptor/decrpytor core computed the BS/IBS transformations based on an on-fly architecture scheme in GF(2'^) and GF(2^)^ and does not occupy BRAMs. The penalty paid was on an increment in CLB shces. The encryptor/decryptor core discussed in Section 9.5.5 exhibits a good performance which is obtained by reducing delay in the data paths for MC/IMC transformations, by using highly efficient memories BRAMs for BS/IBS computations, and by optimizing the circuit for long delays. The encryptor core design of Section 9.5.3 was optimized for both area/time parameters and includes a complete set-up for encryption process. The user-
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key is accepted and round-keys are subsequently generated. The results of each round are latched for next rounds and a final output appears at the output after 10 rounds. This increases the design complexity which causes a decrement in the throughput attained. However this design occupies 2744 CLB shces, which is acceptable for many appHcations. Due to the optimization work for reducing design area, the fully pipeline architecture presented in Sections 9.5.3 and 9.5.5 consumes only 2136 CLB slices plus 100 BRAMs. The throughput obtained was of 5.2 Gbits/s. Finally, the decryptor core of (Sec. 9.5.5) achieves a throughput of 4.9 Gbits/s at the cost of 3216 CLB shces.



9.6 Performance Since the selection of new advanced encryption standard was finalized on October, 2000, the literature is replete with reports of AES implementations on FPGAs. Three main features can be observed in most AES implementations on FPGAs. 1. Algorithm's selection: Not all reported AES architectures implement the whole process, i.e., encryption, decryption and key schedule algorithms. Most of them implement the encryption part only. The key schedule algorithm is often ignored as it is assumed that keys are stored in the internal memory of FPGAs or that they can be provided through an external interface. The FPGA's implementations at [102, 83, 63] are encryptor cores and the key schedule algorithm is only implemented in [63]. On the other hand the AES cores at [223, 366, 357] implement both encryption and decryption with key schedule algorithm. 2. Design's strategy: This is an important factor that is usually taken based on area/time tradeoffs. Several reported AES cores adopted various implementation's strategies. Some of them are iterative looping (XL) [102], sub-pipeline (SP) [83], one-round implementation [63]. Some fully pipeline (PP) architectures have been also reported in [223, 366, 357]. 3. Selection of F P G A : The selection of FPGAs is another factor that influences the performance of AES cores. High performance FPGAs can be efficiently used to achieve high gains in throughput. Most of the reported AES cores utilized Virtex series devices (XCV812, XCVIOOO, XCV3200). Those are single chip FPGA implementations. Some AES cores achieved extremely high throughput but at the cost of multi-chip FPGA architectures [366, 357]. 9.6.1 Other Designs Comparing FPGA's implementations is not a simple task. It would be a fair comparison if all designs were tested under the same environment for all implementations. Ideally, performances of different encryptor cores should be
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compared using the same FPGA, same design's strategies and same design specifications. In this Section a summary of the most representative designs for AES in FPGAs is presented. We have grouped them into four categories: speed, compactness, efficiency, and other designs. Table 9.4. AES Comparison: High Performance Designs Author



Core Type



Device



Good et al. ll3l ETD " ~ P ~ XC3S2000-5 Good et al. 113 E/D P XCV2000e-8 Zambreno et al.[400] E P XC2V4000 Saggese et al.[305] E P XCVE2000-8 Standaert et al.[346J E P VIRTEX3200E Jarvinen et al.[157] E P XCVlOOOe-8



Slices (BRAMs) "EUB" 17425(0) E C B 16693(0) EOB 16938(0) ECB 5819(100) ECB 15112(0) ECB 11719(0)



T/A



Mode



(Mbps) 25107 23654 23570 20,300 18560 16500



1.44 1.41 1.39 1.09 1.22 1.40



* Throughput



In the first group, shown in Table 9.4, we present the fastest cores reported up to date. Throughput for those designs goes from 16.5 Gbps to 25.1 Gbits/s. To achieve such performances designers are forced to utihze pipelined architectures and, clearly, they need large amounts of hardware resources. Up to this book's publication date, the fastest reported design achieved a throughput of 25.1 Gbits/s. It was reported in [113] and it applies a subpipehning strategy. The design divides BS transformation in four steps by using composite field computation. BS is expressed in computational form rather than as a look-up table. By expressing BS with composite field arithmetic, logic functions required to perform GF(2^) arithmetic are expressed in several blocks of GF(2^) arithmetic. That allows obtaining a sort of subpipelining architecture in which each single round is further unfolded into several stages with lower delays. This way, BS is divided into four subpipeline stages. As a result, there is a single stage in the first round, each middle round is composed of seven stages, while the final round, in which MC is not required, takes six stages. To keep balanced stages with similar delays, a pipeline architecture with a depth of 70 stages was developed. After 70 clock cycles once that the pipeline is full, each clock cycle delivers a ciphered block. In the second group shown in Table 9.5 compact designs are shown. The bigger one in [297] takes 2744 slices without using BRAMs. The most compact design reported in [113] needs only 264 slices plus 2 BRAMS and it has a 2.2 Mbps throughput. In order to have a compact design it is necessary to have an iterative (loop) design. Since the main goal of these designs is to reduce hardware area, throughputs tend to be low. Thus, we can see that in general, the more compact a design is the lower its throughput.
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Table 9.5. AES Comparison: Compact Designs Author Good et al.[113] Amphion CS5220 [7] Weaver et al.[375] Chodowick et al. 52 Chodowick et al.[52] Rouvry et al.[302J Saqib [297J



Core Type E E E E E E E



IL IL IL IL IL IL IL



Device



Mode



XCS2S15-6 XVE-8 XVE600-8 XC2530-6 XC2530-5 XC3S50-4 XCV812E



ECB ECB EOB



ECB ECB EOB



EOB



Slices T* T/A (BRAMs) (MbpsJ 264(2) 2.2 .008 421(4) 290 0.69 460(10) 690 1.5 522(3) 166 0.74 522(3) 139 0.62 1231(2) 87 0.07 2744 258.5 0.09



* Throughput



Since BS is the most expensive transformation in terms of area, the idea of dividing computations in composite fields is further exploited in [113] to break 4-bit calculations into several 2-bit calculations. It is therefore a three stage strategy: mapping the elements to subfields, manipulation of the substituted value in the subfield and mapping of the elements back to the original field. Authors in [113] explored as many as 432 choices of representation both, in polynomial as well as normal basis representation of the field elements. In the third group, a list of several designs is presented. We sorted the designs included according to the throughput over area ratio as is shown in Table 9.6^. That ratio provides a measure of efficiency of how much hardware area is occupied to achieve speed gains. In this group we can find iterative as well as pipelined designs. Among all designs considered, the design in [297] only included the encryption phase and the most efficient design in [223] reporting a throughput of 6.9 Gbps by occupying some 2222 CLE sfices plus 100 BRAMs for BS transformation. We stress that we have ignored the usage of BRAMs in our estimations. If BRAMs are taken into consideration, then the design in [346] is clearly more efficient than the one in [223]. The designs in the first three categories implement ECB mode only. The fourth one, which is the shortest, reports designs with CTR and CBC feedback modes as shown in Table 9.7. Let us recall that a feedback mode requires an iterative architecture. The design reported in [214] has a good throughput/area tradeoff, since it takes only 731 slices plus 53 BRAMs, achieving a throughput of 1.06 Gbps. As we have seen, most authors have focused on encryptor cores, implementing ECB mode only. There are few encryptor/decryptor designs reported. However, from the first three categories considered, we classified AES cores according to three different design criteria: a high throughput design, a compact design or an efficient design.



"^ In this figure of merit, we did not take into account the usage of specialized FPGA functionality, such as BRAMs.
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Core Type



McLoone et al. 1223] E Standaert et al.[346J E Saqib et al. [307] E Saggese et al,[305] E Amphion CS5230 17] E Rodriguez et al. [297] E / D Lopez et al [214] E Segredo et al. [325 E Segredo et al. [325 E Calder et al. [41 E Labbe et al.[193 E Gaj et al.[102J E



P P P IL P P IL IL IL IL IL IL



Device



Mode



XCV812E VIRTEX2300E XCV812E XCVE2000-8 XVE-8 XCV2600E Spartan 3 3s4000 XCV600E-8 XCV-100-4 Altera EPFIOK XCVlOOO-4 XCVIOOO



ECB ECB ECB ECB ECB ECB ECB ECB ECB ECB ECB ECB



Slices T* T/A (BRAMsl XMbps) 2222(100) 6956 3.10 542(10) 1450 2.60 2136(100) 5193 2.43 446(10) 1000 2.30 573(10) 1060 1.90 5677(100) 4121 1.73 633(53) 1067 1.68 496 lO) 743 1.49 496(10) 417 0.84 1584 637.24 0.40 2151(4) 390 0.18 2902 331.5 0.11



"Throughput Table 9.7. AES Comparison: Designs with Othe r Modes of Operation Author Fu et al [100] Charot et al.[49] Lopez et al 214 Lopez et al 214 Bae et al [15]



Core Type E E E E E



IL IL IL IL IL



Slices T* T/A i B R A M s ) (Mbps) XCV2V1000 "CTR: 2415 (NA) 1490 0.68 Altera APEX CTR N/A 512 N/A Spartan 3 3s4000 CBC 1031(53) 1067 1.03 Spartan 3 3s4000 CTR 731(53) 1067 1.45 Altera Stratix [CCMJ 5605(LC) 285 NA Device



Mode



* Throughput



After having analyzed the designs included in this Section, we conclude that there is still room for further improvements in designing AES cores for the feedback modes.



9.7 Conclusions A variety of different encryptor, decryptor and encryptor/decryptor AES cores were presented in this Chapter. The encryptor cores were implemented both in iterative and pipeline modes. Some useful techniques were presented for the implementations of encryptor/decryptor cores, including: composite field approach for BS/IBS, look-up table method for BS/IBS, and modified MC/IJVIC approach. All the architectures described produce optimized AES designs with different time and area tradeoffs. Three main factors were taking into account for implementing diverse AES cores.
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•
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High performance: High performances can be obtained through the efficient usage of fast FPGA's resources. Similarly, efficient algorithmic techniques enhance design performance. Low cost solution: It refers to iterative architectures which occupy less hardware area at the cost of speed. Such architectures accommodate in smaller areas and consequently in cheaper FPGA devices. Portable architecture: A portable architecture can be migrated to most FPGA devices by introducing minor modifications in the design. It provides an option to the end-user to choose FPGA of his own choice. Portability can be achieved when a design is implemented by using the standard resources available in FPGA devices, i.e., the FPGA CLE fabric. A general methodology for achieving a portable architecture, in some cases, implies lesser performance in time.



For AES encryptor cores, both iterative and fully pipehne architectures were implemented. The AES encryptor/decryptor cores accomplished the BS/IBS implementation using two techniques: look-up table method and; composite fields. The latter is a portable and low cost solution. The AES encryptor/decryptor core based on the modified MC/IMC is a good example of how to achieve high performance by using both efficient design and algorithmic techniques. It is a single-chip FPGA implementation that exhibits high performance with relatively low area consumption. In short, time/area tradeoffs are always present, however by using efficient techniques at both, design and algorithm level, the always present compromise between area and time can be significantly optimized.



10 Elliptic Curve Cryptography



In this chapter we discuss several algorithms and their corresponding hardware architecture for performing the scalar multiplication operation on elhptic curves defined over binary extension fields GF{2^). By applying parallel strategies at every stage of the design, we are able to obtain high speed implementations at the price of increasing the hardware resource requirements. Specifically, we study the following four diff"erent schemes for performing elhptic curve scalar multiplications, • • • •



Scalar multiplication apphed on Hessian elliptic curves. Montgomery Scalar Multiplication apphed on Weierstrass elliptic curves. Scalar multiplication applied on Koblitz elliptic curves. Scalar multiplication using the Half-and-Add Algorithm.



10.1 I n t r o d u c t i o n Since its proposal in 1985 by [179, 236], many mathematical evidences have consistently shown that, bit by bit, Elhptic Curve Cryptography (ECC) offers more security than any other major public key cryptosystem. Prom the perspective of elliptic curve cryptosystems, the most crucial mathematical operation is the elliptic curve scalar multiplication, which can be informally stated as follows. Let /c be a positive integer and P a point on an elliptic curve. Then we define elliptic curve scalar mutiplication as the operation that computes the multiple Q = kP, defined as the point resulting of adding P -f P -h . . . 4- P , k times. Algorithm 10.1 shows one of the most basic methods used for computing a scalar multiplication, which is based on a double-and-add algorithm isomorphic to the Horner's rule. As its name suggests, the two most prominent building blocks of this method are the point
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doubling and point addition primitives. It can be verified that the computational cost of Algorithm 10.1 is given as m — 1 point doubhngs plus an average of ^^^^^^ point additions. The security of elliptic curve cryptosystems is based on the intractability of the Elliptic Curve Discrete Logarithm Problem (ECDLP) that can be formulated as follows. Given an elliptic curve E defined over a finite field GF{p^) and two points Q and P that belong to the curve, where P has order r, find a positive scalar k G [1, r — 1] such that the equation Q — kP holds. Solving the discrete logarithm problem over elliptic curves is believed to be an extremely hard mathematical problem, much harder than its analogous one defined over finite fields of the same size. Scalar multiplication is the main building block used in all the three fundamental ECC primitives: Key Generation^ Signature and Verification schemes^ Although elliptic curve cryptosystems can be defined over prime fields, for hardware and reconfigurable hardware platform implementations, binary extension finite fields are preferred. This is largely due to the carry-free binary nature exhibit by this type of fields, which is a valuable characteristic for hardware systems leading to both, higher performance and lesser area consumption. Many implementations have been reported so far [128, 334, 261, 333, 20, 311, 327, 46], and most of them utilize a six-layer hierarchical scheme such as the one depicted in Figure 10.1. As a consequence, high performance implementations of elliptic curve cryptography directly depend on the efficiency in the computation of the three underlying layers of the model. The main idea discussed throughout this chapter is that each one of the three bottom layers shown in Figure 10.1 can be implemented using parallel strategies. Parallel architectures oflFer an interesting potential for obtaining a high timing performance at the price of area, implementations in [333, 20, 339, 9] have explicitly attempted a parallel strategy for computing elliptic curve scalar multiplication. Furthermore, for the first time a pipeline strategy was essayed for computing scalar multiplication on a GF{P) elliptic curve in [122]. In this Chapter we present the design of a generic parallel architecture especially tailored for obtaining fast computation of the elliptic curves scalar multiplication operation. The architecture presented here exploits the inherent parallelism of two elliptic curves forms defined over GF(2"^): The Hessian form and the Weierstrass non-supersingular form. In the case of the Weierstrass form we study three diflFerent methods, namely, • • •



Montgomery point multipHcation algorithm; The T operator applied on Koblitz elliptic curves and; Point multiplication using halving



1



Elliptic curve cryptosystem primitives, namely, Key generation, Digital Signature and Verification were studied in §2.5
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Fig. 10.1. Hierarchical Model for Elliptic Curve Cryptography The rest of this Chapter is organized as follows. Section 10.2 briefly describe the Hessian form of an elliptic curve together with its corresponding group law. Then, in Section 10.3 we describe Weierstrass elliptic curve including a description of the Montgomery point multiplication algorithm. In Section 10.4 we present an analysis of how the ability of having more than one field multiplier unit can be exploited by designers for obtaining a high parallelism on the elliptic curve computations. Then, In Section 10.5 we describe the generic parallel architecture for elliptic curve scalar multiplication. Section 10.6 discusses some novels parallel formulations for the scalar multiplication on Koblitz curves. In Section 10.7 we give design details of a reconfigurable hardware architecture able to compute the scalar multiplication algorithm using halving. Section 10.8 includes a performance comparison of the design presented in this Chapter with other similar implementations previously reported. Finally, in Section 10.9 some concluding remarks are highlighted.
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10.2 Hessian Form Chudnvosky et al. presented in [53] a comprehensive study of formal group laws for reduced elliptic curves and Abelian varieties. In this section we discuss the Hessian form of elliptic curves and its corresponding group law followed by the Weierstrass elliptic curve form. The original form for the law of addition on the general cubic was first developed by Cauchy and was later simplified by Sylvester-Desboves [316, 66]. Chudnovsky considered this particular elliptic curve form: ^^By far the best and the prettiest'^ [63]. In modern era, the Hessian form of Elliptic curves has been studied by Smart and Quisquater [335, 160]. Let P{x) be a degree-m polynomial, irreducible over GF(2). Then P{x) generates the finite field ¥q = GF{2'^) of characteristic two. A Hessian elliptic curve E{¥q) is defined to be the set of points (x,y,z) e GF{2'^) x GF{2'^) that satisfy the canonical homogeneous equation, x^ -\-y^ + z^ = Dxyz



(10.1)



Together with the point at infinity denoted by O and given by ( 1 , 0 , - 1 ) . Let P — {xi^yi^zi) and Q = {x2,y2yZ2) be two points that belong to the plane cubic curve of Eq. 10.1. Then we define ~P = {yi,xi,zi) and P + Q = {x3,y3,Z3) where, Xs =



y\^X2Z2-y2^XiZi



2/3 = xi'^y2Z2 - X2^yizi Z3 = zi'^y2X2 -



(10.2)



Z2^yixi



Provided that P ^ Q, The addition formulae of Eq. (10.2) might be paralleHzed using 12 field multipHcations as follows [335], Al == yiX2 A4 = Z1X2 si = AiAe



\2 = xiy2 A5 = 2:1^2 52 = A2A3



A3 ^ X1Z2 Ae = Z2yi S3 = A5A4



(10.3)



tl = A2A5 t2 = A1A4 t^ = XQXS X3 = Si- ti y3 = S2- t2 Z3 = S3- ^3



Whereas the formulae for point doubling are giving by ^3 = yi {zi^ - xi^); 2/3 ==xi{yi^-zAZ3 = zi {xi^ -yi^).



(10.4)



Where 2 P = {x3yy3jZ3). The doubhng formulae of Eq. (10.4) can be also paralleHzed requiring 6 field multiplications plus three field squarings for their computation. The resulting arrangement can be rewritten as [335], Ai^a^i^ A2 = 2/i^ >^3 = zi'^\ A4 = xiAi A5 = yiA2 Ae =-2;iA3; A7 = A5 — Ae As = Ae — A4 Ag = A4 — A5; X2 = yiX8



y2=Xi\7



Z2=^ZI\Q]



fio 5")
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Algorithm 10.1 Doubling & Add algorithm for Scalar Multiplication: MSBFirst Require: k = {km-ukm-2 ,fci,/co)2 with kn-i = 1, P{x,y,z) e E{GF{2'^)) Ensure: Q = kP 1 2 for i = m — 2 downto 0 do Q = 2 • 0; /*point doubling*/ 3 if fci = 1 then 4; Q = Q^P'^ /*point addition*/ 5: end if 6 end for Return Q



By implementing Eqs. (10.3) and (10.5), one can obtain the two building blocks needed for the implementation of the second layer shown in Figure 10.1. Hence, provided that those two blocks are available, one can compute the third layer of Figure 10.1 by using the well-known doubhng and add Algorithm 10.1. That sequential algorithm needs an average of ^^^^ point additions plus m point doublings in order to complete one scalar multiplication computation. Alternatively, we can use the algorithm of Figure 10.2 that can potentially be implemented in parallel since in this case the point addition and doubling operations do not show any dependencies between them. Therefore, if we assume that the algorithm of Figure 10.2 is implemented in parallel, its execution time in average will be of that of approximately y point additions plus ^ point doubhngs^. In Subsection 10.4 we discuss how to obtain an efficient parallel-sequential implementation of the second and third layers of the model of Figure 10.1. Algorithm 10.2 Doubhng & Add algorithm for Scalar Multiphcation: LSBFirst Require: /c = {km-i,km-2 ,ki,ko)2 with kn-i = 1, P{x,y,z) e E{GF{2'^)) Ensure: Q = kP 1 Q=l;i^=P; 2: for i = 0 to m — 1 do if /ci = 1 then 3 0 = 0 + i?; /*point addition*/ 4 end if 5 R=:2R; /*point doubling*/ 6 7 end for Return Q



Because of the inherent parallelism of this algorithm, ^ point doublings computations can be overlapped with the execution of about y point additions.
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10.3 Weierstrass Non-Singular Form As it was already studied in Section 4.3, a Weierstrass non-supersingular elliptic curve E{¥q) is defined to be the set of points {x,y) G GF{2'^)x GF{T^) that satisfy the affine equation, y^ + xy ^ x^ -f ax^ 4- 6,



(10.6)



Where a and h € Fg,6 ^ 0, together with the point at infinity denoted by O, The Weierstrass elliptic curve group law for affine coordinates is given as follows. Let P — (xi^yi) and Q = (0:2,2/2) be two points that belong to the curve 10.6 then -P = {xuxi-hyi). For all P on the curve P H-O - O + P = P . If Q i^ -P, then P -{-Q - (x3,2/3), where



^3 - Wf + 4 ys



\xUixi



P=Q



+ ^)x3+X3



P = Q



^'"-^^



^'""-"^



From Eqns. (10.7) and (10.8) it can be seen that for both of them, point addition (when P :^ -Q) and point doubling (when P — Q), the computations for (x3,y3) require one field inversion and two field multiplications"^. Notice also (a clever observation first made by Montgomery) that the xcoordinate of 2 P does not involve the y-coordinate of P. 10.3.1 Projective Coordinates Compared with field multiplication in affine coordinates, inversion is by far the most expensive basic arithmetic operation in G F ( 2 ^ ) . Inversion can be avoided by means of projective coordinate representation. A point P in projective coordinates is represented using three coordinates X, y , and Z. This representation greatly helps to reduce internal computational operations^. It is customary to convert the point P back from projective to affine coordinates in the final step. This is due to the fact that affine coordinate representation involves the usage of only two coordinates and therefore is more useful for external communication saving some valuable bandwidth. In standard projective coordinates the projective point (X:Y:Z) with Z^ 0 corresponds to the affine coordinates x = X/Z and y = Y/Z. The projective equation of the elliptic curve is given eis: Y^Z -h XYZ



= X^-\- aX'^Z + hZ^



(10.9)



^ The computational costs of field additions and squarings are usually neglected. "* Projective Coordinates were studied in more detail in §4.5
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10.3.2 The Montgomery Method Let P = {xi,yi) and Q = (^2,^2) be two points that belong to the curve of Equation 10.6. Then P -\- Q = (0:3,2/3) and P — Q = (2:4, ^4), also belong to the curve and it can be shown that X3 is given as [128],



x,=x,^ - ^ Xi 4-^2



+f - ^ V 5



(10-10)



\Xi -\-X2)



Hence we only need the x coordinates of P , Q and P — Q to exactly determine the value of the x-coordinate of the point P -\- Q. Let the x coordinate of P be represented by X/Z. Then, when the point 2P — (X2, —, -^2) is converted to projective coordinate representation, it becomes [211], X2 = X^-^b'Z'^] Z2 = X^-2 Zy2,



(10.11)



The computation of Eq. 10.11 requires one general multiplication, one multiplication by the constant b, five squarings and one addition. Fig. 10.3 is the sequence of instructions needed to compute a single point doubling operation Mdouble{Xi, Zi) at a cost of two field multiplications. Algorithm 10.3 Montgomery Point Doubling Require: P = (Xi, - , Z i ) € £;(GF(2"')), c such that c^ = b Ensure: P = 2 • P / * Mdouble(Xi, Zi)*/ 1: T = Xf] 2: M = c-Zf3: Z2 = T- Zl] 4: M = M^; 5: T = T^; 6: X2=T + M; 7: Return (^2,^2)



In a similar way, the coordinates of P + Q in projective coordinates can be computed as the fraction X3/Z3 and are given as:



r-,



Z3-- = (X1- Z2+X-^ , . Z i X3-- = x- Z:, + (Xi • Z2)- {X2 The required field operations for point addition of Eq. 10.12 are three general multiplications, one multiplication by x, one squaring and two additions. This operation can be efficiently implemented as shown in Fig. 10.4.
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Algorithm 10.4 Montgomery Point Addition R e q u i r e : P = (Xi, - , Zi), Q = (X2, - , Z2) G E{GF2 E n s u r e : P = P + Q / * Madd(Xi, Zi, X2, Z2)*/ 1: M = ( X i - Z 2 ) + ( Z i - X 2 ) ; 2: Z3 - M^; 3 N={Xi-Z2)-{Zi'X2y, 4 M = X' Z3] 5 X3 = M + iV; 6 R e t u r n {Xs^Zs)



Montgomery Point Multiplication A method based on the formulas for doubHng (from Eq. 10.11) and for addition (from Eq. 10.12) is shown in Fig. 10.5 [211]. Notice that steps 2.2 and 2.3 are formulae for point doubling {Mdouble) and point addition (Madd) from Figs. 10.3 and 10.4 respectively. In fact both Mdouble and Madd operations are executed in each iteration of the algorithm. If the test bit ki is 4 ' , the manipulations are made for Madd{Xi^ Zi, X2, Z2) and Mdouhle{X2^ Z2) (steps 5-6) else Madd{X2,Z2,Xi,Zi) and Mdouble{Xi,Zi), i.e., Mdouble and Madd with reversed arguments (step 8-9). The approximate running time of the algorithm shown in Fig. 10.5 is 6mM + ( 1 / + lOM) where M represents a field multiplication operation, m stands for the number of bits and / corresponds to inversion. It is to be noted that the factor ( 1 / -f lOM) represents time needed to convert from standard projective to affine coordinates. In the next Subsection we explain the conversion from SP to affine coordinates and then in Subsection 10.4, we discuss how to obtain an efficient parallel implementation of the above algorithm. Conversion from Standard Projective (SP) to Affine Coordinates Both, point addition and point doubling algorithms are presented in standard projective coordinates. A conversion process is therefore needed from SP to affine coordinates. Referring to the algorithm of Fig. 10.5, the corresponding affine x-coordinate is obtained in step 3:



Whereas the affine representation for the y-coordinate is computed by step 4: 2/3 = (x + Xi/Zi)[iXi



-f xZi){X2 + XZ2) + {x^ + y){ZiZ2)]{xZiZ2)-'



+ y.



Notice also that both expressions for xs and 1/3 in affine coordinates include one inversion operation. Although this conversion procedure must be performed only once in the final step, still it would be useful to minimize the number of inversion operations as much as possible. Fortunately it is possible to reduce one inversion operation by using the common operations from
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A l g o r i t h m 1 0 . 5 Montgomery Point Multiplication Require: k = (/cn-i,/cn-2 Ensure: Q = kP 1: Xi = cc;, Zi = 1;



,/ci,/co)2 with kn-i = 1, P{x,y,z)



E



E{GF2'^)



2: X2 = x^ + 6;, Z2 = x^;



3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14:



for i = n — 2 downto 0 do if ki = 1 t h e n Marfd(Xi,Zi,X2,Z2); Mdouble\x2,Z2)\ else Madci(X2,Z2,Xi,Zi); Mdouble{Xi,Zi)end if end for X3 = X i / Z i ; y3 = {x + Xi/Zi)[{Xi + xZi)(X2 + xZ2)-\- {x^ + 2/)(2'iZ2)](2:^1^2)-' -f 2/; R e t u r n (3:3,2/3)



t h e conversion formulae for b o t h x a n d ^-coordinates. A possible sequence of the instructions from S P to afRne coordinates is given by t h e algorithm in Fig. 10.6.



A l g o r i t h m 1 0 . 6 S t a n d a r d Projective to Affine Coordinates Require: P = ( X i , Z i ) , Q = {X2, Z2), P{x,y) G E{GF2'^) Ensure: (0:3,2/3) / * affine coordinates */ 1: Ai = Zi X Z2; 2: \2 = Zi X x\ 3: A3 = A2 + Xi\ 4: A4 = Z2 X x\ 5: A5 = A4 4- Xi\ 6: Ae = A4 + X2\ 7: A7 = A3 X Ae; 8: As = x"^ -\-y\ 9: A9 = Ai X As; 10: Aio = AT + A9; 11: All = a: X Ai; 12: A12 = mferse(Aii); 13: Ai3 = A12 X Aio; 14: 3:3 = Ai4 = A5 X A12; 15: Ai5 = Ai4 + x\ 16: A16 = Ai5 X A13; 17: 2/3 = A16 -\-y\ 18: R e t u r n (0:3,2/3)
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The coordinate conversion process makes use of 10 muItipHcations and only 1 inversion ignoring addition and squaring operations. The algorithm in Fig. 10.6 includes one inversion operation which can be performed using Extended Euclidean Algorithm or Fermat's Little Theorem (FLT)^



10.4 Parallel Strategies for Scalar Point Multiplication As it was mentioned in the introduction Section, parallel implementations of the three underlying layers depicted in Figure 10.1 constitutes the main interest of this Chapter. Several parallel techniques for performing field arithmetic, i.e. the first Layer of the model, were discussed in Chapter 5. However, hardware resource limitations restrict us from attempting a fully parallel implementation of second and third layers. Thus, a compromising strategy must be adopted to exploit parallelism at second and third layers. Let us suppose that our hardware resources allow us to accommodate up to two field multiplier blocks. Under this scenario, the Hessian form point addition primitive (0:3 '. ys - Z3) = {xi : yi : zi) -\- {x2 ' y2 - ^2) studied in Section 10.2 can be accomplished in just six clock cycles as^. Cycle Cycle Cycle Cycle Cycle Cycle Cycle



1 2 3 4 5 6 6. a



Ai = y i • X2;



A2 = a;i • 2/2;



A3 = Xi - Z2]



X4 = Zi'



A5 = zi - ^ 2 ; Si = Ai • Ae;



Ae == Z2 -yw



S3 = A5 • A4;



ti = A2 • A5;



S2 = A2 • A3;



^2 = Ai • A4;



: 0:3 = Si -



X2\



^3 — Ae • A3;



t i ; y3 = S2-



t2 ^3 = S3 - ^ 3 ;



Similarly, the Hessian point doubling primitive, namely, 2{x\ \ y\ \ z\) = (x2 '- y2 '• Z2) can be performed in just 3 cycles as*^. Cycle Cycle Cycle Cycle Cycle



1 : Ai = a^i^; A2 =-yi^; l . a : A4 = xi • Ai; 2 : Ae = ^1 • A3; 2.a : A7 = A5 - Ae; 3 : X2 = yi' As;



A3 == 2^1^; A5 = ?/i • A2; Z2 = Zi • (A4 - A5); As = Ae - A4; y2 = ^1 • A7;



The same analysis can be carried out for the Montgomery point multiplication primitives. The Montgomery point doubling primitive 2(Xi : - \ Zi) = ^ Efficient multiplicative inverse algorithms were studied in §6.3. ^ Because of their simplicity, the arithmetic operations of Cycle 6.a can be computed during the execution of Cycle 6. ^ Due to the simplicity of the arithmetic operations included in cycles 1 and 2.a above, those operations can be merged with the operations performed in cycles l.a and 2, respectively.
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{X2 : - : Z2) when using two multiplier blocks can be accomplished in just one clock cycle as, Cycle 1 : T = Xf; M = c • Z?; Z2 - T • Z?; Cycle l . a : X 2 = r 2 + M2;



^^^'^^^



Whereas, the Montgomery point addition primitive {Xi : — : Zi) = {Xi : — : Zi) 4- {X2 : — : Z2) when using two multiplier blocks can be accomplished in just two clock cycles as, Cycle Cycle Cycle Cycle



1 : ii = (Xi • Z2); ^2 - (^1 • ^2); l . a : M = ^1 4- ^2; ^1 - M^; 2 : N = ti -12; M = x - Zi] 2.a: Xi ^ M-i-N]



^



^^



If two multiplier blocks are available, we can choose whether we want to parallehze the second or the third Layer of the model shown in Fig. 10.1. Algorithm 10.5, i.e. the third Layer of Fig. 10.1, can be executed in parallel by assigning one of our two multiplier blocks to compute the Montgomery point addition of Algorithm 10.4, and the other to perform the Montgomery point doubling of Algorithm 10.3. Then, the corresponding computational cost of point addition and point doubhng primitives become of four and two field multiplications, respectively. In exchange, steps 5-6 and 8-9 of Algorithm 10.5 can be performed in parallel. Since those steps can be performed concurrently their associated execution time reduces to about 4 field multiplications. Therefore, the execution time associated to Algorithm 10.5 would be equivalent to 4m field multiphcations^. Alternatively, the second layer can be executed in parallel by using our two multiplier blocks for computing point addition and point doubling in just 2 and 1 cycles, as it was shown in Eqs.(10.14) and (10.13), respectively. However, this decision will force us to implement Algorithm 10.5 (corresponding to the third layer of Fig. 10.1) in a sequential manner. Therefore, the execution time associated to Algorithm 10.5 would be equivalent to 3m field multiplications. If our hardware resources allow us to implement up to four field multiplier blocks, then we can execute both, the second and third Layers of Fig. 10.1 in parallel. In that case the execution time of AlgorithmlO.5 reduces to just 2m field multiplications. It is noticed that this high parallelism achieved by the Montgomery point multiplication method cannot be achieved by the Hessian form of the Elliptic curve. Table 10.1 presents four of the many options that we can follow in order to parallehze the computation of scalar point multiphcation. The computational costs shown in Table 10.1 are normalized with respect to the required number Since we can execute concurrently the procedures Mdouble and Madd the execution time of the former is completely overlapped by the latter.
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Table 10.1. GF{2'^) Elliptic Curve Point Multiplication Computational Costs Req. No. EC Operation Cost Equivalent Strategy EC Operation Cost Equivalent of Field Time Time 2nd 3rd Hessian Form Montgomery Algorithm Mults. Doubling] Addition Costs Costs Layer Layer DoublingI Addition Sequential Sequential 6M 1 12M 12mM 2M 4M QmM 2 6M 12M 2M 4M Sequential Parallel 9m M Am,M 2 3M 6M IM 2M 3mM QmM Parallel Sequential 4 3M 6M M 2M Parallel Parallel 2m M ImM



of field multiplication operations (since the computation time of squaring operations is usually neglected in arithmetic over GF(2"^)). Notice that the computation times of the Hessian form has been estimated assuming that the scalar multiplication has been accomplished by executing Algorithm 10.2. For instance, the execution time of the Hessian form in the fourth row of Table 10.1 has been estimated as follows, rm. ^ . ^ T-. r^ '^ r^ A 3m , ^ 6m , ^ 9m , ^ Time Cost = —PD + —PA = —-M 4- — - M = —-M. 2 2 2 2 2 Due to area restrictions we can afford to accommodate up to two fully parallel field multipliers in our design. Thus, we can afford both, second and third options of Table 10.1. However, third option is definitely more attractive as it demonstrates better timing performance at the same area cost. Therefore, and as it is indicated in the third row of Table 10.1, the estimated computational cost of our elliptic curve Point multiplication implementation will be of 6m field multiplications in Hessian form. It costs only 3m field multiplications using the Montgomery algorithm for the Weierstrgiss form. In the next Section we discuss how this approach can be carried out on hardware platforms.



10.5 Implementing scalar multiplication on Reconfigurable Hardware Figure 10.2 shows a generic structure for the implementation of elliptic curve scalar multiplication on hardware platforms. That structure is able to implement the parallel-sequential approach listed in the third row of Table 10.1, assuming the availability of two GF(2^) multiplier blocks. In the rest of this Section, it is presupposed that two fully-parallel GF(2^^^) Karatsuba-Ofman field multipliers can be accommodated on the target FPGA device. The architecture in Figure 10.2 is comprised of four classes of blocks: field multipliers. Combinational logic blocks and/or finite field arithmetic (i.e. squaring, etc.), Blocks for intermediate results storage and selection (i.e. registers, multiplexers, etc.), and a Control unit (CU).
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Fig. 10.2. Basic Organization of Elliptic Curve Scalar Implementation A Control Unit is present in virtually every hardware design. Its main responsibility is to control the dataflow among the different design's modules. Design's main architecture, on the other hand, is responsible of computing all required arithmetic/logic operations. It is frequently called Arithmetic-Logic Unit (ALU). 10.5.1 Arithmetic-Logic Unit for Scalar Multiplication Figure 10.3 shows the arithmetic-logic unit designed for computing the scalar multiplication algorithms discussed in the preceding Sections. It is a generic FPGA architecture based on the parallel-sequential approach for kP computations discussed before. In order to implement the memory blocks of Figure 10.2, fast access FPGA's read/write memories BlockRAMs (BRAMs) were used. As it was studied in Chapter 3, a dual port BRAM can be configured as a two single port BRAMs with independent data access. This special feature allows us to save a considerable number of multiplexer operations as the required data is independently accessible from any of the two available input ports. Hence, two similar BRAMs blocks (each one composed by 12 BRAMs) provide four operands to the two multiplier blocks simultaneously. Since each BRAM contains 4k memory cells, two BRAM blocks are sufficient. The combination of 12 BRAMs provides access to a 191-bit bus length. All control signals (read/write, address signals to the BRAMs and multiplexer enable signals) are generated by the control unit (CU). A master clock is directly fed to the BRAM block which is afterwards divided by two, serving as a master clock for the rest of the circuitry. The external multiplexers apply pre and post computations (squaring, XOR, etc.) on the inputs of the multipliers whenever they are required.
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Fig. 10.3. Arithmetic-Logic Unit for Scalar Multiplication on FPGA Platforms Let us recall that we need to perform an inversion operation in order to convert from standard projective coordinates to affine coordinates ^. A squarer block "Sqrinv" is especially included for the sole purpose of performing that inversion. As it was explained in Section 6.3.2, the Itoh-Tsujii multiphcative inverse algorithm requires the computation of m field squarings. This can be accomplished by cascading several squarer blocks so that several squaring operations can be executed within a single clock cycle (See Fig. 6.11 for more details). In the next Subsection we discuss how the arithmetic logic unit of Figure 10.2 can be utihzed for computing a Hessian scalar multiplication. 10.5.2 Scalar multiplication in Hessian Form According to Eq. (10.3) of Section 10.2 we know that the addition of two points in Hessian form consists of 12 multiplications, 3 squarings and 3 addition operations. Implementing squaring over GF(2^) is simple, so we can neglect it. Using the parallel architecture proposed in Figure 10.3, point addition can be performed in 6 clock cycles using two GF(2^®^) multiplier blocks. The Hessian curve point addition sequence using two multiplier units is specified in Eq. (10.13). Table 10.2 shows that sequence in terms of read/write cycles. ^ This conversion is required when executing a Montgomery point multiplication in Standard Projective coordinates
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Referring to the architecture of Figure 10.3, M l and M2 are two memory (BRAMs) blocks, each one composed of two independent ports PTl and PT2. It is noticed that the inputs/outputs of the multipliers are different from those read/write values at the memory blocks. This is due to pre or post computations required during the next clock cycle. Table 10.2 lists computed values during/after multiplications for both, the read and write cycles.



Table 10.2. Point addition in Hessian Form Cycle



1 2 3 4 5 6



Write Read Ml M2 M1/M2 PTl PT2 P T l PT2 PTl PT2 Yi Xi Zi Ai A2 As



Xi Zi Zi A2 Ai Ae



^2 ^2



Y2 Ae A3 A4



¥2 X2 Yi As A4 A3



Ai A3 As



A2 A4 Ae



X3



-



ys Z3



Similarly, Hessian point doubling implementation of Eq. (10.13) consists of 6 multiphcations, 3 squarings and 3 additions. Table 10.3 describes the algorithm flow implemented using the same architecture ( Figure 10.3). Table 10.3. Point doubling in Hessian Form Cycle



1 2 3



Read Write Ml M2 M1/M2 PTl PT2 PTl PT2 PTl PT2 Xi Yi Xi Yi A4 Ag Zi A9 A4 Zi As Z2 A8 A9 Yi Xi X2 2/2



Let m represents the number of bits and M denotes a single finite field multiplication. Then the number of multiplications for one point addition and point doubfing are 6M and 3M, respectively. Referring to the algorithm in Figure 10.1, average of {^)QM and 3mM multiphcations are needed for computing all m bits of the vector k. Thus, 6mM are the total multiplication operations required for computing kP scalar multiplication. In the case of m = 191 bits, the total number of field multiplications required by the algorithm are 1146. Let T be the minimum clock period allowed by the synthesis tool. Then, 1146 x T is the total time required for completing one Hessian elliptic curve scalar multiplication.
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10.5.3 Montgomery Point Multiplication Let us consider now Algorithm 10.5, where each bit of the scalar k are scanned from left to right (i.e., MSB-First). At every iteration (regardless if the bit scanned is zero or one), both point addition (Madd) and point doubling {Mdouble) operations must be performed. However, notice that the order of the arguments is reversed: if the tested bit is T , Mdouble{X2^Z2)^ Madd{Xi, Zi^ X2, Z2) are computed and Mdouble{Xi, Zi), Madd{X2, Z2, Xi.Zi) otherwise. Algorithms 10.4 and 10.3 describe the sequence of instructions for Madd and Mdouble operations, respectively, whereas Eqs. (10.14) and (10.13) specify how those primitives can be accomplished in 2 and 1 cycles, respectively^^. Tables 10.4 and 10.5 describe the multiplications performed for both point addition and point doubling operations in three normal clock cycles when the scanned bit is ' 1 ' or '0' respectively. We kept the same notations used in algorithms 10.4 and 10.3 for point addition and point doubling, respectively. Ml and M2 represent two memory blocks (BRAMs) each one with two independent ports PTl and PT2. Some required arithmetic operations (squaring etc.) need to be performed during read/write cycles at the memories before and after the multiplication operations. Table 10.4. kP Computation, if Test-Bit is ' 1 ' Cycle



1 2 3



Read Write Ml M2 M1/M2 P T l PT2 PTl PT2 PTl PT2 Xi Zi X2 P Z2 Q Tx ^ 2 = ^ 3 X2=X3 X2 Z2 Zi P T2 Xi=X' Zi=Z' Q Q



The resulting vectors Xi,Zi,X2,Z2, are updated at the memories after the completion of point addition and doubling operations using 3 clock cycles per each bit. Therefore, the total time for the whole 191-bit scalar is 191 x 3 x T, where T represents design's maximum allowed frequency. 10.5.4 Implementation Summary All finite field arithmetic blocks and then the kP computational architecture were implemented on a VirtexE XCV3200e-8bg560 device by using Xilinx Foundation Tool F4.1i for design entry, synthesis, testing, implementation and verification of results. Table 10.6 lists timing performances and occupied resources by the said architectures. ^° Provided that two multiplier units are available.
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Table 10.5. kP Computation, If Test-Bit is '0' Cycle



Read Ml P T l PT2



1 2 3



X2 Xi P



M2 PTl PT2



Zi Zi



Z2 Zi



Q



Q



Xi Ti T2



Write M1/M2 PTl



PT2



P



Q



Zi=Z3 X i = X 3 X2=X' Z2=-Z'



Elliptic curve point addition and point doubling do not participate directly as a single computational unit in this design; however parallel computations for both point addition and point doubling are designed together as it was shown in Algorithm 10.1. Both point addition and point doubhng occupy 18300 (56.39 %) CLB sHces and it takes IOO.I77S (at a clock speed of 9.99 MHz) to complete one execution cycle. As it was mentioned in Section 10.2, when using two field multiplier units, six and three clock cycles are needed for computing point addition and point doubling in Hessian form, respectively. The total consumed time for computing each iteration of the algorithm of Figure 10.1 is 900.9?] if the corresponding bit is one and 300.37/5 otherwise. Therefore, scalar point multiphcation in Hessian form is the time needed to complete m/2 point additions (in average) and m point doubhngs. For our case m ^ l 9 1 , the total time is therefore (191/2) • (600.617) + 191 • (300.37/) = 114.71/isii. Similarly, two and one clock cycles are needed to perform Montgomery point addition and point doubling, respectively. The associated executing time is thus, 200.17/5 and 100.27/5 for point addition and point doubling respectively. Each iteration of the algorithm thus consumes 300.37/5 for 3 clock cycles. In the case of m = 191, the total time needed for computing a scalar multiplication is 191(300.3) = 57/x5. Inversion is performed at the end of the main loop of Algorithm 10.5. It takes 28 clock cycles to perform one inversion in GF{2^^^) occupying 1312 CLB slices. The CLB slices for inversion in fact are the FPGA resources occupied for squaring operations only and the multiplier blocks are the same used for point addition and point doubling. The total conversion time (See Algorithm 10.6) is therefore 28 • IOO.I7/ -f 10 • IOO.I7/ = 3.8/i5. Therefore, the execution time for algorithm 10.5 is given as the sum of the time for computing the scalar multiplication and the time to perform coordinate conversion namely, 57.36+ 3.8 = 61.16/X5. It is noted that we did not include a conversion from projective to affine coordinates in the case of the Hessian form.
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The architecture for elliptic curve scalar multiplication in both cases (Hessian form & Montgomery point multiplication) occupies 19626 (60 %) CLB slices, 24 (11%) BRAMs and performs at the rate of lOO.lrys (9.99 MHz). The design for GF(2i^i) Karatsuba-Ofman Multiplier occupies 8721 (26.87%) CLB slices, where one field multiphcation is performed in 43.lrjs. Table 10.6 summarizes the design statistics. Table 10.6. Design Implementation Summary Design



Device (XCV)



CLB slices



Timings



Inversion in GF{2^^^) Binary Karatsuba Multiplier 1 Field Multiplication Point addition -f- Point doubling in Hessian Form Point Multiplication in Hessian form Point addition 4- Point doubling (Montgomery Point Multiplication) Point Multiplication (Montgomery Point Multiplication)



3200E 3200E



1312 8721



3200E



18300



2.8?7s AS.lrjs lOO.lrjs 300.3r?s (if bit = '0') 900.9r/s (if bit = '1')



3200E



114.71MS



3200E



300.3?7s (3 Multiplications) 61.16/xs



19626 & 24 BRAMs 3200E 18300 19626 k 24 BRAMs



10.6 Koblitz Curves First proposed in 1991 by N. Koblitz [180], Koblitz Elliptic Curves have been object of analysis and study since then, due to their superb usage of endomorphism via the Frobenius map for increasing the elliptic curve arithmetic computational performance [180, 133]. Across the years, several efforts for speeding up elliptic curve scalar multiplication on Koblitz curves have been reported both, in hardware and software platforms [13, 384, 216, 133, 132, 339, 340]. Let P{x) be a degree-m polynomial, irreducible over GF{2). Then P{x) generates the finite field F^ = GF{2'^) of characteristic two. A Kobhtz elliptic curve Ea{¥q)^ also known as Anomalous Binary Curve (ABC) [180], is defined as the set of points {x,y) e GF{2'^) x GF{2'^), that satisfy the Kobhtz equation. Ea'.y'^ + xy = x^ -^ax^ -\-1,



(10.15)



together with the point at infinity denoted by O. It is customary to use the notation Ea where a G {0,1}. It is known that Ea forms an addition Abelian group with respect to the elliptic point addition operation^^. ^^ Notice that since Eq. (10.15) assumes a 6 {0,1}, then Koblitz curves are also defined over GF{2).
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So far, most works have strived for reducing the cost associated to the double-and-add method by following two main strategies: Reducing the computational complexity of both, point addition and point doubling primitives and; reducing the number of times that the point addition primitive is invoked during the algorithm execution. Recently, the idea of representing the scalar A; in mixed base rather than the traditional binary form has been proposed. This way, point doubUngs can be partially substituted with advantage by tripling, quadruphng and even halving a point [171, 69, 12, 13, 385, 176]. In this Section we discuss yet another approach for speeding up the computational cost of scalar multiplication on Koblitz curves: the usage of parallel strategies. In concrete, we show that the usage of the T~^ Frobenius operator can be successfully applied in the domain of Koblitz elliptic curves giving an extra flexibility and potential speedup to known elliptic curve scalar multiplication procedures. The rest of this Section is organized as follows. In Subsection 10.6.1 some relevant mathematical concepts are briefly outlined. Then, in Subsection 10.6.2 several parallel formulations of the scalar multiplication on Koblit2 curves are presented. Subsection 10.6.3 discusses relevant implementation aspects of the proposed parallel algorithms for hardware platforms. 10.6.1 The r and T~^ Frobenius Operators In a field of characteristic two, the map between an element x and its square x^ is called the Frobenius map. It can be defined on elliptic points as: T{x,y)



:={x'^,y^).



Similarly, we can define the r~^ Frobenius operator as, r-'^{x,y)



:=



{\/x,y/y).



In binary extension fields, the Lagrange theorem^^ dictates that A^"^ — A for any arbitrary element A e GF{2'^), which in turn imphes that for any i G Z, A^ = A^ . Notice also that by applying the square root operator in both sides of Fermat little theorem identity, we obtain, V~A. — A? = A^"^ , which can be generahzed as, A^ ' = A'^'^ ' for i = 0 , 1 , . . . , m. Using above identities, it is easy to show that the Frobenius operator satisfies the properties enumerated in the next theorem. Theorem 10.6.1 The Frobenius operator satisfies the following properties, 1, TT ^ = r V = 1 2. r' r^r^"'^^^, forieZ 3. r-' = r ^ - % for i = 1,2,"- ,m — 1 I r' = r - ( ^ - ^ ) , / o r z = l,2,- • • ,m — 1
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T ^ =T



^ =T



Fig. 10.4. An illustration of the r and r ^ Abelian Groups (with m an Even Number) In other words, the r and the r~^ operators generate an Abelian group of order m as is depicted in Fig. 10.4. Considering an arbitrary element A G GF{2'^), with m even, Fig. 10.4 illustrates, in the clockwise direction, all the m elhptic curve points that can be generated by repeatedly computing the r operator, i.e., r^P for z = 0,1, • • • , m— 1. On the other hand, in the counterclockwise direction, Fig. 10.4 illustrates all the m points that can be generated by repeatedly computing the r~^ operator, i.e., r~^P for 2 = 0,1, • • • , m — 1. Frobenius Operator Applied on Koblitz Curves Koblitz curves exhibit the property that, if P = (x, y) is a point in Ea then so is the point (x^,y^) [338]. Moreover, it has been shown that, (x'^,^^) + 2{x,y) = /i(x^,^^) for every (x,y) on Ea, where (i = (-1)^"^. Therefore, using the Frobenius notation, we can write the relation, r{rP) + 2P = (r2 + 2)P -



firP.



(10.16)



Notice that last equation impUes that a point doubling can be computed by applying twice the r Frobenius operator to the point P followed by a point ^^ Lagrange theorem can be used to prove the Fermat's little theorem and its generalization Euler's theorem studied in Chapter 4
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addition of the points /j^rP and r'^P, Let us recall that the Frobenius operator is an inexpensive operation since field squaring is a linear operation in binary extension fields. By solving the quadratic Eq. 10.16 for r, we can find an equivalence between a squaring map and the scalar multiplication with the complex number r — ~-^ Y ~'^. It can be shown that any positive integer k can be reduced modulo T^ — 1. Hence, a r-adic non-adjacent form ( T N A F ) of the scalar k can be produced as, i-i



k=^ Y^UiT^^ i=0



where each ui G {0, ±1} and / is the expansion's length. The scalar multiplication kP can then be computed with an equivalent non-adjacent form (NAF) addition-subtraction method. Standard (NAF) addition-subtraction method computes a scalar multiphcation in about m doubles and m / 3 additions [129]. Likewise, the T N A F method implies the computation of I r mappings (field squarings) and 1/3 additions. On the other hand, it is possible to process uj digits of the scalar k at a time. Let a; > 2 be a positive integer. Let us define ai = i mod r^ for i G [1,3, 5 , . . . , 2'^~-^ — 1]. A width-o; rNAF of a nonzero element k is an expression k — Y^JIQUIT'^ where each ui G [0, ± a i , ± a 3 , . . . , ±a2w-i_i] and ui-i 7^ 0. It is also guaranteed that at most one of any consecutive u coefficients is nonzero. Therefore, the CJTNAF expansion of k represents an equivalence relation between the scalar multiplication kP and the expression, UQP + TUiP + T'^U2P + . . . + r^-^ui-iP



(10.17)



In [338, 337, 26] it was proved that for a Kobhtz elhptic curve Ea[GF{2'^)], the length / of a rNAF expansion, is always less or equal than m 4- a -h 3, ^NAF < m 4- a -f- 3



Using the properties enounced in Theorem 10.6.1, Equation (10.17) can be reduced even further whenever I > m. Indeed, given the fact that r^+^ — r^ for z = 0,1, • • • ,m — 1, we can reduce all the expansion coefficients ui greater than m as follows, m-fa+2



m—1



m+a+2



a-\-2



m —l



k= Yl ^^'^' ^ XI ^^'^^ "^ XI '^^^^ = X^ ('"i + ^m+i) '^' + XI '^^^' 1=0



i=Q



i=m



i=0



i=a+3



(10.18) Furthermore, using property 4 of Theorem 10.6.1, it is always possible to express a length m CJTNAF expansion in terms of the r~^ operator as follows.
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k-=Yl



^'^'



"" ('^0 "^ '^1'^^ + ^2T^ H - . . . + Um-ir"^'^)



(10.19) m—l i=0



Summarizing, Koblitz elliptic curve scalar multiplication can be accomplished by processing eUiptic point additions and r a n d / o r r~^ mappings. Hence, a Koblitz multiplication algorithm is usually divided into two main phases: a u;-TNAF expansion of t h e scalar /c; a n d t h e scalar multiplication itself based on t h e r Frobenius o p e r a t o r and eUiptic curve addition sequences. 1 0 . 6 . 2 C J T N A F S c a l a r M u l t i p l i c a t i o n in T w o P h a s e s



A l g o r i t h m 1 0 . 7 a ; r N A F Expansion[133, 132] Require: Curve Parameters; representative elements: u = 1,3,...,2^^-^ - 1 ; 5 ; ^ca/ar/u. Ensure: u)rNAF{k) 1 Compute (ro,ri) 0 t h e n 6 else 7; ^< 1; u < u] 8; end if 9: 10 ro ^ ro - ^Pu] r i ^ n - .^7^; Wi 0 then 7: Q = Q + P', 8: else if /cj < 0 then 9: Q = Q-P', 10: end if 11: P = P/2; 12: end for 13: Return (Q)



10.7.2 Implementation The proposed architecture for achieving eUiptic curve scalar multiplication is shown in Figure 10.6. The architecture consists of two main units, namely, an Arithmetic Logic Unit (ALU) block (responsible of performing field arithmetic and elliptic curve arithmetic), and a control unit (that manages and controls the dataflow of the whole circuit). Control Unit Table 10.9 shows the operations that can be performed by the circuit per clock cycle. In the first column the operations that the ALU can perform are hsted. The first eight rows specify the sequence of operations needed for computing an elliptic curve point addition. The next three rows specify the operations needed for computing a point doubUng primitive. The last three rows show the necessary operations for computing a point halving (either in A-representation or in affine coordinates).
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Fig. 10.6. Point Halving Scalar Multiplication Architecture The second column represents the inputs given to the ALU circuit, whereas the fourth column shows the ALU circuit output being written to memory.
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Fig. 10,7. Point Halving Arithmetic Logic Unit
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Finally, the third column includes a twenty-six bit control word that stipulates which parts of the Arithmetic Logic Unit must be activated by the Control Unit. The control word format is explained below. Table 10.9. Operations Supported by the ALU Module operation



input a^aia^ci-i yiZxYxVi = 2/2 • z'i + n X2Z1X1 — X\—xi'Z\^ X\ X1Z1-Ti=XiZi XiZi-Ti Xi=X?-(Z?+Ti) y2ZiYi~ T2=-X2' Zi-^ Xi X2Z1X1X2Ziy2Yi - {X2 -}- 2/2) • Zf Y1T1T2Z1 Fi = ( T i - | - Z i ) - T 2 + y i XiZi - Zi = X't • Z'i Xi = ( X i ^ + T i ) - ( y i 2 + Z i + T l ) YiZiXiTi T2Z1 - Ti n = Zi • Ti -}- T2 Point Halving (affines) X2 - 2 / 2 Point Halving (A-representation) X2 - 2 / 2 2/2 = \X2 + x\ X2 - 2 / 2 -



control word



output



S25 • • • So



CoCi



IxxOlOOOxxllOlOOOOllOxxxlx llOxxxxOxxOOOlOOlOllOxxxlx lOxxxxxOxOxxOlOOlxxOOxxxlx OOxxxxxO1OxxOO1OOxxOOOO111 OxxOlOOOxxl10100001lOxxxlx llOxxxxOxxOOOlOOlOllOxxxlx OlxxxOlOxxOlllOOOxxOOxxxlx OxxOOlOxlOlllOOllOOlOxxxlx OOxxxxxOxOxxOOOOOxxOOOOOl 1 OxOlOxxxxlOxxxxxxxxOlOlOll OOxxxlOlxxOlOlOOlOllOxxxlx lOlxxxOlxxOlOl10101lOxxxOO lOlxxxOlxxOlOlUOxxOOxxxOO lOlxxxOlxxOlOlOOllOlOxxxlx



Yix Xix Tix XiZi TiXi T2X Yix Yix Z1T2 T2X1 Yix X2y2 X2X -2/2



Each control word consists of a string of 26 bits organized as follows: XJCOOIOIO 1100 lOOllOOlOXXXlX direction



MUX



ALU



The first eight bits designate the addresses to be read by the memory block, the next four bits designate which operand will be loaded to the ALU unit, and finally the last fourteen bits designate which operations will be performed by the ALU unit according to the list of supported operations shown in Table 10.9. As an example, consider point halving computation in affine coordinates of Algorithm 10.12. The datapath for this computation is illustrated in Fig. 10.8. First, it is necessary to load 0:2,2/2 into the input registers Ao,A2, respectively. Additionally, a copy of X2 is stored in Ai. Then, the operations for loading HT{Ao -f 1) and Ai on the finite field multiplier are commanded by the Control Unit. Next, we multiply Ai • HT{Ao -h 1) and immediately after A2 is added to that product obtaining ^2 + Ai • HT{AQ-hi). Thereafter, the result obtained by the multiplication operation is computed into the trace unit, in order to choose the appropriate operand for the square-root unit, and to send the corresponding outputs Co, Ci. The dataflow just described is highlighted in Figure 10.8. As mentioned previously, our architecture allows us to perform three main elliptic curve operations, namely, point addition, point doubhng and point
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«JLCZ] Fig. 10.8. Point Halving Execution



halving, Table 10.10 lists the number of cycles required in order to perform such operations. Furthermore, Figures 10.9 and 10.10 show the time diagram corresponding to the execution of the point addition and point doubling primitives, respectively. Table 10.10. Cycles per Operation Elliptic curve operations # cycles Point Halving (affine coordinates) 1 2 Point Halving (A-representation) Point Doubling 3 Point Addition 8



10.7.3 Performance Estimation We estimate the running time of the circuit of Fig. 10.6 as follows. We need eight cycles and one cycle for performing a Point Addition (PA) in mixed LD coordinates and a Point Halving (PH) operation, respectively. On the other hand, the computational cost of Algorithm 10.13 is approximately, —PA-^mPH. o
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Fig. 10.9. Point Addition Execution
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Fig. 10.10. Point Doubling Execution



Translating above equation to clock cycles, we get, ^ ( 8 ) -f mPH(l) o



= ^m o



Clock Cycles,



In other words, the architecture presented in this Section (see Figures 10.6 and 10.7) needs approximately -ym clock cycles for performing an elliptic curve point multiphcation using the Half-and-Add Algorithm 10.13.
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Talkie 10.11. Fastest Ellipt ic Curve Scalar Multiplication Hardware Designs m clock time MHz [ML Virtex II Cruz-A. et al.[54] 2UU6 233 27.58 17.64 Virtex II 163 23.94 25.0 Hernandez-R et al.[137] 2UUb Virtex 4 30 113 65 Cheung et al. [50] 2005 Virtex II 163 68.9 48 Shu et al.[329] 2005 Virtex II 191 9.99 61.16 Saqib et al.[310] 2006 2004 Virtex II 163 66.0 75 Lutz [216] Virtex II 163 90.2 106 Jarvinen et al.[155] 2004 2002 Virtex II 163 66.4 143 Gura et al. [125] Satoh et al. [313] 2003 0.13/im CMOS 160 510.2 190 Virtex 167 76.7 210 2000 Orlando et al.[261] Virtex 191 50 270 1 Bednara et al. [20] 2002 1 Sozzani et al. [341] 2005 0.13Mm CMOS 163 417 270 2002 Atmel 113 12 1400 Ernst et al. [313] 1 Schroeppel et al. [322] 2003 0.13Atm CMOS 178 227 4400 Author



year



platform



Cost LUTs 39762(11) 22665 13922 (est) 25763 39252(24) 10017 36158(est) 22665



-



m



T-LUT



332.19 287.67 270.55 131.81 79.56 216.95 42.53 36.14



-



3002



265.03



-



-



143K gates



10.8 Performance Comparison In this Section we compare some of the most representative eUiptic curve designs reported during this decade. In our survey we considered three metrics; speed, compactness and efRciency. Our study tries to sum up the state-of-theart of scalar multiplication hardware implementations. Table 10.11 shows the fastest designs reported to date for elliptic scalar multiplication over GF(2'^y^. It can be observed that the design of [54] which features a specialized design on Koblitz curves shows the highest speed of all designs considered.



Table 10.12. Most Compact EUiptic Curve Scalar Multiplication Hardware Designs Author



year



Kim et al. [172]2002 2004 Oztiirk et al. [265] Aigner et al. [2] 2004 Schroeppel 2003 et al. [322] Shuhua 2005 et al. [330]



platform



m



clock MHz



time (mS)



0.35/im CMOS 192 binary 10 36.2 (est) 0.13Mm CMOS 167 prime 20 31.9 167 prime 200 3.1 0.13/im CMOS 191 binary 10 46.9 4.4 0.13/xm CMOS 178 binary 227 Virtex II



192 prime



50



6



Cost



m



TGates



16.84K gates 30.3K gates 34.4K gates 25K NANDs 143K gates



0.315 0.1727 1.56 0.163 0.283



4729 LUTs



~



^^ Whenever the number of LUTs utilized by the design is not available, an estimation based on the reported number of CLBs has been made. The number in parenthesis in the seventh column represents the total number of BRAMs.
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In Table 6.4 we show a selection of some of the most compact reconfigurable hardware elliptic curve designs reported to date. It is noted that this category is dominated by those designs implemented in VLSI working with elliptic curves defined over GF{2'^). Indeed, the most compact GF{P) elliptic curve design in [265] has a hardware cost 1.8 times greater than that of the smallest GF{2'^) elliptic curve design in [172]. We measure efficiency by taking the ratio of number of bits processed over slices multiplied by the time delay achieved by the design, namely, bits Slices X timings For instance, consider the Koblitz design presented in [54]. As is shown in Table 10.11, working over GF(2^^^), that design achieved a time delay of just 17.64/xS at a cost of 39762 Look Up Tables (LUTs) and 11 Block RAMs. Therefore its efficiency is calculated as. hits Slices X timings



233 - 332.19 39762 x 17.64/x



When comparing the designs featured in Tables 10.11 and 10.13, it is noticed that the fastest and most efficient multiplier designs are the Koblitz elliptic curve designs as well as the half-and-add scalar multiplication design studied in this Chapter. Table 10.13. Most Efficient Elliptic Curve Scalar Multiplication Hardware Designs Author



year platform m clock MHz Cruz-A. et al.[54] 2006 Virtex II ^33 27.58 Hernandez-R et al.[137] 2005 Virtex II 163 23.94 Cheung et al, [50] 2005 Virtex 4 113 65 163 35 Orlando et al.[261] 2000 Virtex 167 76.7 2004 Virtex II 163 66.0 Lutz [216] S h u e t al.[329] 2005 Virtex II 163 68.9 233 67.9 Saqib et al.[310] 2006 Virtex II 191 9.99 191 9.99 Jarvinen et al.[155] 2004 Virtex II 163 90.2 193 90.2 233 73.6 2002 Virtex II 163 66.4 Gura et al. [125] 2002 Virtex 113 31 Leung et al. [205]



time (MS)



17.64 25.0 30 50 210 75 48 89 61.16 114.71 106 139 227 143 750



Cost LUTs 39762(11) 22665 13922 (est) 20047 (est) 3002 10017 25763 35800 39252(24) 39252(24) 36158(est) 38500(est) 46040(est) 22665 17506



m



TLUT



332.19 287.67 270.55 162.61 265.03 216.95 131.81 73.13 79.56 42.41 42.53 36.06 22.29 36.14 8.61
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10.9 Conclusions Two major factors contribute for achieving high performances in the architectures presented throughout this chapter. Firstly, the usage of parallel strategies apphed at every stage of the design. Secondly, efficient elliptic curve algorithms such as the Montgomery point multiplication, scalar multiplication on Koblitz curves, the half-and-add method, etc, along with their efficient implementations on reconfigurable hardware. Furthermore, it resulted also crucial to take advantage of the lower-grained characteristic of reconfigurable hardware devices and their associated functionality (in the form of BRAMs and other resources). In §10.5 we studied a generic architecture able to compute the scalar multipfication in Hessian form as weU as the Montgomery point multiplication algorithm. It is noticed that theoretically (see Table 10.1), the Weierstreiss form utilizing the Montgomery point multiplication formulation can be computed in about half the execution time consumed by the Hessian form. This prediction was confirmed in practice in [310] for elliptic curves defined over GF(2^^^), as is shown in Table 10.13. Then, we presented in §10.6 parallel formulations of the scalar multiplication operation on Koblitz curves. The main idea proposed in that Section consisted on the concurrent usage of the r and T~^ Frobenius operators, which allowed us to parallelize the computation of scalar multiplication on elHptic curves. On the other hand, we described a compact format of the cjrNAF expansion which was especially tailored for hardware implementations. In this new format at most 2[j^;^] expansion coefficients need to be stored and processed, provided that the arithmetic unit can compute up to a; — 1 subsequent applications of the r Frobenius operator in one single clock cycle. Furthermore, it was shown that by using as building blocks the r and r~^ Frobenius operators along with a single point addition unit, a parallel version of the classical double-and-add scalar multiplication algorithm can be obtained, with an estimated speedup of up to 14% percent when compared with the traditional sequential version. In §10.7 we presented an architecture that is able to compute the elHptic curve scalar multiplication using the half-and-add method. Additionally, we presented optimizations strategies for computing a point addition and a point doubling using LD projective coordinates in just eight and three clock cycles, respectively. Finally, in §10.8 we compared some of the most representative eUiptic curve designs reported during this decade. In our survey we considered three metrics: speed, compactness and efficiency. Our study tries to sum up the state-of-the-art of scalar multiplication hardware implementations.
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Glossary



Adittion Chains An addition chain for an integer m — 1 consists of a finite sequence of integers U = [UQ^UI^ ... ,Ut)^ and a sequence of integer pairs y = ((^ij Ji)j • • •, {h,jt)) such that UQ = 1^ ut = m — l, and whenever 1 < i < tj Ui = Uki -\- Uj^. Addition chains are particularly useful for performing field exponentiation. Area (hardware) Hardware resources occupied by the design. In terms of FPGAs, hardware area includes number of CLBs, memory blocks, lOBs, etc. Authentication It is a security service related to identification. This function applies to both entities and information itself. Block cipher A type of symmetric key cipher which operates on groups of bits of a fixed length, termed blocks. B l o c k R A M s Built-in memory modules in FPGAs. Brute force attack A brute force attack is brute force search for key space: trying all possible keys to recover plaintext from cipher text. Cipher A cipher is an algorithm for performing encryption and decryption. Ciphertext An encrypted message is called ciphertext. CLB Configurable logic block (CLB) is a programmable unit in FPGAs. A CLB can be reconfigured by the designer resulting a functionally new digital circuit. Confidentiality It guarantees that sensitive information can only be accessed by those users/entities authorized to unveil it. Configurable Soc (CSoC) CSoc integrates reconfigurable hardware, one or more processor and memory blocks on a single chip. Confusion Confusion makes the output dependent on the key. Ideally every key bit influences every output bit. Cryptographic Security Strength the Security strength of a given cryptographic algorithm is determined by the quality of the algorithm itself, the key size used and the block size handled by the algorithm.
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Data Integrity It is a service which addresses the unauthorized alteration of data. This property refers to data that has not been changed, destroyed, or lost in a malicious or accidental manner. Decryption The process of retrieving plaintext from ciphertext is called decryption. DifRe-Hellman Key Exchange Protocol Invented in 1976 by Whitfield Diffie, Martin Hellman and Ralph Merkle, the Diffie-Hellman key exchange protocol was the first practical method for estabhshing a shared secret over an unprotected communication channel. Difussion Diffusion makes the output dependent on the previous input (plaintext/ciphertext). Ideally each output bit is influenced by every input bit. Discrete Logarithm Problem Given a number p, a generator g e Zp* and an arbitrary element a G Zp*, find the unique number i, 0 < i < p — 1, such that a = g^{modp). Downstream It defines the transmission from line terminal to network terminal (from customer to network premise). Elliptic curve In mathematics, elliptic curves are defined by certain cubic (third degree) equations. They find applications in cryptography. Elliptic curve cryptography Elliptic curve cryptography (ECC) is an approach to public-key cryptography based on the mathematics of elliptic curves. Elliptic Curve Discrete logarithmic problem Let Epq be an elliptic curve defined over the finite field F^and let P be a point P G Ep^ with primer order n. Consider the /c-multiple of the point P, Q = kP defined as the elliptic curve point resulting of adding P , /c — 1 times with itself, where k is a positive scalar in [1, n — Ij. The elliptic curve discrete logarithm problem consists on finding the scalar k that satisfies the equation Q — kP. Elliptic curve scalar multiplication Let P be a point on Elliptic curve then the scalar product nP can be obtained by adding n copies of the same point P. The product nP = P -f P-|H- P obtained in this way is referred as elliptic curve scalar multiplication. Encryption Encoding the contents of the message in such a way that it hides its contents from outsiders is called Encryption. Extended Euclidean Algorithm In order to obtain the modular inverse of a number a we may use the extended Euclidean algorithm, with which it is possible to find the two unique integer numbers x, y that satisfy the equation, ax 4- my = 1. F P G A A field-programmable gate array or FPGA is a gate array that can be reprogrammed, after it is manufactured. Full Adder A full-adder is a combinational circuit with 3 input and 2 outputs. The inputs Ai, Bi^ d and the outputs Si and Ci^i are boolean variables. It is assumed that Ai and Bi are the zth bits of the integers A and J5, respectively, and Q is the carry bit received by the zth position.



References



357



The FA cell computes the sum bit Si and the carry-out bit Ci-^i which is to be received by the next cell. Fundamental Theorem of Arithmetic Any natural number n > 1 is either a prime number, or it can be factored as a product of powers of prime numbers pi. Furthermore, except for the order of the factors, this factorization is unique. Granularity Granularity of the reconfigurable logic is defined as the size of the smallest functional unit that can be addressed by device programming tools. Greatest common divisor Given two integers a and b different than 0, we say that the integer c/ > 1 is the greatest common divisor, or gcd, of a and b if d\a, d\b and for any other integer c such that c\a and c\b then c\d. In other words, d is the greatest positive number that divides both, a and b. HDL Hardware Description Languages (HDLs) are used for formal description of electronic circuits. They describe circuit's operation, its design, and tests to verify its operation by means of simulation. Typical HDL compilers tools, verify, compile and synthesize an HDL code, providing a list of electronic components that represent the circuit and also giving details of how they are connected. Integer Factorization Problem Given an integer number n, obtain its prime factorization, i.e., find n = pi^^P2^^P3^^ • • 'Pk^^ ^ where pi is a prime number and e^ > L Iterative Looping It implements only one round and n iterations of the algorithm are carried out by feeding back previous round results. JTAG The Joint Test Action Group (JTAG) is the common name for the IEEE 1149.1 standard that defines the interface protocol between programmable devices and high-end computers. Key schedule In cryptography, the algorithm for computing the sub-keys for each round in a block cipher from the encryption (or decryption) key is called the key schedule." Logic Cell A logic cell is a very basic unit in FPGA which includes a 4-input function generator, carry logic, and a storage element (flip-flop). Look U p Table A function generator in a logic cell is implemented as a look-up table which can be programmed to a desired Boolean logic, in addition, each look up table acts as a memory unit. Loop unrolling It implements n rounds of the algorithm, thus after an initial delay, output appears at each clock cycle. Message Digest A cryptograph hash function takes a message of an arbitrary length and outputs a fixed length string, referred to as message digest or hash of that message. The purpose of message digest is to provide fingerprint of that message. Montgomery Multiplier In 1985, P. L. Montgomery introduced an efficient algorithm for computing R = A- B mod n where A, B, and n are /c-bit binary numbers. The Montgomery reduction algorithm computes the resulting /c-bit number R without performing a division by the modu-
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lus n. Via an ingenious representation of the residue class modulo n, this algorithm replaces division by n operation with division by a power of 2. Non-Repudiation It is a security service which prevents an entity from denying previous commitments or actions. One Way Function Is an injective function / ( x ) , such that f{x) can be computed efficiently, but the computation of f~^{y) is computational intractable, even when using the most advanced algorithms along with the most sophisticated computer systems. One-way Trapdoor Function We say that a one-way function is a Oneway trapdoor function if is feasible to compute f~^{y) if and only if a supplementary information (usually the secret key) is provided. Permutation Permutation refers to the rearrangement of an element. In cryptography, elements (bit strings) are generally permuted in according to some fixed permutation tables provided by the algorithm. Plaintext In cryptographic terminology, message is called plaintext. Portable Digital Assistants (PDAs) PDAs are handheld small computers that were originally designed as personal organizers. PDAs usually contain note pad, address book, task hst, clock and calculator, etc. Modern PDAs are even more versatile. Most of them are equipped with an Intel XScale ^Processor running at 400 MHz with up to 128MB of RAM memory. Reconfigurable computing Denotes the use of reconfigurable hardware, also called custom computing. Reconfigurable hardware Hardware devices in which the functionality of the logic gates is customizable at run-time. FPGAs is a type of reconfigurable hardware. Stream cipher Stream ciphers encrypt each bit of the plaintext individually before moving on to the next. Substitution Substitution refers to the replacement of an element with a new element. In cryptography, substitution operation is mainly used in block ciphers where an element is replaced with the elements from the substitution boxes called as S-boxes. The substituted values in some block ciphers can also be calculated. System-on-Chip (SoC) SoC is a programmable platform which integrates many functions into a single chip. It may include analog as well digital components. A typical SoC includes one or more processing element (microcontroller/microprocessor or DSP), memory blocks, oscillators, analog to digital or digital to analog or both and other peripherals (counter timers, USB, Ethernet, power supply). Throughput It is a measure for timing performance of a design and is calculated as: Throughput= (Allowed Frequency x Number of bits )/ Number of rounds (bits/s). Upstream It defines the transmission from network terminal to line terminal (from network to customer premise).
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