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Introduction



Improving logic efficiency by time-sharing, Dynamically Reconfigurable FPGAs (DRFPGAs) have gained much attention recently. In a DRFPGA, a virtual large design is partitioned into multiple stages (or partitions) to share the same smaller physical device than that occupied by a traditional FPGA. Various architectures have been proposed, e.g., the Xilinx model [12], the Dynamically Programmable Gate Array [2], and the Virtual Element Gate Array [7]. In these models, on-chip SRAM bits are programed to record the configuration of each stage. Dynamic reconfiguration of logic blocks and wire segments can be performed by reading the on-chip SRAM bits of each configuration in order. Figure 1 shows the Xilinx DRFPGA configuration model [12]. The Xilinx DRFPGA emulates a single large design in multiple configurations. Each configuration can be stored in a configuration memory plane (CMP) which consists of a two-dimensional array of configuration memory cells (CMCs). In each micro cycle, the SRAM bits of the corresponding configuration are loaded into the DRFPGA, and the configurable logic blocks (CLBs) are reused to evaluate combinational logic. One pass through all micro-cycles is called a user cycle. The target architecture consists of an array of augmented XC4000E-style CLBs [12]. Each CLB includes a set of micro registers (MRs) to hold the CLB results between configurations. Every CMC of the original FPGA is packed by eight inactive memory cells. MRs not only store the intermediate values of combinational logic for use in later micro-cycles, but also hold latch values for use in the next user cycle. A micro-cycle starts with saving all the CLB results of the previous micro-cycle in MRs, and then a new configuration is loaded into the active configuration memory. The loading process is called flash reconfiguration. Due to the reuse of logic and interconnect, the placement problem for DRFPGAs is quite different from the traditional one. Unlike traditional FPGAs, the order of the execution of nodes must satisfy the precedence constraints in a DRFPGA. We refer to the lifetime of a node in a DRFPGA as the duration from the stage where the node is assigned to the stage when it is last used. The intermediate value of a node must be stored in an MR during its lifetime. The values of several nodes can be stored in the same MR if the lifetimes of the nodes do not overlap. In contrast, if there are two combinational or latch nodes placed in the same position on different memory planes and their lifetimes overlap, then their results cannot be stored in the same memory space of an MR. Besides, the number of nodes whose lifetimes overlap in the same position cannot exceed the MR
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In this paper, we introduce a new placement problem movitated by the Dynamically Reconfigurable FPGA (DRFPGA) architectures. Unlike traditional placement, the problem for DRFPGAs must consider the precedence constraints among logic components. For the placement, we develop an effective metric that can consider wirelength, register requirement, and power consumption simultaneously. With the considerations of the new metric and the precedence constraints, we then present a threestage scheme of partitioning, initial placement generation, and placement refinement to solve the new placement problem. Experimental results show that our placement scheme with the new metric achieves respective improvements of 17.2%, 27.0%, and 35.9% in wirelength, the number of registers, and power consumption requirements, compared with the list scheduling method.
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Figure 1: The Xilinx DRFPGA configuration model. capacity—the MR-capacity constraint. For the DRFPGA placement, we develop in this paper a new metric that can simultaneously consider wirelength, MR usage, and power consumption under the precedence constraints. With the considerations of the new metric and the precedence constraints, we then present a threestage scheme of partitioning, initial placement generation, and placement refinement to solve the new placement problem for DRFPGAs. The first stage partitions a circuit into k sub-circuits without violating the precedence constraint, where k is the number of CMPs in a DRFPGA. The k-way DRFPGA partitioning method is an extension of the FM [5] balanced bipartitioning. In the partitioning, we reduce the length of lifetime for each node as much as possible, since the length of lifetime is closely related to the number of MRs required. The second stage employs a constructive method to obtain an initial placement; nodes are placed in the decreasing order of the percentages that their neighbors are already placed. The last stage applies a simulated annealing approach to improve the initial placement. Experiments with the benchmark circuits used in [4] show that our placement scheme with the new metric achieves respective improvements of 17.2%, 27.0%, and 35.9% in wirelength, the number of registers, and power consumption requirements, compared with the list scheduling method. The remainder of this paper is organized as follows. Section 2 formulates the new placement problem. Section 3 presents the new metric for the DRFPGA placement. Section 4 proposes the three-stage placement algorithm. Section 5 shows the experimental results, and finally conclusions are given in Section 6.
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Problem Formulation



In this paper, all circuits are preprocessed by a lookup table based (LUTs) technology mapper [11] and thus the circuit components are composed of lookup tables, latches, and netlists. We represent a circuit by a directed hypergraph G = (V; E ), where V is the set of LUTs and latches and E is the set of nets. We denote a net e by e = (v 1 < v2 ; v3 ; : : : ; vn >), where v1 is the fanout node whose output signal is the input signal to vj (2 j n), and vj (2 j n) is the fanin node whose input signal is the output signal from v 1. The set E can be divided into two subsets Ec and Ef according to the type of fanout nodes. A net e Ec (Ef ) if the fanout node of e is an LUT (latch) node. For a DRFPGA, a circuit is placed into several CMPs such that the logic in different CMPs temporally shares the same physical CLBs by
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setting the CMPs active in order. To ensure the correct results of a circuit in a user cycle, the nodes must be evaluated in the proper order. According to the Xilinx architecture, the following precedence constraints must be satisfied:



  



Each LUT node must be placed in a CMP no later than all its output nodes. Each latch node must be placed in a CMP no earlier than all its input nodes. (This ensures that latch input values are calculated before they are stored.) Each latch node must be placed in a CMP no earlier than all its output nodes. (This ensures that all of the nodes use the same value of the latch—the value of the latch from the previous user cycle.)



The above constraints define a partial temporal ordering on the nodes in the circuit. Let Pre(v) be the precedence of a node v. For two nodes v and u, we define Pre(v) Pre(u) if v must be placed no later than u. Let s(v) = i if node v is assigned to the CMP i. s(v) s(u) if Pre(v) Pre(u). The placement with the precedence constraint is called precedence-constrained placement (PCP). Two nodes are said to be related if they are placed in the same CLB of two different CMPs. The lifetime of a node is the duration from the CMP where it is assigned to the CMP where it is last used. A node in its lifetime is called a live node, i.e., the data of the node must be stored < in an MR for later use. For the fanout node v1 of a net e = (v1 v2 ; v3 ; : : : ; vn >), and if e Ec , the lifetime of v1 is from the CMP s(v1 ) to the CMP max s(vj ) 2 j n , and if e Ef , the lifetime of v1 is from the CMP s(v1 ) to the last CMP and from the CMP 1 to the CMP max s(vj ) 2 j n , because the output of a latch node is used in the next user cycle. If there does not exist any net whose fanout node is the node v 1 , v1 has no lifetime. It implies that the data of v1 does not have to be stored for later use. The result of a node must be stored in an MR during its lifetime; several related nodes can share the same MR if their lifetime do not overlap. In other words, the results of two related nodes must be stored in different MRs if their lifetime overlap. The power consumption during reconfiguration can be very high. Therefore, the PCP shall consider power consumption. For two nodes u and v, if Pre(u) Pre(v) and u and v are placed in the same CLB of different CMPs, node v can get the result of u immediately from the MR in its own CLB after flash reconfiguration, e.g., the case of nodes v 1 and v2 in Figure 2. If Pre(u) Pre(v) and u and v are placed in different CLBs of different CMPs, the result of the node u must be passed to the node v by an extra connection during flash reconfiguration (e.g., the case of nodes v 30 and v40 in Figure 2); this will increase the the power consumption of the system. The nodes v 30 and v40 are called a power-consumption pair. Considering the power consumption in the DRFPGA placement, we prefer to place nodes in the same CLB of CMPs if they have data dependency.
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 2  jm j: The size of m , i.e., the number of MRs needed in b .  p : An LUT cell in p .  p : A latch cell in p . (Each CMC p consists of an LUT i;j
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cell and a latch cell.) The Precedence-Constrained Placement (PCP) problem is defined as follows. Instance: A DRFPGA D(B ) and a circuit graph G(V; N ). Problem: Assign each LUT node (latch node) to a unique CMC ptk;i;j (plk;i;j ), where 1 k r and 1 i; j n so that



 



 



(1) the total wirelength, (2) max mi;j 1 i; j (3)
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are simultaneously minimized, and for any nodes v 1 and v2 , s(v1 ) s(v2 ) if Pre(v1 ) Pre(v2 ). The first objective considers wirelength. Unlike the traditional placement problem, the estimation of the wirelengths in the PCP must consider two cases. One is that all nodes of a net are assigned to the same CMP. In this case, the wirelength is estimated by the geometric (Manhattan) distance of the net, same as the traditional measurement. The other is that the nodes of a net are assigned to different CMPs. For this case, we must project all nodes to the same CMP and then estimate the wirelength as in the previous case. The second objective tries to minimize n , facilitating the design to fit into a CLB with max mi;j 1 i; j fewer MRs. Note that the MRs in the CLBs of a DRFPGA are all identical. The third objective is intended to minimize power consumption.
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Metric for the PCP



(x(e)) = w(x(e)) + h(x(e)) + o(x(e)); (1) where w(x(e));h(x(e)); and o(x(e)) represent the respective cost functions for wirelength, MR count, and power consumption, and ; ; and are user-specified parameters. Here,  + + = 1 and ; ;  0.
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In this paper, we are first concerned with the problem of finding an effective metric to guide the low-power precedence-constrained placement. By effective, we mean one that can simultaneously minimize wirelength, MR count, and power consumption for the problem being considered. In PCP, to achieve good performance, the metric must consider the three issues: (1) wirelength, (2) micro register requirement, (3) power consumption. The metric presented in this paper is defined as follows. Let x(e) be the placement of a net e which satisfies the precedence constraints. The cost for x(e), (x(e)), is given by
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the DRFPGA. mi;j M : The set of MRs needed in b i;j .











c(u; v): A power-consumption pair for nodes u and v. C : The set of all power-consumption pairs in the placement. jC j: The number of power-consumption pairs in C . B = (P; M ): P is the set of configuation memory cells (CMCs) and M is the set of MRs. D(B ): A DRFPGA, where B is the set of n  n CLBs in the DRFPGA. b 2 B (1  i; j  n): The CLB at the grid location (i; j ) in D. p : The CMC at the grid location (i; j ) in CMP k. P = fp j1  i; j  ng: The set of CMCs in CMP k. S P = 2f1 2 g P , where r is the number of stages (CMPs) in



Example 1 illustrates several cases of a placement of a two-terminal net



Figure 2: Three cases of placing net (v 3 !< v4 >) to empty CMCs, with and estimates their cost by our metric. the other net (v 1 !< v2 >) having been preplaced. Case 1: v 3 and v4 are placed in the same CMP, and thus the cost is due to the wirelength alone. Case 2: v30 and v40 have wirelength and power consumption penalties, but it has no MR memory penalty. Case 3: v 300 and v400 have wirelength, memory and power penalties, assuming m 3;2 is the largest among all m i;j ; 1 i;j n.
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We use the following notations throughout this paper.



Example 1 In the example shown in Figure 2, we assume that the net



(v1 !< v2 >) has been preplaced and jm 3 2 j is the largest among jm j (1  i; j  n) presently. Assuming  = = = 31 , we consider the three cases of the placement for net e = (v 3 !< v4 >). ;
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In the first case, v 3 is placed in p2;2;2 and v4 is placed in p2;3;3 ; we get (x(e)) = 23 since it only spends two units (a unit represents the distance
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between two adjacent cells) of wirelength. In the second case,v 3 is placed in p2;3;4 and v4 is placed in p3;2;4 ; we get (x(e)) = 23 since it generates a power-consumption pair (v 30 ; v40 ) and wirelength=1. In the third case, v3 is placed in p2;3;2 and v4 is placed in p3;2;1 ; we get (x(e)) = 53 (wirelength = 2; it contributes one memory space to m 2;2 and generates a power-consumption pair (v 300 ; v400 )).
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Our Approach



In this section, we present the algorithm for PCP. We consider partitioning and placement simultaneously in our method. Figure 3 shows the framework for our placement algorithm. The first step is a precedence-constrained partitioning that partitions a circuit into r stages (associated with the CMPs) and minimizes the length of lifetimes of nodes, since the lengths of lifetimes affect the number of MRs needed for a DRFPGA. Once the partitioning is done, placement is performed for each CMP. We apply an iterative two-stage algorithm for each CMP i: an initial constructive method for CMP i followed by a simulated annealing method for CMPs 1 to i. Circuit



and the resulting gains are recorded in order. The partial sum of the ith tuple is the total gains of the first i tuples. At the end of an iteration, the corresponding nodes of the maximum partial sum are moved. Repeat the above action of an iteration until the maximum partial sum of an iteration is not greater than zero. This scheme is similar to the algorithm proposed by Fidducia and Mattheyses [5]. The gain function in our precedence-constrained partitioning is described in the following. The goal for the precedence-constrained partitioning is to minimize the maximum size of cut(k), where cut(k) denotes the set of MRs needed between CMP k and CMP k + 1. If a node v i is moved from CMP j to CMP k, then only the cut(x), min j; k x < max j; k may be changed. Therefore, if node v is moved from CMP j to CMP k, the gain function gv (j; k) is given as follows:
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Figure 3:



High-level view of our placement algorithm.



4.1 Precedence Constraint Partitioning



In the PCP, we first partition a circuit into r sub-circuits and then apply the precedence-constrained placement algorithm to map each sub-circuit to the corresponding CMP. In order to reduce the number of the MRs required for a circuit, we minimize the maximum density of live nodes. In this subsection, we propose an effective partitioning algorithm to shorten the lifetimes of nodes, which affect the number of MRs needed directly. Our algorithm begins with an initial feasible partitioning which is usually the result of the ASAP and/or ALAP [6] scheduling or is produced by using a constructive partitioning method. A node may be assigned to any CMP if the precedence constraints are not violated. Given an initial partitioning, our algorithm improves the quality of the partitioning iteratively by selecting a set of tuples with the maximum accumulative gain, where the tuple is used to record the move of nodes and is represented by tuple(node; CMP ). tuple(v; i) is selected when the node v is moved into CMP i. Specifically, in an iteration, we select the tuple(v; i) which (1) has the maximum gain, (2) satisfies the precedence constraints, and (3) satisfies the balance criterion, and a tentative move of the corresponding node is made. Then the gains associated with all neighbors of v are updated. A tuple(v; i) cannot be selected twice in an iteration. We repeat the selection process described above until all tuples are selected. In each iteration, all selected tuples
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where  (j; k) denotes the change of minfj; kg  z < maxfj; kg; it is defined by v
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Partition a circuit into r planes and minimize the lifetimes of nodes



fcut(z)   (j; k)g;



max



minfj;kgz 























des documents recommandant













A Dynamically-Reconfigurable FPGA Platform for ... - Xun ZHANG 

recently that technology is allowing the physical implementation of bio-inspired systems. ..... We are currently pursuing three lines of research : (1) refining.










 








A DYNAMICALLY RECONFIGURABLE BLUETOOTH ... - Xun ZHANG 

user design to remain in place while another portion is being updated. .... modules were translated into VHDL while others into Verilog. Final Assembly: all the ...










 








FPGA IMPLEMENTATION OF AN AUGMENTED ... - Xun ZHANG 

This research is being funded by Ministerio de Ciencia y TecnologÄ±a under grant TIC 2003-09557-C02-02. that, although patients consider the system useful for ...










 








An FPGA run-time system for dynamical on ... - Xun ZHANG 

... 2004 IEEE. Proceedings of the 18th International Parallel and Distributed Processing Symposium (IPDPS'04) ... description on the basic hardware architecture supporting run-time ..... Symposium on FPGAs for Custom Computing Machines,.










 








AN FPGA SOLVER FOR WSAT ALGORITHMS Kenji ... - Xun ZHANG 

achieve high performance, and (3) fast data-downloading for each instance. We implemented the solver for problems up to 256 variables and 1024 clauses on ...










 








AN FPGA NETWORK ARCHITECTURE FOR ... - Xun ZHANG page 

This paper presents a DES/3DES core that will support. Cipher Block Chaining (CBC) and also has a built in keygen that together take up about 10% of the ...










 








DESIGN AND FPGA IMPLEMENTATION OF AN ... - Xun ZHANG 

in that inter-neural communication is reduced to temporally ... The communication phase involves .... ware simulator is used by the Neuroscientists to prototype.










 








AN FPGA-BASED SOFT MULTIPROCESSOR SYSTEM ... - Xun ZHANG 

env ironmentintegratestheIB M P ow erP C 4 0 5 coresonchip, soft M icroB laze cores, and cu ... of softw are programmability and prov ides an easy w ay to.










 








A RECONFIGURABLE PERFECT-HASHING SCHEME ... - Xun ZHANG 

and viruses have increased the need for network security. Deep packet inspection is performed by firewalls and in- trusion detection/prevention systems ...










 








TOWARDS A RECONFIGURABLE TRACKING SYSTEM ... - Xun ZHANG 

multiple correlations, convolutions and other complex ... The location of target object is found within scene ... concept to develop a multi-object tracking system.










 








Designing Reconfigurable Computing solutions - Xun ZHANG 

in a high-performance computing envi- ronment should ... System designers have introduced ... Verilog) have at their core the notions of parallel execution of ...










 








Cluster-Based Hybrid Reconfigurable ... - Xun ZHANG 

Abstractâ€”The paper presents a cluster-based hybrid recon- figurable architecture for .... One of the main object of the experiment is to test the hierarchical ...










 








ADDRESS GENERATION FOR FPGA RAMS FOR ... - Xun ZHANG 

FPGA offers the potential of being a reliable, and high- performance reconfigurable platform for the implementation of real-time video processing systems.










 








CPU-INDEPENDENT ASSEMBLER IN AN FPGA Georg ... - Xun ZHANG 

... on the data type. For ex- ample, register r1 with 8/16/32/64 bits is converted to the ... where one Paracode corresponds to one or more native op- codes.










 








A NOVEL ASYNCHRONOUS FPGA ... - Xun ZHANG 

our asynchronous wrapper design which allows the synchronous logic blocks to communicate with each other through a 2- phase handshaking protocol under ...










 








Auto-adaptive reconfigurable architecture for scalable ... - Xun ZHANG 

organisation. This organisation is materialized through a global hardware .... In these systems, the management of reconfigurations is a very important part in the ...










 








Reconfigurable Platform-Based Design in FPGAs for ... - Xun ZHANG 

This thesis examines methods for increasing productivity in the design of reconfigurable ... Finally, the system assembly ..... 3.4 An example of data flow in a multi-stage application using Sonic . ..... Therefore, the fundamental aspects ...... AMB










 








EFFICIENT EXECUTION ON RECONFIGURABLE ... - Xun ZHANG 

temporal parallelism to the execution paths on the reconfig- urable device. ... INTRODUCTION. Parallel processing compared to sequential execution brings.










 








EFFICIENT FPGA IMPLEMENTATION OF CORDIC ... - Xun ZHANG 

Departamento de IngenierÃa ElectrÃ³nica, Universidad PolitÃ©cnica de Valencia. 46730 Grao .... way that the control signal di is generated in equation (1). Clearly ...










 








Auto-adaptive reconfigurable architecture for scalable ... - Xun ZHANG 

A platform based on a Xilinx Virtex-4 FPGA is used for experimental implementation. I. INTRODUCTION. In the multimedia terminal development, customers ...










 








Cluster-Based Hybrid Reconfigurable Architecture for ... - Xun ZHANG 

A platform based on a Xilinx Virtex-4 FPGA is used for experimental implementation. I. INTRODUCTION. In the multimedia applications, customers demand more.










 








CLUSTER ARCHITECTURE FOR ... - Xun ZHANG 

ABSTRACT. We describe a dynamic reconfigurable baseband signal- processing engine suitable for mobile communications that require short operation latency ...










 








Architecture and application of a dynamically ... - Xun ZHANG 

crocontrollers, and Digital Signal Processors (DSP) devic- es. Reconfigurable ..... PN sequence with much higher bandwidth than the one of the data signal.










 








Runtime reconfigurable interfaces - the RTR-IBF ... - Xun ZHANG 

ured computation modules in real-time environments lead to massive ..... systems. Therefore multiple operation modes are possible for each handler. When a ...










 














×
Report An Algorithm for Dynamically Reconfigurable FPGA ... - Xun ZHANG





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



