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associating discreet detections over time into a track path. Recognition uses the results of detection and tracking to classify the object as belonging to a particular type. An excellent review of modern (and historical) tracking systems is given by [1].



ABSTRACT Robust real-time automatic detection tracking and classification of objects in imagery is one of the most computationally demanding tasks in computer vision. Historically the field of computer vision has been limited by computing power. In particular algorithms that require multiple correlations, convolutions and other complex operations can be prohibitive to implement on a microprocessor. Part of the poor performance of microprocessors is their serial nature, while many of these operations are inherently parallel. One approach to implementing these operations in parallel is to build them in hardware using application specific integrated circuits (ASIC). Another approach is to use Field Programmable Gate Arrays (FPGAs) and reconfigurable computing. Reconfigurable computing offers a trade-off between the speed of hardware and flexibility of software. This paper describes two computationally intensive tracking algorithms, investigates their implementation on a reconfigurable computer, and benchmarks their performance. From our preliminary results we find that reconfigurable computing is well suited to the implementation of real-time tracking systems.
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Fig. 1. A classical imaging tracking system.



Reconfigurable Computers (RC) are systems that feature a programmable hardware component; this is usually a Field Programmable Gate Array (FPGA). Modern FPGAs feature (re)programmable distributed digital logic, memory and multipliers. The fine grained logic structure of FPGAs allows them to take advantage of the inherent parallelism in many computer vision tasks, and can provide tremendous performance improvements over serial microprocessors. This paper describes methods for implementing and approximating two computationally demanding classes of tracking algorithms, correlation tracking, and probability density function (PDF) tracking, using reconfigurable computing. Both of these algorithms require use of the related operations of correlation and convolution; convolution being a cornerstone of many image processing operations. Unfortunately both these operations are computationally very expensive. This paper reviews the convolution and correlation operations and describes techniques for implementing and approximating these operations on a RC. The performance of the RC implementation is compared to that of a serial implementation on a microprocessor.



1. INTRODUCTION Computer vision is concerned with problem of enabling a computer to see. Being able to automatically detect track and recognise objects in image sequences, is an important step toward achieving this goal. Detecting tracking and classifying objects in image sequences is computationally expensive, especially if it must be done in real-time. The amount of computational processing required is a function image resolution, required frame rate, the number of objects and clutter sources in scene, and computational complexity of the algorithm. In a classical imaging tracking system, see fig 1, there are three distinct stages, detection, tracking and recognition (classification). Detection is a decision making process; detection asks the question ‘is there an object or feature of interest at location (i,j)?’ Tracking is the process of
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2. CORRELATION TRACKING The term correlation tracking can be slightly misleading, as correlation tracking actually occurs in the detection stage of an imaging tracking system. The seminal paper on correlation tracking was provided by Fitts in 1979 [1], a modern review of correlation trackers can be found in [2].
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described by a discrete probability density function. This allows for uncertainty in the position of an object to be stored in a 2D array (an image), and similarly velocity (and other derivatives) may be represented by 2D arrays. Then to traverse between the position and velocity spaces, the matrix operations of correlation and convolution may be used. Thus using this representation many tracking algorithms may be implemented. Strens [5] used this concept to develop a multi-object tracking system. Here a single target tracker, the alpha-beta tracker in PDF form is described [4]. Given that a (slightly modified) alpha-beta tracker can be described by the equations (1-3).



Correlation trackers work by matching a reference image, stored in memory, with the scene image, the current sampled image produced by the sensor. A typical system behaves as follows: 1. The reference image is correlated with the current frame of the scene image to produce a correlation surface. 2. The location of target object is found within scene image; the location corresponds to the peak of the correlation surface. 3. The object is extracted from the scene image and used to update the reference image.



  V [n] =(1- )*V [n-1]+ *(X [n]-X [n-1])/dt Xs[n] =(1- )*Xp[n-1]+ *Xm[n]



This process is repeated for each frame of the scene image, and is shown as a process diagram in fig 2.
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Where, X is position, V is velocity, and the subscripts, m, s, and p represent measured, smoothed and predicted values. Then the PDF representation of the alpha beta tracker is given by equations (4-6).
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Vs[n](i,j) = Vs(1- )[n-1](i,j)*{(Ps[n](x,y) ⊗ Ps`[n-1](x,y)}
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Pp[n](x,y) = Ps[n](x,y) ⊗ Vs[n](i,j)*dt



(4) (5) (6)



Where, P is the positional PDF represented as an image over the space (x,y), V is velocity PDF represented as an image over the space (i,j), ⊗ is the convolution operation, and Ps`[n-1] is Ps[n-1] rotated by 180 degrees. When converting a tracking filter, such as the alpha-beta tracker, to PDF form, the amount of data required at each stage of the filter increases from a single data point to a two dimensional data-space. Furthermore, to perform PDFalpha-beta tracking requires a two-dimensional correlation, in equation (5) and another two-dimensional convolution in equation (6) for every frame. Like the correlation tracker this is extremely computationally expensive.



Fig. 2. A typical correlation tracker.



Correlation trackers can be extremely robust at tracking objects, they are particularly useful for tracking extended objects, 8 or more pixels in area [3], and do not require motion information to be effective. However, one problem with correlation trackers is their computational complexity. The correlation operation, which is the heart of the correlation tracker, can be extremely slow for large images. 3. THE PROBABILITY DENSITY FUNCTION TRACKER



4. CONVOLUTION AND CORRELATION



A probability density function (PDF) tracker represents the uncertainty of the location of object in a scene as a discrete probability density function. The PDF tracker is another computationally intensive class of tracking algorithms. As previously stated, tracking can be considered as the process of associating discrete detections over of multiple frames; this is typical of the tracking system shown in fig 1. However the problem with this process is information loss at the detection stage. For difficult (dim) targets this can be a problem. There are numerous methods of representing detection information to reduce this problem. Baker [4] suggested that location of an object information may be



Convolution and correlation are two related operations that are use extensively in image processing. The convolution of two functions a and b is given by,







a ⊗ b(u ) = a (u − v)b(v)d (v) . v



(7)



If u and v represent the vector spaces (x,y) and (i,j), then a two dimensional convolution is formed. For discrete images A and B this can be described as,



457



A ⊗ B ( x, y ) =



  m



n



A( x − i, y − j ) ∗ B(i, j ) .



(8)



i =− m j = − n



Where, A(x,y) is the input image and B(i,j) is the kernel image with size (2m+1) by (2n+1). The convolution operation is commonly used to spatially filter images; performing functions such as edge detection, blurring and sharpening. Convolution is related to correlation with one of the images (typically the kernel) rotated by 180 degrees. Thus, for symmetric kernels convolution and correlation are equivalent, this can lead to some confusion. Correlation is described by,



( x, y ) = A ⊗ B'
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n



A( x + i, y + j ) ∗ B (i, j ) ,



(9)



i=−m j =−n



where B’ is B rotated by 180 degrees. Given that A is an image with size p by q, then to perform convolution or correlation requires p*q*(2m+1)*(2n+1) arithmetic operations, and a similar number of memory accesses. Another important operation is normalised correlation, where the images A and B are converted to unit length, this is given by, 
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Given the computationally expensive nature of convolution and correlation, to develop a real-time correlation or PDF tracking system, a fast implementation of these operations is required. 5. METHODS FOR FAST CONVOLUTION AND CORRELATION There are a number of methods for developing fast implementations of convolution and correlation, these include transforming the images into other less operationally complex domains, mathematical and computational approximations, parallel implementation, and combinations of these techniques. A common method of improving the speed of large convolutions is transforming the image into the frequency domain. The process for convolution is as follows. Using the FFT (Fast Fourier Transform), transform both images into the frequency domain. Then multiplication in the frequency domain is equivalent to convolution in the spatial



domain. Then use the inverse FFT (iFFT) to transform the result into the spatial domain. The process for correlation is similar however now the 180 degree rotation can be achieved by taking the complex conjugate of the image in the frequency domain. Excluding the forward in inverse FFTs, this reduces the number for calculations to perform convolution to p*q. There exist off-the-shelf logic cores for fast hardware implementations of the FFT and iFFT [6]. Furthermore, a 2D FFT can be constructed from 1D FFTs. Another method of improving computational performance of convolution and correlation is to use mathematical or computational approximations. Many convolutions use symmetrical or regular shaped masks, such as edge detection. The method given in [7] makes use of an approximation of the Laplacian mask and regular values in the mask to develop a fast approximation to convolution, which demonstrates a 20 times speed improvement for edge detection using a 13 by 13 pixel mask, on a microprocessor. Microprocessors limit the speed of convolution and correlation because they typically have less than four parallel hardware multipliers available. A modern field programmable gate array (FPGA) can have more than 150 hardware multipliers and more than 1MB of distributed RAM. Thus FPGA based reconfigurable computers can drastically improve the performance of parallel operations. When developing algorithms in hardware it is important to take advantage of the underlying structure. [8] Provides a number of efficient correlation approximations for FPGAs. These approximations focus on reducing or minimising the number of multiplications required on the FPGA. However lack of multipliers is no longer a problem in modern FPGAs. The benefit of using hardware comes with use of parallelism. There are two main structures for implementing parallelism, algorithmic parallelism and pipeline parallelism. Algorithmic parallelism makes use of the nature of the algorithm to subdivide it into separate parallel computations. For the convolution operation, equation (9), it is possible to divide this algorithm into p*q separate parallel operations. If this is done the total time to perform a convolution would be the time perform the sum of products for a single pixel, which itself could be parallelised. Pipeline parallelism reduces the amount of slow global memory access by exchanging them for fast local accesses, typically using registers. An example pipelined architecture for 2D convolution is provided in [9], this architecture makes use of pipelined 2D array and allows for a kernel of an arbitrary size. 6. THE RECONFIGURABLE TRACKING SYSTEM Our goal was to develop a modular tracking system using a reconfigurable computer. Two tracking algorithms, the correlation tracker, and the PDF version of the alpha-beta
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It is possible to increase the efficiency of the Sobel filter using the novel method described here. First note that the Sobel filter contains a number of zero elements, multiplication against zero can be ignored. Also, the result of multiplication against positive one is the same as the input, and the result of multiplication against negative one is the input with the sign bit changed. Multiplication by two is simply a bit shift left. Multiplication by negative two can be dealt with similarly. Also note that all the data needed for both the horizontal and vertical dimensions are contained in a 3 by 3 array. Finally the magnitude of the gradient can be approximated using absolute value of the sum of horizontal and vertical components. Thus it is possible to perform Sobel edge enhancement efficiently using digital logic without needing multiplication. Early during implementation it became apparent that the bottleneck in system is the data transfer onto the FPGA via pipelined RAM, see fig 3.



were selected for this purpose. Apart from the operations required in the tracking algorithms a number of image preprocessing operations are required, such as edge enhancement. The tracking systems were initially implemented in MATLAB, a high level language for matrix manipulation, to gain an understanding of the algorithms. Then the algorithms were converted to C++ to profile the time taken to perform each section. Selected sections were then ported to Handel-C, a high level language for ‘programming’ reconfigurable computers. The reconfigurable tracking system consists of. A dual Opteron workstation running at 1.7GHz, with one high speed PCI-X bus, and second independent PCI bus. Two RC2000 PCI-X boards (ADM-XRCII) each with a 6 million gate Xilinx Virtex-II FPGA (XCV2V6000) and 6 banks of 2 clock-cycle pipelined RAM, 2Mb per bank. A Raytheon HS IR camera and associated Bitflow RoadRunner frame-grabber PCI board. The Opteron workstation acts as the host for the two RC2000 FPGA boards, as well as acting as a benchmarking platform for comparison between software and hardware implementations. The current structure of the system is; software on the workstation provides initial configuration of the daughter boards, uploads the bit-stream to the FPGA, and controls communication between the FPGA board memory and host memory. To streamline memory overheads DMA (direct memory access) is used to communicate directly between the host memory and separate memory banks on the FPGA, one used for writing an input image, the second for reading the processed image. The system was designed to be modular, such that various algorithms can be applied at each stage of the detection, tracking and classification process, fig 1. The first operation performed in the detection stage of an imaging tracking system is commonly spatial filtering. Here the scene image is filtered with a small kernel to emphasise objects of interest. For the correlation tracker the philosophy used is to detect objects based on their twodimensional shape. To do this the images are edge enhanced using a Sobel filter. The Sobel filter can be used to estimate the magnitude of edges using two convolutions of the scene image I with 3 by 3 kernels, one for vertical edges and another for horizontal edges. The Sobel filter can be considered a special case of the general convolution operation, and can be computed as shown in equation (11). G ij = gxij2 + gy ij2 , where
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Fig. 3. A simple architecture for spatial filtering



Every 32 bit-memory read or write requires one clock cycle to prime the pipelined RAM, a clock cycle delay, and another clock cycle to read from RAM. To minimise this delay a pipelined correlation implementation was developed. Using two banks of pipelined 32bit RAM the maximum throughput of a pipelined process on the FPGA is four 8-bit pixels per clock cycle. Assuming a final circuit with a 50MHz clock, this is a ceiling of 200 mega-pixels per second, or 650 frames per second for 640 by 480 pixel images. This is an ambitious target, but one that is achievable for simple operations such as Sobel edge enhancement.



(11)
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Fig. 4. Pipelined convolution. Shaded pixel from the image are read into a 1D array, the pipeline. Image pixels are read into the pipeline from the left and discarded to the right. The dark shaded pixels are required to find the output corresponding to input pixel i7. Each pixel is multiplied with the opposite location in the kernel and added together to calculate the result o7. The pipeline is updated so that the kernel has moved to the next location. Correlation is similarly performed by reversing the order of the kernel pixels.



pixel must be large enough to store a value of 2nij, where i and j are the dimensions of the kernel. Normalisation of an image requires division and the square root. A method for rapidly performing division in digital logic is described in [10]. This method uses lookup-tables (LUTs) to perform division in two clock cycles and requires n2n-1 bits, where n is the bit-width of the pixel. Thus for high precision pixels this can require considerable amounts of block RAM, distributed memory on the FPGA, for each division. For example, a single 14-bit division operation requires approximately 1/8 the total block RAM available on our FPGA. The square root can be implemented in a similar manner. The square root of a positive n-bit integer value has 2n/2+1 integer resultants including zero. This can be efficiently implemented as a small LUT, or hardwired as a conditional operation. Normalisation can also be approximated using a method similar to edge detection. The square-root of the sum of squares can be approximated to the sum of the absolute values, thus normalised correlation can be approximated to



To approach this goal for general purpose kernels, a correlation processing pipeline was developed. To demonstrate the concept, a simplified version of the process using a 6 by 5 scene image and a 3 by 3 pixel kernel is described, see fig 4. The pipeline is filled with pixels from the left, with a new pixel coming in every clock cycle. This aligns a 3 by 3 sub-section of the image with the correlation kernel. Then correlation is performed by, multiplying each pixel in the sub-image with the corresponding pixel in the kernel in parallel, and summing the result. For an image with dimensions (6,5) and a kernel with dimensions (3,3), a pipeline of 15 pixels is required. It takes 15 clock cycles to fill the pipeline (at one pixel per clock cycle) and the output is delayed an additional two clock cycles for multiplication and addition. The general case for an image with dimensions (x,y) and kernel dimensions (i,j), then a pipeline of length (j-1)x+i is required, and addition is cascaded over multiple clock cycles, delaying the output depending on the number of cascaded pipeline addition stages. A single XCV2V6000 FPGA has 144 18-bit hardware multipliers, this gives a maximum kernel size of dimensions (12,12). In practice this is limited to odd numbered kernel sizes such as (13,11). This process can be further accelerated as four pixels per clock cycle are transferred per memory read and write. It is important to have the output pixel several bits larger then the input pixel to avoid overflows in the output. For an input pixel with a maximum value of 2n, the output
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from the image and only storing positive values results in the positive difference of edges. This pre-processing detection stage can be performed on a single RC2000 board. The results of pre-processing are then used by the PDF tracker, equations (4-6). In software, the pre-processed scene image is cropped to 11 by 13 pixel region at the predicted location in the scene, this is Pm[n]. The software calculates the smoothed positional image Ps[n] using Pm[n] and the results of the previous predicted image Pp[n-1]. The host acquires memory bank 1 and 2 on the reconfigurable computer, and transfers Ps[n] and Ps[n-1] to those banks respectively. The reconfigurable computer correlates Ps[n] with Ps[n-1] and outputs the result to bank 3. The host acquires bank 3 and extracts the result of correlation. The host releases bank 3. In software Vs[n] is computed using Vs[n-1] and the results of the correlation. The host acquires and transfers Ps and Vs to bank 1 and 2 respectively. Pp[n] is calculated by convolving Ps with Vs. Convolution is performed by reversing the order in which Vs is read into the pipeline mask.



The reconfigurable design of the system allows it to be configured for various tracking algorithms. The system can be configured to perform correlation tracking on the PETS 2005 640 by 480 image data sets in the following manner (fig 5).



7. METHOD OF EVALUATION



Fig. 5. Configuration for correlation tracking



The evaluation of the correlation tracker and PDF tracker is primarily concerned with the impact of performing these tracking algorithms on a reconfigurable computer. This is, “what performance improvements does the reconfigurable computer offer?” To this end the algorithms were initially implemented as floating point operations in MATLAB. Next the algorithms were ported to C++ using integer arithmetic. Here the Microsoft Visual C++ compiler was used. The C++ implementation is the baseline for sequential computational performance and tracking performance. Finally selected portions of the algorithms, in particular the convolution and correlation operations were ported to the reconfigurable computer. We successfully implemented both convolution and correlation on the FPGA for edge detection and a 3 by 3 kernel. We used these results to predict the performance of the larger kernel sizes required for the correlation tracker and the PDF tracker. We comparatively evaluated the performance on the algorithms on the workstation and the reconfigurable computer using the ‘zod9’ sequence in the PETS 2005 dataset as a benchmark [11].



In software the raw imagery is cropped two a 64 by 64 pixel window at the current location. The host acquires memory bank 1 and 3 on the reconfigurable computer, it transfers the raw imagery into bank 1, and the edgeenhanced reference image into bank 3. The host releases banks 1 and 3. Then Sobel edge enhancement is performed on the input image on the reconfigurable computer. The edge enhanced image is then pipelined to bank 2 as well as to a second process on the same reconfigurable computer. Meanwhile the edge enhanced reference image has been loaded into the kernel of the second process. This second pipeline process performs correlation against the reference image. As pipelined correlation is being performed a counter and register is used to store the value and location of the largest correlation value, the result of which is stored in bank 4. After completion of processing the entire frame has been completed on the reconfigurable computer, the host acquires banks 3 and 4 for reading. It reads location of the match from bank 4, and uses this to extract the object from correct memory location of bank 2. The host releases the memory banks. Then alpha tracking is performed in software to update the reference image. The process is repeated for the next frame. Successfully applying the PDF version of the alpha-beta tracker requires pre-processing to provide a suitable input image for the tracker. The first step in pre-processing is edge enhancement. Next stationary clutter is removed by subtracting a background image from the scene image. A background image can be formed by filtering the scene imagery over time with an alpha tracker and a long time constant, such as 20 seconds. Subtracting the background
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Table 1. Comparative Performance of Serial and Parallel Implementations.



Algorithm



Workstation @ 1.7 GHz Frame rate [s-1]



RC2000 @ 50 MHz Frame rate [s-1]



Speed-up



1.58



650



410



1.64



650



396



250



3115



12.46



Sobel Edge Enhancement. Image (640,480), Kernel (3,3) Convolution or Correlation. Image (640,480), Kernel (3,3) Correlation Tracker. Image (64,64), Kernel (13,11)
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The results of benchmarking the operations and tracking systems against sequence ‘zod9’ (640 by 480 pixels and 8bits per pixel) are shown in table 1. For edge detection, correlation and convolution against a 3 by 3 kernel the RC2000 (with a 6 million gate equivalent FPGA and 144 multipliers) provided a 400 time speedup over the software implementation. For correlation and convolution of a subimage of 64 by 64 with a 13 by 11 kernel a similar performance gain was observed. We calculate that a comparable speedup will be achieved for the correlation tracker and the PDF tracker, when operating on full size images. When implementing the correlation tracker and PDF tracker a bottleneck in the system is the PCI interface between the host and reconfigurable computer. Both correlation tracking and PDF tracking are computationally expensive requiring multiple convolutions and correlations every image frame. Serial implementations of correlation and convolution will be prohibitive for large images for the foreseeable future. Reconfigurable computing offers the possibility of implementing complex operations in parallel, with a computational performance approaching that of custom hardware but with the flexibility of software. We have demonstrated one method of rapidly performing convolution and correlation in hardware, and used this method to perform correlation tracking and PDF tracking. The development of a reconfigurable tracking system is an ongoing project. Our goal is the development of a full multi-target tracking system. One possible configuration is the integration of the correlation tracker, at the detection stage, and a PDF tracker used in the tracking stage.
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