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AN EFFICIENT AND SCALABLE ARCHITECTURE FOR NEURAL NETWORKS WITH BACKPROPAGATION LEARNING Pedro O. Domingos, Fernando M. Silva, Hor´acio C. Neto Dept. of Electrical and Computer Engineering, IST/INESC-ID, Portugal email: [email protected], [email protected], [email protected] ABSTRACT This paper describes the implementation, in reconfigurable hardware, of an artificial neural network (ANN) system architecture which features online supervised learning capabilities and resource virtualization. Neural networks are artificial systems inspired by the brain’s cognitive behavior, which can learn tasks with some degree of complexity, such as, optimization problems, data mining and text and speech recognition. The architecture proposed takes advantage of distinct datapaths for the forward and backward propagation stages to significantly improve the performance of the learning phase. The architecture is easily scalable and able to cope with several network sizes with the same hardware. Networks larger than the available resources are handled by hardware virtualization. The results show that the proposed architecture leads to speed ups of one order of magnitude comparing to high-end software solutions. 1. INTRODUCTION Artificial Neural Networks - ANN - are networks of simple processing units that communicate with each other along synapses with weights. The neural network is able to learn (i.e. changes the values of these weights) automatically based on examples (training set). A task can thus be performed without prior knowledge of predefined rules. The fact that this concept is so general makes neural networks suitable for a broad range of applications such as voice recognition, optical character recognition, data mining, financial market predictions, medical diagnoses, and much more. The most common neural network learning algorithm is backpropagation, which is a gradient based optimization procedure that attempts to minimize a given cost function. Quite often, this cost function is simply the total squared error between the actual and desired outputs. Due to the iterative nature of gradient based optimization, backpropagation training can take a long time to finish. Moreover, even for a trained network, and for a number of applications, real-time classification requires more com-
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puting power than that provided by general-purpose processors [1, 2]. One solution is to use dedicated hardware, namely reconfigurable systems. A significant number of hardware accelerators have been proposed in the past. However, most published architectures [3, 4] don’t include online training. Others [2, 5] were not really implemented in silicon. This work presents an up-to-date architecture, targeted at medium-to-large neural networks with efficient implementation of the backpropagation algorithm. The results achieved so far show that speed-ups of more than one order of magnitude over high-end software implementations are possible, using a general-purpose FPGA board. Moreover, this performance can be easily improved if a dedicated board with a larger number of memory banks is used. The following section presents a brief description of the Multi Layer Perceptron (MLP) model of a neural network (NN), and of the backpropagation (BP) learning algorithm [6]. Section 3 describes the hardware architecture proposed, and section 4 shows some of the results achieved. 2. THE BACKPROPAGATION ALGORITHM The most common neural network topology is a fully connected three layer architecture with an input layer, a single hidden layer and an output layer, in which all outputs of a layer are connected – by synapses – to all inputs of the next layer. The model of the neuron, the basic unit of an ANN, is represented in Fig. 1. The neuron is made up of two blocks: the weighted sum block and the activation function block. The first is responsible for calculating the summation of all inputs, after multiplying each one by its weight. This summation is known as net value and is given by: net = bias +



N 



wk · xk



(1)



k=1



The second block gives the neuron output, based on its net value. It models the firing nature of the neuron that ac-
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New epochs are repeated until the network is trained enough, i.e., until the error between the actual and the desired outputs is lower than a given threshold. Different stopping criteria may be used, such as: binary, root-meansquared error and absolute difference. Other stopping criteria are often used, namely those derived from the generalization performance of the NN. Fig. 1. Neuron model 3. HARDWARE ARCHITECTURE tivates once the sum is above a given threshold. Several types of activation functions can be used, from the simple hard-limit step function to more smooth limiters. Since BP requires differentiable activation functions, the logistic sigmoidal is often used: output(net) =



1 (1 + e−net )



(2)



The backpropagation learning algorithm consists of three different steps: (forward) propagation, back propagation and weights update. In the first step, the input values are propagated forward to obtain the actual outputs. This is the only step required, if no learning is to be made. In the backpropagation step, the first thing to do is to obtain the gradient of the output neurons. This is done through (3): δ = f  (net) · (T − O)



(3)



where O is the actual output, T is the desired value and f  (net) is the first derivative of the activation function. This value is then propagated backwards in order to obtain the gradient for each of the hidden layer neurons. For a given hidden neuron, its gradient is given by (4): δ = f  (net) ·



N 



δj · wj



(4)



j=1



where δj is the error of the neuron in the following layer and wj the weight between both neurons. The exact gradient computation is often replaced by an estimate, computed for each training pattern. In this case, the weight update is performed after each pattern presentation by wi (t + 1) = wi (t) + η · Ii · δ



(5)



This procedure is usually called the on-line or stochastic version of BP. In spite of using a rough estimate of the gradient, the fact that one weight update is performed for each training pattern often yields a faster learning process, specially for large training sets.



The hardware implementation of the forward propagation phase of the MLP network is based on multiply-accumulate units, which provide very good performance for the execution of the forward pass. The usual performance bottleneck in hardware implementations occurs during the backward propagation phase. The problem is that, in order to speed up the forward propagation, by maximizing parallelism, the weights are distributed to each neuron. However, during the backpropagation phase, the order in which the weights are accessed is not the same and they are not local to each neuron anymore. Thinking matrix-wise, the weight matrix needed for the backpropagation of the error gradient to the hidden layer is the transposed weight matrix of the output layer. This makes backpropagation a demanding algorithm to implement from both a storage and computational point of view [5]. In sequential software implementations, this is not an issue, because only one value is needed at a time and the memory access can be done randomly. Some solutions have been proposed to solve this problem. The most obvious is to keep both matrices (for both phases) [7]. This solution has two major drawbacks: the storage requirements for the last layers double and both matrices need to be synchronized, i.e., an update in one must also reflect on the other, which in turn leads to a performance hit. Solutions employing dedicated adders and/or buses to allow to fully exploit BP parallelism have been proposed in [5, 8, 9]. However, these are mostly suitable for bit-serial architectures and may result in decreased system modularity. The solution proposed herein is to employ distinct datapaths for the forward and the backwards propagation to achieve full parallelism in both phases. Therefore, the performance of the architecture is proportional to the number of hardware functional units in both phases and overall. Figure 2 depicts the top level ANN architecture proposed. The first three blocks are used for the forward propagation phase, while the others are used in the learning phase. These blocks will be described in the following subsections. The network is assumed to have three layers, which is typical of most NN applications, but the architecture is easily generalized to a larger number of layers. This architecture is targeted at mid-end and high-end FP-
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Fig. 2. Block diagram of the complete ANN architecture
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GAs, which typically include embedded multipliers. Therefore, the Multiply and ACumulate (MAC) units are based on combinational multipliers, instead of bit-serial ones. No multiplier reuse was implemented. For typical applications, the performance bottleneck is the external memory bandwidth, which may leave the multipliers data-starved. Therefore, the use of extra logic (muxs, registers, etc.) for resource sharing is unnecessary. Networks with more neurons than FUs available are straightforwardly handled by hardware virtualization. The neuron execution is temporal partitioned to fit the hardware resources available: in each time slot, a subset of neurons equal to the number of FUs is executed and partial results are stored. This implies a memory overhead but the datapath is essentially the same as for a non-virtualized system.



Fig. 3. Block diagram of unit prop, responsible for the propagation



3.1. Propagation The propagation stage uses the prop, prop storage and activation function blocks. The task of the prop block is to compute the net value, i.e., compute (1). It consists of a number of parallel function units (FU) which are common pipelined MAC units with saturation support. Figure 3 shows an implementation of the prop block with 16 bits precision for the input values and 32 bits internal precision. We can thus emulate as many neurons as functional units, with all FUs executing one of its neuron’s synapse in parallel. When emulating a network with more neurons than FUs, this process is repeated until all neurons are done. The net values computed in this prop block are then stored in prop storage, which uses embedded block RAMs. Later, they are (sequentially) read and given to the activation function block which outputs both the activation function value and its first derivative. This acti-



vation function module uses look-up tables, enhanced with linear interpolation. The function and the first derivative samples, as well as its respective slopes, are stored in block RAMs. 3.2. Back Propagation The first step of the backpropagation phase is to assign an error gradient to each output neuron. This is done by unit o error, depicted in fig. 4. This block, which is also pipelined, computes a new value and stores it, in out error storage, in each cycle. The output error is also outputted so that a third block can evaluate the learning progress. As soon as the output error gradients are known, the backpropagation may be started. The operations are executed in reverse order, so that the weights can be read in the
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Fig. 4. Block diagram of unit o error, responsible for obtaining the output error gradient
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Fig. 6. Block diagram of unit wup, responsible for updating the weights
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neuron, it multiplies its error gradient with each input, thus obtaining the weight variation which is added to the old weight to get the new one. With external memories such as ZBT RAM, it is possible to interleave the old weight’s reads with the new weight’s writes, in consecutive clock cycles.
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Fig. 5. Block diagram of unit backprop, responsible for the back propagation of the error gradient



same sequence as in the propagation phase, i.e., the weight matrix can be reused. This can be done using the pipelined adder tree structure shown in fig. 5. The number of multipliers and adder tree inputs is the same as the number of FUs in the prop unit, thus achieving the same level of parallelism. The resulting hardware can be though of as a single neuron with a multiplier per input synapse and a parallel summation, whose inputs are the output layer neuron’s gradients and the weights correspond to the output layer weight matrix. Therefore, in every cycle, the error estimation of one hidden layer neuron is backpropagated. These values are afterward stored into hidden error storage, sequentially, taking special care to accumulate partial results, when required. 3.3. Weight Update The weights update module illustrated in fig. 6 updates the weights of the output and hidden layer according to the error gradients stored in out error storage and hidden error storage, respectively. The number of FUs is also the same as in the prop block, and all units are processing in parallel. For a given



The architecture described herein has been tested using a general-purpose FPGA board [10] featuring a Xilinx Virtex2 6000 device [11] and 24MB of external ZBT memory with 192 bits data width. The 18x18 signed embedded multipliers were used to perform 16-bit fixed point arithmetic. The number of FUs used was 192/16 = 12, the maximum which the board memory is able to feed. To evaluate the performance of the architecture a number of benchmarks (one language processing application – NETtalk, two optical character recognition tasks – OCR I and OCR II, and one simple logic function – XOR ) of varying complexities (small to medium-large) have been executed and the number of connections per second (CPS) and connection updates per second (CUPS) have been obtained. The CUPS indicates how long does an epoch take, or the speed of weight updates, and the CPS indicates how fast a trained network can do the forward propagation. The performance of this architecture (ANN2005) has been compared with a software solution [12] running in two high-end PCs1 and one bit-serial hardware solution [9] (ANN2003), although this is more targeted at lower-end FPGAs and embedded systems. The results are summarized in table 1 and shown graphically in fig. 7. The ANN2005 experiments were performed using a 100MHz clock frequency. Hardware virtualization was used for the NETtalk and OCR II networks. For these two benchmarks, the numbers in parenthesis represent the maximum 1 I) Intel Pentium 4 3.2GHz and II) AMD Athlon 2.4+ (2.0GHz), both with 512MB RAM and running Windows XP
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Network 203–120–26 NETtalk



25–20–10 OCR II



25–7–10 OCR I



2–2–1 XOR



Table 1. CPS and CUPS for four different networks in four different systems SW system I SW system II ANN2003 ANN2005 CPS=101.5M CPS=28.6M MACS=250M MACS=1.2G(12G) CUPS=45.9M CUPS=13.0M CPS=154M CPS=1.09G(7.38G) CUPS=99.4M CUPS=353M(2.35G) (@50MHz) CPS=39.2M CPS=45.7M MACS=41.7M MACS=1.2G(2G) CUPS=30.8M CUPS=30.4M CPS=22.8M CPS=630M(897M) CUPS=16.2M CUPS=226M(318M) (@50MHz) CPS=28.5M CPS=45.3M MACS=25M MACS=700M CUPS=21.9M CUPS=30.8M CPS=10.9M CPS=377M CUPS=7.5M CUPS=146M (@60MHz) CPS=1.34M CPS=1.96M MACS=6M MACS=200M CUPS=2.48M CUPS=3.07M CPS=1.25M CPS=21.4M CUPS=1.03M CUPS=8.6M (@70MHz)



achievable performance, if no virtualization was necessary, i.e. assuming 120 FUs and a ten times wider memory. In most of the tests performed, the hardware did not require more epochs than the software, which shows that the 16 bit precision used is adequate. It also means that the learning time is also scaled to the CUPS. As an example, the OCR II network took 5.47s to learn in MATLAB, 340ms in SNNS and 44.6ms in ANN2005. As for the hardware requirements, the results are resumed in table 2. As shown, the resource usage of the FPGA device was less than 30%. This means that the performance of a single device of this type can be roughly tripled by just using an external memory three times wider.
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5. CONCLUSIONS This paper presents a versatile, efficient and fast architecture for the processing of neural networks and its widely used backpropagation learning algorithm. The virtualization technique makes the same hardware appropriate for any network size, even for larger-thanhardware topologies, thus increasing versatility. The backpropagation is done with the same degree of parallelism as the propagation, resulting in a high efficiency. The benchmark results show speed ups from 5 to 10 in comparison with software solutions running in high-end CPUs, which can be a decisive factor for real-time constrained applications. The architecture is highly scalable and the performance is proportional to the hardware resources available (memory bandwidth permitting). Acceleration techniques commonly used by software implementations are also supported and are currently under
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Fig. 7. CPS and CUPS for four different networks in four different systems



Table 2. Hardware resources and maximum frequencies in a Virtex2 6000 device and with 12 functional units Module Slices 18x18 Multipliers BRAMs Max. freq. prop 418 12 0 142MHz prop stor 7 0 12 — activation function 84 2 4 146MHz o error 54 2 0 160MHz out error storage 6 0 12 — backprop 209 13 0 160MHz hidden error storage 214 0 12 153MHz weights update 205 12 0 160MHz ctrl 144 0 0 185MHz Total 1248 (3.7%) 41 (28.5%) 40 (27.8%) 121MHz [8] James G. Eldredge, Brad L. Hutchings, “RRANN: A Hardware Implementation of the Backpropagation Algorithm Using Reconfigurable FPGAs,” IEEE International Conference on Neural Networks, 1994. [9] Pedro Domingos, Hor´acio Neto, “An Efficient, Low Resource, Architecture for Backpropagation Neural Networks,” in Proceedings of the IADIS International Conference on Applied Reconfigurable Computing, February 2005, pp. 123–130.



[10] ADM-XRC-II Reconfigurable Computer Documentation, Alpha-Data, 2002, http://www.alphadata.com/adm-xrc-ii.html. [11] Virtex-II Platform FPGAs: Functional Description, Xilinx, 2004, product Specification. [12] University of Stuttgart, University of T¨ubingen, “Stuttgart Neural Network Simulator (SNNS),” http://www-ra.informatik.uni-tuebingen.de/SNNS/.
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