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ABSTRACT We describe a dynamic reconfigurable baseband signalprocessing engine suitable for mobile communications that require short operation latency. Signals are processed using a cluster group, which consists of clusters containing heterogonous processor elements (PEs), inter-PE networks, and a sequencer that controls dynamic reconfiguration. The cluster group also has dedicated shared signal processing resources. In the cluster, combined data transfer and operations are carried out within one cycle to minimize operation latency, except for the multi-cycled PE. We evaluated the architecture by mapping several physical-layer IEEE802.11a and 11b wireless LAN algorithms. The results confirmed a shorter processing latency.



communications. Finally we will show the evaluation results of the architecture by applying it to IEEE802.11a and b wireless LANs. 2. ISSUES REGARDING COURSE-GRAINED RECONFIGURABLE DEVICES Even with coarse-grained reconfigurable devices, there are still important requirements to deal with for baseband processing, such as low latency and hard real time processing. To meet the IEEE802.11a specifications, the required latency from the receiving end of a data frame to the sending head of the acknowledgment frame is 16 μsec [2]. However, the actual available latency for the received signal physicallayer processing is around 10 μsec, and this corresponds to only 1000 steps, if a baseband processing device operates at 100 MHz. Conventional reconfigurable devices, such as PipeRench [3], have both registered and unregistered data transfer paths between the processor elements (PE), as shown Fig. 1(a). Because the critical operation path depends on algorithms that are mapped on the device, the operation frequency becomes unpredictable. This causes difficulties for use in hard real-time applications. If coarse-grained reconfigurable logic has many PEs, and the data transfer cycles between them are the same, each PE must have both input and output registers to obtain high-performance, as shown in Fig. 1(b) [4]. In this structure, the operation frequency is predictable; however, this type of reconfigurable logic needs additional cycles to transfer data. This leads to an increase in operation latency. To solve these issues, we adopted a hierarchical reconfigurable core, or cluster architecture. This cluster architecture has a cluster and a cluster group. In the cluster, each PE has a ’register only’ output port, so that data transfer does not need any additional cycles, as shown in Fig. 1(c). To realize this architecture, we adopted three techniques. First, we limited the size of the cluster to minimize its critical path. Second, we used a flat inter-PE network to minimize the



1. INTRODUCTION Wireless communication standards are continuously evolving to obtain even better communication performance. To keep up with the ever-changing standards, we need programmable baseband processing devices. In addition to the requirements, for the beyond 3G or 4G cellular phones, multimode capability, or software-defined radios (SDRs) will require dynamic mode changes [1]. Due to their lack of dynamic reconfigurability, it takes a relatively long time to change wireless communication systems using conventional FPGAs. In addition, FPGAs need RTL level designs, which cause programming difficulties. We believe that coarsegrained reconfigurable logic is a viable option for realizing programmable baseband processing devices, because it has a large processing capability per device area, a large processing capability per operation frequency, dynamic reconfigurability, and software programmability. In this paper, we will first discuss the issues regarding coarse-grained reconfigurable logic when it is applied to baseband processing. Second, we will describe our reconfigurable logic architectures, which are dedicated to mobile This work was supported by National Institute of Information and Communication Technology (NICT) of Japan.
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3. CLUSTER ARCHITECTURE



3.1. Cluster Figure 3 shows a block diagram of the cluster. It contains several kinds of PEs, inter-PE networks, and a sequencer. The PE is a 16-bit ALU, a MAC, a selector, a shifter, an address generator (counter), a one-port memory, a two-port memory, a register file, and variable delay line. The ALU supports logical, arithmetic, compare and shift instructions, similar to DSPs. The ’compare’ instruction generates a signal that is used as the select signal by the selector and/or a transition signal by the sequencer. The MACs support 16 x 16 bit multiplication and accumulation. All PEs are driven by data-valid signals that accompany the data except for the address generator that can also operate as free-running counter. All PEs output both calculated data and data-valid signals. To increase the cluster’s area efficiency, we used heterogeneous PEs, because they can reduce the unused portion, in comparison with homogeneous PEs that have large logic elements, such as multipliers.



Fig. 1. Processing elements and register positions in the data transfer paths



The inter-PE network contains transferred data accompanied by data-valid signals. The network topology is shown in Fig. 4. It is a kind of indirect three-cube network [9] and consists of three selector levels. The number of logical steps is the same in all paths. In our first implementation, the network corresponded to a 64 x 64 switch that consists of 4 x 4 switches. Because the network is terminated by the PE’s output registers, and the number of logical steps of each path is the same, combined data transfer and operations are carried out within one cycle, even if multi-cycle PEs, such as MACs, need additional cycles. The cluster’s input and output ports have registers to make physical implementation of a cluster group easy.



Fig. 2. Differences between conventional and cluster architecture. Algorithm mapped PEs are shown using cross hatching.



The sequencer controls the dynamic reconfiguration of the PE and inter-PE networks. The sequencer consists of a sequence control program memory, program counter (PC), and branch control unit. The value of the program counter is identical to the address of configuration memories in the PEs, as shown in Fig. 3. This minimizes dynamic reconfiguration latency, because if the sequencer changes a program counter value, then the configuration in the PE changes simultaneously. The program counter not only retains its value during the arbitrary cycles, but also changes values at every cycle. The latter operation is similar to a VLIW processor that issues instructions every cycle. The transition timing of the sequencer is self-generated or produced using the ’compare’ instruction of the PE. The target transition address is determined by an immediate value in the sequence control program or a register value written by the PE.



worst latency of inter-PE networks. Third, we adopted the hierarchical structure of the cluster as the cluster group, to process larger algorithms that do not fit within a cluster, as shown in Fig. 2. There are another coarse-grained reconfigurable architectures, such as PACT [5], MorphSys [6], and DRP [7][8]. All of them might have only one, two, or three processing elements. They might have large unused portions of PE that degrade area efficiency. The DRP operation frequency might be determined using a mapping algorithm. This feature is not suitable for applications that require hard real time constraints. MorphoSys is optimized for data-parallel and high-throughput applications using SIMD. However, in baseband processing very few algorithms require SIMD operations.
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Fig. 5. Cluster group structure 3.3. Shared resources The shared resources located on the inter-cluster network are used by each cluster. There are two kinds of shared resources. One is a memory that can be shared by plural clusters. Another is dedicated hardware to accelerate signal processing. A typical shared dedicated hardware system is shown in Fig. 6(a). This is an example of a two-port, threestage shared resource. It is driven by the data-valid signal and fully pipelined. Fig. 6(b) shows how to use the shared resources from a cluster. If the cluster sends data with a data-valid signal to a shared resource through crossbars, the shared resource carries out the process activated by the valid signal. After fixed latency, valid processed data is returned to the cluster. If the crossbar configurations are changed, the shared resource can be used from any cluster. The shareddedicated hardware is optimized for baseband processing, for example, divider and/or polar operations. This helps to increase the area efficiency of the cluster group in terms of performance, because if division is carried out using PEs that have no division instruction in clusters, it would require a large number of them. In addition to reducing the area, the shared-dedicated hardware can also reduce operation latency. Multi-port functions were also added to the shared resources, so that they could be shared by many clusters at the same time without changing the inter-cluster network connections. This is depicted in the time-division multiplex scheme shown in Fig. 6(c)



Fig. 3. Cluster structure



Fig. 4. Inter-processor element (PE) network



3.2. Cluster group



A cluster group consists of many clusters and shared resources, as shown in Fig. 5. In architecture, the number of clusters in the cluster group can be changed. Inter-cluster networks are organized through crossbars. The sequencer in each cluster also controls the configuration transition of each crossbar, which has five direction inputs/outputs (from/to upper, lower, left, right, and into/out of the cluster). There are no restrictions on the data transfer direction between the clusters, so the feedback paths that often appear in wireless communication baseband signal processing can be used. Each cluster can operate both independently and cooperatively in arbitrary combinations. Inter-cluster data transfer needs two or three additional cycles. The cluster group has data input/output ports. Data input to the cluster group must be accompanied by data-valid signal, because this signal also drives the cluster.



4. WIRELESS LAN EVALUATION A number of papers on reconfigurable processing devices have evaluated the performance of the FIR filter because its algorithm requires only multiplication and addition, thus simplifying evaluation. However, in realistic baseband processing, synchronization and channel estimation/equalization are the key algorithms that make the performance difference in wireless communication. We had developed wireless LAN physical layer algorithm [10][11] and
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Table 1. Resouces used in our evaluations. (a) Composition of a cluster, (b) cluster group resources (a) PE Number ALU MAC Adress generator Data memory(1RW) Data memory(1RW/1R) Selector Valiable delay line Total (b) Resource Cluster Shared divider (2 port) Shared square root (2 port) Shared polar (2 port) Shared ArcTan table (2 port) Shared memory(2 port)



Fig. 6. Shared resources



10 4 6 2 2 2 8 34



Number 7 1 1 1 1 2



4.2. Fine carrier frequency offset estimation and correction



Fig. 7. IEEE802.11a frame format



demonstrated [12]. In this section, we describe the application of the algorithm to the cluster and show the detailed results of the two algorithms. One was a fine carrier frequency offset correction that is a part of synchronization, and the other was channel estimation. We will also give the results of other algorithms that appear in the physical layer of IEEE802.11a and b wireless LAN processing. For our evaluations, Table 1 shows the PEs in a cluster and the resources in a cluster group. The number of PEs in the cluster was optimized, so that, more than one basic function could be processed within a cluster.



A schematic diagram of the fine carrier frequency offset estimation and correction is shown in Fig. 8. The algorithm consists of an offset estimation stage and correction stage. Offset estimation is carried out when long training symbols are received. The offset correction was carried out for the SIGNAL and DATA symbols in this evaluation. We used three configurations while the algorithm was being carried out. The first configuration was used for memory writing operation of the first long training symbol (LT1), and LT1 out control shown in Fig. 9(a). We used the second configuration for the offset estimation shown in Fig. 9(b), where clusters 0, 4, and 5 were used to calculate the self-correlation between the LT1 and the second long training symbol (LT2), clusters 1, 2, and 6, the shared divider and ArcTan were used to calculate phase offset value per sample, and cluster 3 was used for LT2 out control. A third configuration was used for the offset correction in Fig. 9(c), where clusters 0, 1, and 6, the shared polar calculated correction offset value, and cluster 2 performed the carrier frequency offset correction to SIGNAL and DATA symbols.



4.1. Overview of IEEE802.11a frame Figure 7 shows the frame format of IEEE802.11a. It has two kinds of training symbols that are used for synchronization and channel estimation; a SIGNAL symbol that includes control information, such as data rate and length, and DATA symbols. Every symbol time is 4 μsec, except for the training symbols.
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Fig. 10. Channel estimation and equalization algorithm Fig. 8. Fine carrier frequency offset estimation and correction algorithm



Fig. 11. Using clusters and shared resources for a channel estimation algorithm. The shared resources are shown using cross-hatching. multiplication between the ideal training and received training symbols. Cluster 4 and the shared square root were used to calculate the amplitude of the channel response. Cluster 1 was used to perform FIR filter processing in amplitude and complex. Cluster 2 and the shared divider obtained phase of filtered complex channel response. Cluster 5 and the shared memories carried out polar operation to obtain the averaged channel response. Cluster 6 stored the averaged channel response used in the equalization stage. The square root and cluster 3 are optional operations used to generate weight values for the Viterbi decoder. The square root was shared between clusters 3 and 4, so that even cycle cluster 3 could send data and a data-valid signal to port 0 of the square root. In odd cycles, cluster 4 sends data and a data-valid signal to port 1. Figure 12 shows a map of cluster 1’s channel response complex FIR filter.



Fig. 9. Using clusters and the shared resources for a fine carrier frequency offset estimation and correction algorithm. The shared resources are shown in cross-hatching. 4.3. Channel estimation and equalization We used channel estimation and equalization to compensate for air channel disturbances, such as fading. A schematic diagram of channel estimation and equalization is shown in Fig. 10. Channel estimation was carried out in the frequency domain, using the long training symbols, and channel equalization was performed on the SIGNAL and DATA symbols. In the evaluated algorithm, we applied FIR filters for amplitude and phase to get high immunity against noise. Especially we adopt complex FIR filter to get averaged phase of channel response. We used three configurations to carry out the algorithm, so that the dynamic reconfigurations could be executed between LT1 and LT2 processing, and between LT2 and the SIGNAL symbol processing. Figure 11 shows a block diagram of the clusters and shared resources in the second configuration. Cluster 0 rearranged and averaged the received training symbols, and obtained channel responses (CR) that were the results of complex



4.4. Results We now describe the results obtained when we applied our architecture to IEEE802.11a, b wireless LANs, including the algorithms mentioned earlier. Table 2 shows the estimated latency compared with DAP/DNA-2, a commercial reconfigurable device that exhibits massively parallel ALUs [4] when the same algorithms are applied. However, there are implementation differences because of the architectural differences, such as the number of PEs, the differ-
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Table 2. Evaluated latency of algorithm in IEEE802.11a, b wireless LAN Algorithm Latency (cycle) Latency ratio (%) Cluster DAP/DNA-2 11a Tx puncture→pilot insersion (6 Mbps) 129 431 29.9 puncture→pilot insersion (12 Mbps) 178 428 41.6 puncture→pilot insertion (24 Mbps) 282 426 66.2 puncture→pilot insertion (48 Mbps) 477 445 107.2 11a Rx channel estimation1 96 219 43.8 equlization 46 52 88.5 coarse carrier frequency offset correction 44 51 86.3 fine carrier frequency offset estimation1 56 100 56.0 fine carrier frequency offset correction2 17 18 94.4 11b Tx DBPSK modulation→spreading 44 101 43.5 DQPSK modulation→spreading 41 101 40.6 CCK modulation (5.5 Mbps) 43 98 43.9 CCK modulation (11 Mbps) 45 98 45.9 11b Rx despreading DBPSK demodulation 87 41 47.2 despreading DQPSK demodulation 43 90 47.8 Averaged latency ratio 58.9 1 These algorithms are not critical paths of 11a Rx processing. 2 SIGNAL and DATA symbol processing is critical path for 11a Rx processing.



total latency is 44 cycles. However, this table shows that most cluster latencies were less than that of the DAP/DNA2. This was due to the architecture differences, because DAP/DNA-2’s target applications need a high throughput rather than a low latency.



5. CONCLUSIONS



Fig. 12. A part of channel estimation mapping result in cluster 1. A complex FIR filter of channel response.



We described cluster architecture comprised of multiple clusters and shared resources. The architecture can minimize operation latency, because combined data transfer and operations are carried out within one cycle, except for the multi-cycled PE. We adopted the hierarchical structure of the cluster as the cluster group to process larger algorithms that did not fit within a cluster. In baseband processing, the size of each function in an algorithm is not so large, and the function within a cluster and the required number of arguments for each function is limited. Cluster architecture is suitable for baseband processing, because the functions can be carried out within a cluster, and the arguments can be mapped as data transfer between clusters.



ences in their functions, and so on. The latencies were obtained from the HDL simulation for the cluster and from the cycle-accurate simulator for the DAP/DNA-2. The cluster was programmed by the assembler and graphic editor that helped select the PE operation and network connection. We also compared the cluster’s latency ratio to the DAP/DNA2. The evaluated 11a Tx algorithms consisted of puncturing, interleaving, mapping, and pilot insertion algorithms. Because they were almost bit operations and latency was determined by the bit length per symbol, the latency difference was reduced, especially at high data rates of 48 Mbps. For 11a Rx, the latencies of algorithms that used many clusters were comparable to DAP/DNA-2. This is because the inter-cluster transfer latency becomes a large portion of the latency. For example, in coarse carrier frequency correction, inter-cluster network latency is 12 cycles, even though



As an example of wireless baseband signal processing, we applied IEEE802.11a and b wireless LAN to our architecture. Our evaluation results verified that the architecture provides short latency. This short latency is suitable for baseband signal processing for wireless communication.
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