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SYNOPSIS OF THE ACTIVITIES OF WORKING GROUP 14 ‘ADVANCED MATHEMATICAL THINKING’ Joanna Mamona-Downs, University of Patras, Greece Maria Meehan, University of Dublin, Ireland John Monaghan, University of Leeds, United Kingdom INTRODUCTION The inauguration of W.G. 14 in CERME-4 marks the first occasion that a working group at a CERME Conference has been devoted to the theme of ‘Advanced Mathematical Thinking’ (AMT). The response was gratifying, in terms both of the number and quality of the papers received, and the commitment shown by the participants at the meetings at the conference. We feel confident that the discussions that took place constituted a firm basis for a secure and fruitful future for this group in ensuing years. The content discussed was based on the thirteen papers that were submitted and accepted for presentation at the sessions of the group. Twelve of these papers were also deemed suitable for publication in the post-conference proceedings, and appear after this overall report. Every author gave a talk between five and ten minutes, that instigated a discussion about or around the presented paper, lasting typically between 20 to 40 minutes, depending on how the discussion progressed. Naturally, the discussion tended to start closely focussed to the subject of the paper, but evolved into broader topics and issues later. Several times, parallel sessions were organized, allowing some participants to continue their discussions on certain themes at greater length. The organizing team assigned the papers into certain broad topics so that there would be some consistency in theme for each session. These topics were largely determined by the subject matter of the papers received; however, they also reflect areas that are well represented in the more general education literature on AMT. Two sessions were devoted to educational frameworks concerning dualities in (student) habits or preferences in mathematical thinking; these reflect perceived differences between the intuitive and the abstract, the procedural and the conceptual, or processes and objects. It was noticeable how many of the contributing authors chose to employ such frameworks. Most of those brought up are well established and widely known, such as Skemp’s instrumental-conceptual model, APOS theory, theory of reification, procept. (However, there were also some less familiar variants that were introduced and explained.) There was interest in how these were applied in particular cases, and in their
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role more generally. Some concern was expressed about limitations in what such frameworks can provide. Two other sessions focused on issues more closely tied with specific mathematical content. The mathematical context of the papers received concentrated on calculus / real analysis and vector spaces. (These two areas remain to be the most studied in the literature, despite a broadening of interest over recent years.) Certain images related to the derivative, in particular, formed the mathematical background of several of the papers submitted. There was a tendency for authors to relate their results in terms of general frameworks (as referred to in the previous paragraph), rather than directly connecting students’ behavior in terms of the mathematical context. Also we received several papers that concern the effects on students caused by the settings in which the teaching of tertiary level mathematics takes place, and then the relationship between lecturers and mathematics educators. These concerns are critical for the educators to place their work in a balanced perspective within a college/ university environment, so it was pleasing that the presentations of these papers prompted lively discussion. Finally, two sessions covered the themes of proof and problem solving. For mathematics education, these two themes are usually taken as distinct agendas, though they are obviously intimately related. We took these two themes together because several papers refer to a particular ‘language’ that professional mathematicians tend to adopt when communicating. This language reflects both the form of presentation expected for writing down proofs, and as a refined channel for strategy making. Other papers considered more specialized themes, as the role of modeling in problem solving, the extant in which problem-solving processes can be accommodated in web resources, and behavior differences for a logic problem. The remainder of this report will give a more detailed precis of each session. THE SESSIONS Sessions 1 and 2 In Session 1 of Working Group 14, two papers were presented and discussed. Each author gave a 10-minute presentation of his work and results, which was followed by questions from the group. Matthew Inglis presented his, and Adrian Simpson’s, work on Characterising Mathematical Reasoning: Studies with the Wason Selection Task. In this paper the authors consider the effect that studying mathematics has on a person’s reasoning ability. They look at this through the lens of Dual Process Theory. There was much discussion about the System 1 and System 2 dispositions of thinking put forward by this theoretical construct. In addition there were several questions and comments on the two
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hypotheses of Inglis and Simpson on how the System 1 and System 2 of mathematicians is affected by the study of their discipline. Some of this discussion centered on why mathematicians are inclined to make the same (but not the “standard mistake”) in the Wason Selection Task. Markus Hakkioniemi presented his paper on Is There a Limit in the Derivative? – Exploring a Student’s Understanding of the Limit of the Difference Quotient. The author uses APOS Theory in this paper to attempt to analyze students’ procedural understanding of the limit of the difference quotient. It was this theory that sparked much discussion among the group. Due to time constraints and the level of interest in APOS Theory, it was decided by the group leaders to start discussions in Session 2 on this topic. It was also decided to revisit Dual Process Theory in Session 2. Finally the group leaders proposed to have small-group discussions in the next session to facilitate more effective and efficient discussion. Session 3 In Session 3 of Working Group 14, two papers were presented and discussed. Initially it seemed that the theme of the session could loosely be described as Vector Spaces but the authors felt that, in discussions, more emphasis should be placed on how students deal with abstraction and the notions of encapsulation, reification, procept and process-object duality. Each author gave a 10-minute presentation on his or her paper, after which the working group split into two subgroups – each one to discuss a particular paper and related themes. Astrid Fischer presented her paper on Mental Models of the Concept of Vector Space. In it she describes a pilot-study carried out to examine students’ images of the concept of vector space. In the (sub)-group discussion the following were some of the main topics: • Predicative and functional thinking were described in more detail; • It was questioned whether these modes of thinking could be compared with Skemp’s instrumental-conceptual model of thinking; • Encapsulation and reification were further discussed; • Some methodological issues were raised: o What inferences can be made from data on only 3 students? o Can a student’s thinking on an abstract concept such as that of vector space, be modeled by such a concrete task (that of the Color Machine)? • It was strongly agreed that the color machine idea was a very nice example and could prove a useful didactic tool.
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Mirko Maracci presented his paper On Some Difficulties in Vector Space Theory. The following summarize the (sub)-group discussion: • There was much discussion on various aspects of the paper and several questions put to the author; • Process-Object Duality of Sfard was discussed, as was Dubinsky’s APOS Theory. • It was questioned as to how useful a theoretical framework can be to explain students’ difficulties in abstract mathematics. Session 4 This session dealt with the followng papers: Erhan Bingolbali & John Monaghan: Calculus and departmental settings Elena Nardi & Paola Iannone: Acquiring the 'genre speech' of university mathematics Carl Winslow: Research and development of university level teaching: The interaction of didactical and mathematical organizations Although these papers are quite different in several ways each one deals with aspects of the institution that the mathematics is taught in (universities in each case here). Erhan & John looked at the influence of departments on their students' understanding of derivatives. Elena & Paola looked at the mathematical speech and the writing of novice mathematicians. Carl looked at the interaction between research and teaching activities in university mathematics and the didactics of mathematics. Each gave a 10 minutes summary of their papers. A full and lively discussion followed. Points raised included: For the paper of Erhan & John: is the theme 'trivial'? - the majority thought 'no'; we'd like to know more about students who do not share their department's perspective. For the paper of Elena & Paola: Is the question (see the paper) 'trivial'? - 'no', it is at the heart of analysis and took hundreds of years to be resolved. A discussion on symbolism followed which cannot be summarized in a few lines. For the paper of Carl: How does Chevellard' s praxeological analysis relates to other theories of cultural practice? Can everything be subsumed under this theory? Session 5 It is noticeable that out of the thirteen papers presented at our group sessions, as many as seven had a theme in Calculus or Real Analysis for their mathematical background. Because of this, we felt that it was appropriate to devote a session on a topic in this field, and we selected two papers for discussion both dealing with images of the notion of tangent/derivative.
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The paper by Biza, Souyoul and Zachariathes employs the notion of ‘synthetic model’ that represents a mixture of existing beliefs and the ‘scientific theory’. Beliefs are often based on a few known paradigms rather than definitions. The question is whether students would try to (miss)-apply what they know about the paradigms to a new case, or would they use the new case as a way to assimilate a more general concept. This question was asked in the context of students that only had previous experience of tangents for the circle and conic sections. The students were asked to consider tangents for other curves (some of those were not differentiable). Some students answered simply on the grounds what they understood from their previous experience, others were able to adapt their thinking but was still related to the paradigms known, whereas the remaining students were able to free themselves from the paradigms and articulate more allied to the formal definition. The paper of Viholainen is concerned with the importance of combining the formal and informal in an effective way, especially through visualization. In this resect, the author reports that students usually do not have difficulties in relating the derivative with the slope of the tangent line, nor in relating a difference quotient with a secant, but they do have a difficulty to obtain a reliable visualization of the limiting process involved. The presentation continued to contrast the different behavior (concerning the understanding of the derivative) shown by two students, one who tended to blend informal and formal reasoning, the other to separate them. Session 6 An interesting aspect of the intake of papers for the group was that three brought in the idea that mathematicians possess a certain ‘language’ that their students have to acquire to be successful in advanced mathematics. The important point here is that it is naïve to characterize the mathematician’s thinking as being rigorous whilst students prefer informal argumentation. Rather, both depend very much on intuitions and personal interpretations, but the sources are different. For the student, informal reasoning is based on perception and inducing mathematical behavior from a few prototypes, whereas for the mathematician, it is based on evincing meanings from strict definitions and conceiving properties from formally described operations. It is the language that allows the mathematician to access the more refined outlook, so it is important to discuss its exact character and role. The three presentations take slightly different contexts. The paper by Downs and Mamona-Downs is a theoretical treatise concerning the language that mathematicians use and proposing that this language reflects how they create proofs; many aspects of the creation process is not evident in the presentation. The paper by Nardi and Iannone (also mentioned in session 4) discussed the ‘genre’ language by asking mathematicians to suggest pedagogical measures that might help their students to attain it. The paper by Tossavainen (presented at the conference but not published here) also describes some
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traits of the ‘language aspect of mathematics’; in particular in how it differs from, or is similar to, a ‘real-world’ language. This discussion appears within a wider study that employs concept maps to draw up profiles of how novices, advanced students and experts view mathematics and proof. Session 7 Two papers with a perspective on problem solving at AMT level were presented. The paper by Menghini and Bagni deals with students’ solving behavior when tackling optimization problems concerning ‘real-life’ situations. The authors identified certain stages for tasks of this kind and used these to analyze the students’ attempts. Despite of the standard procedures available from the differential calculus, the modeling of the task environment into a suitable function, and then what to do if the function is algebraically difficult to process, constitute real problem-solving activities. The analysis of the students’ protocols revealed that their progress through the more problem-solving aspects of the solution is dominated by raising conjectures and their subsequent evaluation of them. Also it was commented that the existence of a known methodology might restrict the students’ flexibility in thinking. This is exemplified by the fact that the students always followed the strategy: model into a function, differentiate and set to zero, whereas in some cases progress could have been made by retaining the geometric setting. Also students, once they modeled their work into formulae, often showed themselves reluctant in referring back to the original environment, and this tendency led to some errors. In the paper by Cazes, Hersant and Vandebrouk, the authors compare two web resources that offer a stock of mathematical tasks for students to work on. The comparison is made on three lines: the format of the tasks, and how procedural or challenging they are; the range of applications or facets that are represented for any certain mathematical theme; the type of support afforded to the student. One of the most salient differences between the two resources is that for one the students are asked to answer the task and then they can compare the answer with the solution provided, whereas for the other a mark is given for the answer and the student has the option to access a parallel task in order to attempt to get an improved mark. The paper considers the merits and demerits in these two types of support from a problem-solving perspective. EPILOGUE The sessions of our group broached themes (applying general educational frameworks; investigating students’ conceptual bases to cope with the principles in Linear Algebra and Real Analysis; understanding institutional factors; problem solving and proof) that are both important and need much more research in order to obtain a full comprehension. We are confident that future meetings of the group will build on the
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good start made on these directions. However, it is opportune to use this epilogue to suggest some further issues that might be useful to discuss in ensuing years. The divide between the procedural and conceptual is perhaps rather naïve as it is presently represented in the literature. One; the procedural tends to be associated with manipulating sets of operational rules on symbolic systems – this seems hardly justified. Two; AMT is centrally involved in converting systems that are intuitively understood into axiomatic and symbolic systems that provide tools that can extend much beyond what could be achieved intuitively. Three; advanced mathematics often confronts the mathematician with techniques rather that algorithms; techniques often require deep aspects of problem solving to apply them. Perspectives such as these seem to be largely overlooked in educational literature. The curriculum of a typical mathematics undergraduate program covers a bewildering amount of content. Given the microscopic nature of studying students behaviors in response to particular mathematical situations, it is completely infeasible for AMT researchers to aim for comprehensive coverage for cognitive profiles on all the mathematical material taught. (This may account for a tendency for researchers to keep to general frameworks.) However, it is pertinent to ask how some students, perhaps a minority, do seem to cope with the amount of material. A reason for this may be that they follow basic trains of thinking, based on some fundamental principles, that are repeatedly applied, with slight variations, in many different mathematical contexts. If this is true, then AMT literature perhaps has not gone very far in identifying and examining them. This being as it may, an even broader issue looms: can we really claim that researchers in AMT have as yet succeeded to present a coherent program clearly demarcating the overall role of the mathematics educator at the tertiary level? A regular series of discussion meetings, such as those provided by CERME conferences, may provide an ideal medium to make this role clearer.
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CALCULUS AND DEPARTMENTAL SETTINGS Erhan Bingolbali, University of Leeds, United Kingdom John Monaghan, University of Leeds, United Kingdom Abstract: The background of this paper is a study of first year undergraduate mechanical engineering and mathematics students’ conceptions of the derivative. Test results showed that mechanical engineering students did better on rate of change test items whilst mathematics students did better on tangent-oriented questions. This paper explores the dialectic between departmental setting, lecturers’ teaching and student ‘positioning’. We report on departmental goals and programmes, lecturers’ interpretations of their practices and students’ stated preferences for particular conceptions of the derivative. We discuss how these three elements interact and conclude that cognitive functioning is influenced by others, by the setting and by the way individuals position themselves in settings. Key words: calculus, lecturers’ privileging, departmental settings, engineering and mathematics undergraduates INTRODUCTION Most research on students’ understanding of calculus and on undergraduates’ understanding of mathematics has attended to students’ cognitive development, difficulties with and misconceptions of advanced mathematical concepts (e.g., Tall, 1991). Some recent studies have, however, focused on affective dimensions of students’ participation in and success in mathematics (e.g., Rodd, 2003). The extant literature of calculus-related studies is largely restricted to these two dimensions. With due regard to the importance of cognitive and affective dimensions, teaching and learning are imbedded in “material environments endowed with cultural meanings; acting and being acted on directly or with the mediation of physicalcultural tools and cultural-material systems of words, signs, and other symbolic values” (Lemke, 1997, p.38). A full analysis of teaching and learning must preserve “as many dimensions of the general phenomenon under consideration as possible, thereby allowing one to move from one dimension to another without losing sight of how they fit together into a more complex whole.” (Werstch, 1991, p.121). This study goes a little way towards addressing the ‘complex whole’ by viewing two groups of undergraduates’ understandings of the derivative in the context of their departmental settings, mechanical engineering (ME) and mathematics (M). Scant attention appears to have been paid to contextual elements and the impact of departmental settings on students’ understanding of advanced mathematical concepts. Maull & Berry (2000) is an exception that has commonalities with our study. They examined first and final year mechanical engineering and mathematics undergraduates alongside postgraduate students and professional engineers and 1716
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concluded that “the mathematical development of engineering students is different from that of mathematics students, particularly in the way in which they give engineering meaning to certain mathematical concepts” (ibid, p.916). In a similar vein some studies approach teaching and learning in an institutional context (‘institution’ in a wide sense, e.g. a class, a department or a school/university may act as an institution). Daniels (2001, chapter 5) focuses on institutions as a way simultaneously addressing psychological and sociological issues in education. Some recent French work in the mathematical education of undergraduates is informed by the anthropological approach of Chevellard, which attaches importance to institutional aspects of knowledge acquisition. Praslon (1999), for example, examines a university entrance task on the continuity and differentiability of a function and stresses the important role of institutional values and norms in developing personal relationship with mathematical knowledge, emphasising that individual relationships with particular mathematical objects are shaped by institutional parameters. As Artigue, Assude, Grugeon, & Lenfant (2001) put it: ‘Mathematical knowledge cannot be considered as something absolute. It strongly depends on the institutions where it has to live, to be learnt, to be taught. Mathematical objects do not exist per se but emerge from practices which are different from one institution to another one’ (ibid., p.2).



Holland, Lachicotte, Skinner, & Cain (1998) also emphasise the importance of the particular social setting, ‘figured worlds’, and state that in socially and culturally constructed settings “particular characters and actors are recognized, significance is assigned to certain acts, and particular outcomes are valued over others” (ibid., p.52). These studies suggest institutional values, norms and characteristics cannot be ignored in research on learning; we agree and examine undergraduates’ understanding of the derivative with regard to departmental affiliation. In two recent papers we have focused on aspects of learning and teaching the derivative in mechanical engineering (ME) and mathematics (M) departments. Bingolbali & Monaghan (2004) discuss ME students’ tendency towards rate of change aspects of the derivative and M students’ tendency towards tangent-oriented aspects. We partially attribute these different tendencies to the calculus practices to which students are exposed in each department. We also argue that these difference tendencies are interlinked with students’ ‘identity’ as mathematicians or engineers. We also note that lecturers ‘privilege’ different aspects of the derivative when teaching in different departments. This privileging is further explored in Bingolbali (2004) and cultural tools involved in this privileging include examples used in lectures, examination questions and textbooks. In this paper we explore the ideas in those two papers further. We wish to understand why ME and M students develop different tendencies towards different forms of the derivative concept. In addressing this question we take into account the departmental (institutional) settings in which learning occurs and the teaching. The remainder of the paper presents the context of the research, results (departmental settings, CERME 4 (2005)
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lecturers’ practices, students’ experiences), a discussion and a conclusion. The discussion section explores the relationship between departmental settings, lecturers’ privileging and students’ understanding. THE BACKGROUND AND THE CONTEXT OF THE RESEARCH The research explored ME and M students’ conceptual development of the derivative over the first year of undergraduate studies in a large Turkish university and we do not claim that results from this study generalise beyond the confines of this university. The research employed quantitative (pre-, post- and delayed post- tests), qualitative (student questionnaires and student and lecturer interviews) and ethnographic (observations of semester 1 calculus courses and student ‘coffee-house’ talk) methods. The overall approach to the research could be described as grounded (Glaser & Strauss, 1967) and naturalistic (Lincoln & Guba, 1985). The pre-, post- and delayed post-tests were applied to 501 ME and 32 M first year degree students. The tests were administered at, respectively, the start of the year, the end of semester 1 and the end of semester 2. The tests addressed questions regarding ‘rate of change’ and ‘tangent’ aspects of the derivative and were used to gain insights into: how ME and M students’ concept images of the derivative developed over the course; how students dealt with rate of change and tangent concepts when questions were presented in graphic, algebraic and application forms. In the pre-test ME and M students performed similarly; there was not a significant difference in their performance. In the post-test and the delayed post-test both groups improved their performance but in different ways: ME students did better than M students on all forms of rate of change-oriented test items whilst M students did better than ME students on all forms of tangent-oriented questions2. Although these results show a clear trend they do not reveal why this trend exists. To explore this further we designed two additional items and administered them after the delayed post-test. Due to space limitations we only report on item 2 (see Figure 1) in this paper (see Bingolbali & Monaghan (2004) for further details). The responses suggest that many students ‘support’ derivative conceptions that are compatible with departmental goals3.



1



50 ME and 32 M students sat all three tests: pre-, post- and delayed post-test. These results have not been published yet but are available as an informal paper from the first author. We wish to stress that these results apply to students’ correct and incorrect answers, not just their preferences, i.e. institutional setting actually interrelates with cognition. 3 We use the term ‘department’ to refer to an academic unit in a faculty and use the term ‘departmental goals’ to refer to the overarching goals of ME and M study programmes. 2
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Item 2: Two university students from different departments are discussing the meaning of the derivative. They are trying to make sense of the concept in accordance with their departmental studies. Ali says that “Derivative tells us how quickly and at what rate something is changing since it is related to moving object. For example, it can be drawn on to explain the relationship between the acceleration and velocity of a moving object. Banu, however, says that “I think the derivative is a mathematical concept and it can be described as the slope of the tangent line of a graph of y against x”. a.) Which one is closer to the way of your own derivative definition? Please explain b.) If you had to support just one student, which one would you support and why?



Figure 1: An item to explore reasons for rate of change and tangent orientations RESULTS The results are presented in three sections. First, the ME and M departments are described by focusing on departmental goals with regard to fostering students, first year courses and the role of lecturers and students. Second, lecturers’ reports with regard to their differential privileging of cultural tools in each department are presented. Finally, we report on ME and M students’ reasons for preferred forms of the knowledge with specific reference to departmental settings. Engineering and mathematics departmental settings Each department has its own goals, practices and features. Of the many ME departmental goals considered as ‘the targets of the educational activities carried out in accordance with the mission and vision of department’ an important one is: The department aims to foster engineering students as those mechanical engineers who have a fundamental knowledge of technological development… who not only analyse but also synthesise, who can have the competence and selfconfidence to do research.



There are, of course, many stated goals of ME departments. The important point about the above goal is that it is the overarching goal and is concerned with fostering mechanical engineers. Likewise, the mathematics department also has many stated goals but the overarching goal stated by the department is to foster mathematicians: The goal of the department is to foster mathematicians… to provide fundamental know-ledge for those students who want study in mathematics and mathematicsrelated areas.



There is a dialectic between stated goals and programmes (sets of courses). The courses for both groups of students considered here are presented in Table 1.
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First Year Courses Mechanical Engineering Mathematics First semester Second semester First semester Second semester • Calculus I • Calculus II • Calculus I • Calculus II • Physics I • Statics • Linear algebra I • Linear algebra II • Introduction to ME • Chemistry • Abstract • Abstract mathematics I mathematics II • Introduction to com- • Computer-based • Introduction to • Mathematical puter programming technical drawing computer programming • Technical drawing • Application with computers in ME • Ethics of ME (optional) • Intro to engineering mechanics (optional)



Table 1: ME and M departments’ first year courses The only common course run by both departments are Calculus I & II. These courses, all taught by members of the mathematics department, cover ostensibly similar content but, as Table 2 (compiled from observations of lectures and student course notes) shows, for semester 1 calculus courses, there are telling differences with regard to time spent and examples given over ‘rate of change’ and ‘tangent’ approaches.



Duration examples



Rate of change ME M ≈133 minutes ≈11 minutes (9 examples) (no examples)



Tangent



ME ≈10 minutes (no examples)



M ≈85 minutes (7 examples)



Table 2: Semester 1 ME and M calculus course content ME departmental stated goals are also related to applications and practical matters whilst M departmental stated goals are related to abstraction and mathematical thinking, but is this how lecturers and students perceive people and practices in each department? To address this we turn to their views. Lecturers’ interpretations of their practices in relation with departments How do calculus course lecturers conceive distinctive departmental features and goals and tailor their practices accordingly? Four mathematics and two physics lecturers, who had taught both ME and M students in recent years, were individually interviewed to find out: if they teach engineering and mathematics students in different ways; if they set different types of questions in examinations; and if they used different textbooks for different departments. Lecturers’ responses to the interview questions were transcribed, analyzed and translated from Turkish to English. Analysis consisted of repeated rereading of transcripts, noting and categorizing statements which appeared to shed light on lecturers’ perceptions of ME and M departments, and students and their mathematical needs. We report the views of five lecturers in this section: L1 taught calculus in the ME department; L2 taught calculus in another engineering department; L3 taught calculus in the M department;
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L4 and L5 are physics lecturers who have taught physics in engineering and mathematics departments4. All lecturers stated that they made amendments in their instruction and emphasised different aspects of a particular concept whilst teaching in different departments. For instance, when asked if they were influenced by the departments or if they taught in different ways, lecturers stated: L1 They demand from us some stuff. It is like we use mathematics here and there, we want our students to know this and that so that they can be successful in the coming years’ courses. L2 The starting point and main aim is where maths and engineering students make use of maths. Maths students need to know everything but engineering students only need to know the parts which are useful for them.



L1 stated elsewhere in the interview that he had consultations with the ME department administrators regarding the content of the calculus he was to teach and that ME departments are concerned with the way their students will be using mathematics. L2 differentiates his teaching and makes a distinction between the calculus of engineering and mathematics in terms of ‘usefulness for students’. L3 explains the aim of calculus for M students as: L3 It is how to get students to comprehend theoretical thinking. I mean how to attain a theoretical thought; and to get them to know what proof methods are and how to carry them out. We try to make students comprehend this in the maths department.



Similarly when asked if he includes theorems in M calculus examinations L1 states: L1 Maths students will be specialists in this area; they need to know this job’s reason and logic. That is why you can ask them theorems in their examinations. This is their job.



L3 views the aims of M calculus as introducing students to theoretical thinking and proof methods in mathematics. Likewise, L1 refers to ‘reason’ and ‘logic’ issues. We do not think that these lecturers’ perceptions of the aims of M calculus courses can be divorced from the way they view the M department or, indeed, mathematics. Physics lecturers articulate similar remarks regarding engineering and M departments: L4 In the mathematics department I tried to give examples concerned with the essence more, while in the engineering department it is more towards to application aspects in the sense that problems can be connected to real life phenomena… I tried to choose some typical questions which are peculiar to this or that particular department. L5 Topics are presented so that they are useful for the departments’ job…, are close to these departments features. And I think this is the right thing. You need to give topics in accordance with each department’s feature so that they are useful to students.



It is interesting to note that, as ‘outsiders’ to both engineering and mathematics departments, physics lecturers view that engineering department’s physics should be 4



The Mathematics department used to run a physics course in the first year. L4, for instance, taught physics in the Mathematics department for more than a decade. When the study was conducted the department, however, had moved the physics course to the second year’s programme. CERME 4 (2005)
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application oriented whilst mathematics department’s physics should be more related to the ‘essence’ (L4). But why do physics lecturers tend to differentiate the teaching of physics according to the departments and differentiate between engineering and mathematics departments? We return to this in discussion section. Students’ stated preferences The data obtained through the two additional items shows a clear trend: ME students develop a tendency for rate of change aspects of the derivative whereas M students develop a tendency for tangent-oriented aspects (Bingolbali & Monaghan, 2004). This section attends to the way students forge a relationship between their preferences of forms of the knowledge and the department in which they study. We report on some examples of ME and M students’ written responses to item 2 (Figure 1). Half of the ME students ‘supported’ Ali (51/49% for item 2 a/b respectively). The other half clearly felt a tension with regard to the ‘correctness’ of mathematics (Bingolbali & Monaghan (2004) provides more detail on this ‘other half’). We, here, will only report on the responses of students who supported Ali. The responses of three such ME students are shown below. They attribute their reasons to: real life; applications; rate of change; engineering. S1 I am thinking with an engineer mentality. This makes me tend to be close to the practicality and concreteness. I am trying to make what I am thinking and understanding concrete, even when thinking of maths and geometry.What Ali says is closer. Calculating rates of change seems to me more real…since I am going to be an engineer, Ali’s idea would be just different because I would be the one who makes mathematics concrete. S2 Because Ali’s interpretation is closer to ME and especially using ‘velocity’ and ‘acceleration’ underpins the foundation of my thoughts regarding the derivative. S3 I guess that Ali would be either an engineer or physicist, and Banu would be a mathematician.



These students’ reasoning is compatible with the way their department is commonly perceived. These ME students view their profession as the one which deals with concrete and practical matters, with which they appear to identify themselves. M students showed a strong preference for Banu’s tangent-oriented interpretation (63/78% for item 2 a/b respectively). The responses of three M students supporting Banu are shown below. They attribute their reasoning to: the slope of a tangent; belonging to a mathematics department; interpretation from a mathematician standpoint; the comprehensiveness of the definition. S4 Banu gives the definition while Ali gives the explanation. I would support Banu because she explains it in a scientific way. S5 Banu interprets the derivative from a mathematician’s perspective, and Ali interprets it from a Physicist’s standpoint. At the end of the day, since I am too from the maths department, I find Banu’s explanation close to myself… S6 Banu’s one because mathematics is not related to the world we are living in, it is related to the world which we created in our mind.
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Support for Banu’s interpretation of the derivative includes definition-oriented, scientific and being from mathematics department. S4 and S6 implicitly hint at the exactness of mathematics and S6 even views mathematics as not related to the world. Although item 2 did not state the department that Ali and Banu belong to, some students tend to ‘locate’ these imaginary students as engineers, mathematicians or physicists. DISCUSSION With regard to departmental/institutional settings and students’ development, specifically the emergence of ME students’ tendency to rate of change and M students’ tendency to tangent aspects of the derivative concept, we consider cultural aspects of both departments and lecturers’ and students’ responses. Barab & Duffy (2000) argue that every community has a common cultural and historical heritage which may be manifested through many forms; each community has and develops its own goals, practices, conventions, rituals and histories. This applies to both the ME and M departments, they have their own cultural forms: goals, practices, etc. which have developed over decades, and they continue to evolve. Both departments have ‘stated goals’, the ‘overarching’ goal of each department is to foster future mechanical engineers (mathematicians). Intertwined with these goals both departments have programmes and specific courses. These departments also have some peculiar features which they are often associated with, e.g. engineering is associated with ‘practical’, ‘application’, and ‘real life’ whilst mathematics is associated with ‘abstract’ and ‘theoretical thought’; we shall call these peculiar features ‘characteristics’. From an activity theoretic point of view, e.g. Engeström (1987), each department is an activity system, though we do not develop an explicit activity systems account in this paper. Our data suggests that distinctive departmental characteristics influence (and are influenced by) both lecturers’ and students’ actions and meaning making. Lecturers perceive the two departments as having distinct goals and amend their instructions accordingly. This does not apply solely to mathematics for engineers or mathematicians. Physics lecturers’ views, for instance, differentiate with regard to the physics that engineering and mathematics students should learn, i.e. engineering physics should be application-oriented and mathematics physics should be concerned with the ‘essence’ suggesting that they have certain perceptions regarding (students in) both departments. Pre-, post- and delayed post-tests suggest that a great number of students from each department develop cognitive structures, with regard to the derivative, relevant to the perceived mathematical goals of their department. Students’ stated reasons for their preferred forms of the derivative also suggest that about half of ME and two thirds of M students develop a personal association (being an engineer or a mathematician) towards particular conceptual forms of the derivative. These ME students associate engineering with ‘practicality’ and ‘concreteness’; they regard Ali as being an engineering student because of Ali’s rate of change interpretation of the derivative. CERME 4 (2005)
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These M students find Banu’s tangent interpretation of the derivative more ‘formal’ and regard Banu as being from a mathematics department. In short, the cognitive structures developed to give meaning to the derivative concept and the stated preferences for given views of the derivative are, for a great number of students, somehow in line with the characteristics of the departments to which they belong. We have discussed departmental goals, lecturers’ privileging and students’ tendencies. The important question is how are these interlinked and, in particular, how do individuals (students and lecturers) and the institute interact. We find Holland et al.’s (1998) account suasive. They argue that in socially and culturally constructed settings particular characters and actors are recognised, significance is assigned to certain acts and particular outcomes are valued over others. In ME and M departments, at the observable level, this is manifested in what lecturers report about their instruction and what many students report about their preferred forms of the knowledge. L3, for instance, differentiates between engineering and mathematics students on the basis of their being from different departments; that “maths students need to know everything but engineering students only need to know the parts which are useful for them”. In the same vein L2 views that the aim of calculus course for mathematicians is to “make students comprehend theoretical thinking ... get them to know what proof methods are and how to carry out them”. Both L2 and L3 statements are broadly supported by observations of lectures and students’ lecture notes (see Table2). There is a complex dialectic here between institutions (departments), sets of individuals and values, of which we do not pretend to have but scratched the surface. We present lines of strong influence between these ‘players’ diagrammatically in Figure 25. One way lines are Department used to indicate strong influences but further lines of Ó Ô influence could be inserted: all one way lines could be two way, e.g. students do influence lecturers; all Student Í Lecturer three players could/should have loops from Figure 2: Strong Influences themselves to themselves. We now explore more subtle influences and focus on the student. Lecturers tailor their calculus instruction to the department the student is in. Bingolbali (2004) shows how lecturers’ privileging of different aspects of the derivative concept influenced ME and M students’ developing conceptions. But students do not perceive their departments only through lecturers. They come to university, to a specific department, with beliefs, values and aspirations. They interpret departmental settings and ‘figure out’ their positions accordingly. In this connection, for instance, considering student 1’s, a ME student, account it can be realised that this student views that certain elements are more valued in their departments, e.g. practicality and concreteness. Conversely, student 4, a M student, values scientific thinking. It is



5



Our intention here is not to convey the idea that the department is external to students and lecturers; we simply examine these parameters separately for the sake of reporting. 1724
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reasonable to assume then that the way students perceive the departments in which they study has an important influence on their developing conceptions. CONCLUSION Considerations of departmental settings of ME and M help us to explain why lecturers amend their instructions in different ways and why ME and M students’ conceptions develop differently. Each department’s characteristics and goals explicitly or implicitly impart particular value judgements with regard to mathematics. Interpretations of these value judgements shape both lecturers and students’ perception of, and actions in teaching and learning, mathematics in different departments. Almost all extant studies of students’ understanding of the derivative have focused on cognitive aspects and the individual mind. From this standpoint the results of the pre-, post- and delayed post-tests are startling – can it be that they actually think in a different way? We do not dismiss cognitive studies, nor do we ignore the individual, but we feel that they must be seen in context – individual cognitive functioning is influenced by others, by the setting and by the way individuals position themselves in settings. From this standpoint differing conceptions of the derivative is not really surprising but is simply an interesting phenomenon to investigate. We are aware that our investigation into this, to date, leaves much unexplained (how student ‘positioning’ develops as well as accounting for students who do not appropriate departmental stances, e.g., ME students who do not privilege rate of change interpretations of the derivative). We believe, however, that the ideas we have introduced cannot be ignored in future studies of advanced mathematical thinking. REFERENCES Artigue, M., Assude, T., Grugeon, G. and Lenfant, A.: 2001, ‘Teaching and learning algebra: approaching complexity trough complementary perspectives’, in Chick, H., Stacey, K., Vincent, J. and Vincent, J. (eds.), The Future of the Teaching and Learning of Algebra, Proceedings of 12 the ICMI Study Conference, The University of Melbourne, Australia, December 9-14, 2001. Barab, S. A. and Duffy, T. M.: 2000 ‘From practice fields to communities of practice’, in D. H. Jonassen and S. M. Land (eds.), Theoretical Foundations of Learning, Mahwah, NJ: Lawrence Erlbaum. Bingolbali, E. and Monaghan, J.: 2004 ‘Identity, knowledge and departmental practices: mathematics of engineers and mathematicians’, in Høines, M. J. and Fuglestad, A. B. (eds.), Proceedings of the 28th conference of the international group for the psychology of mathematics education Bergen, Norway, 2, 127-134. Bingolbali, E.: 2004 ‘The influence of lecturers privileging different aspects of derivative on students’ conceptions’, Proceedings of the British Society for Research into Learning Mathematics, Leeds, 24 (2), 7-13. Daniels, H.: 2001, Vygotsky and Pedagogy. New York: RoutledgeFalmer. Engeström, Y.: 1987, Learning by Expanding, Helsinki: orienta-Konsultit Oy. See also http://communication.ucsd.edu/MCA/Paper/Engestrom/expanding/toc.htm
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CONCEPTUAL CHANGE IN ADVANCED MATHEMATICAL THINKING Irene Biza, University of Athens, Greece Alkeos Souyoul, University of Athens, Greece Theodossios Zachariades, University of Athens, Greece Abstract: In this paper, we argue that the theoretical framework of conceptual change could help us to interpret some of the misconceptions dealing with concepts of advanced mathematical thinking, as the concept of curves´ tangent, which the students have studied in specific cases in the middle high school and they deal with the general case of them in the upper secondary and tertiary level. In this study, we trace the beliefs of the students and the synthetic models, which they create in their effort to assimilate the general concept of curves´ tangent in their existing knowledge of the tangent of circle and conic sections. We make a case that students take for granted properties of circle’s tangent in curves, which do not apply in general and they cause the synthetic model that students create to deal with tangent’s problems. Keywords: Conceptual change, tangent line, concept image, synthetic model, calculus, misconceptions of tangent line. ΙNTRODUCTION This study is based on the theory of the Conceptual Change. This theory examines the learning process, especially in cases where the new knowledge is incompatible with the prior one (Vosniadou & Brewer, 1992; Vosniadou, 1994). According to this theory, the students very early create initial explanatory frameworks that consist of certain coherent core of presuppositions. These presuppositions influence beliefs that are created through every day and cultural experience. When students face a new knowledge, which is incompatible with the prior one, in their effort to assimilate the new information in their existing cognitive base, they create synthetic models, which are a mixture of their existing beliefs and the scientific theory. In this study, we examine the learning development of the notion of curves´ tangent from this theory point of view. We investigate the beliefs of the students and the synthetic models, which they create in their effort to assimilate the generalized concept of curves´ tangent in their existing knowledge concerning tangent of circle and conic sections. We make a case that students take for granted properties of circle’s tangent in curves, which do not apply in general. These properties are the generic properties of the corresponding concept image (Tall & Vinner, 1981; Tall, 1986; Vinner, 1991). It CERME 4 (2005)
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seems that students generate a paradigmatic intuitive model of circle (Fischbein, 1987). This model remains active after the traditional instruction of the general case of this concept in the upper high school and causes the synthetic models that students create to deal with tangent’s problems. THEORETICAL FRAMEWORK The theory of conceptual change examines the process of knowledge acquisition and especially in situations where the prior knowledge is incompatible with the new. According to this theory, the children, in their effort to understand the world around them, create a framework theory. This is not a formal theory but something like a naive theory, that is an explanatory framework created from first ages and it is consisted of ontological and epistemological presuppositions structured in a coherent core. These presuppositions are influenced by everyday experience. In most of the cases, students are not aware of the control of the constraints of these presuppositions in their interpretation of receiving information and their conceptualization. This framework theory, through everyday and cultural experience, causes some specific theories (Vosniadou & Brewer, 1992; Vosniadou, 1994). The beliefs that constitute a specific theory, act as a secondary level of constraints in the process of knowledge acquisition. These beliefs and the presuppositions that cause them are intuitive knowledge with the meaning that Fischbein (1987) gave to the notion. Many times, these existing presuppositions and beliefs influence the acquisition of new knowledge and cause cognitive problems. Conceptual change theory tries to interpret exactly these problems. In many cases, the new information is incompatible with the existing presuppositions and beliefs of the student. In these cases, the acquisition of new information needs a radical revision of prior knowledge. In fact, it needs a radical conceptual change that is a difficult and time-consuming process of learning. Usually, the students’ beliefs according to their intuitive nature are too strong and consistent. Consequently, various failures occur in the learning process and some of these create misconceptions that take place in a not arbitrary way. The synthetic model is of this kind of misconceptions. The term of model is used as the mental models, which is a mental representation generated by a person during his/her cognitive operations when he/she confronts a problematic situation. Especially, the synthetic model is a model that reveals students’ misconceptions when they try to reconcile new information with their initial explanatory theory. These models are a mixture of existing beliefs of individuals and the scientific knowledge concerning the same notion. Actually, the students create synthetic models in their effort to assimilate the new information in their existing cognitive base although they are incompatible (Vosniadou & Brewer, 1992; Vosniadou, 1994). Examples of such synthetic models, in the case of science, is the model of the Earth as “a hollow sphere with people living inside it on flat ground” (Vosniadou & Brewer, 1992; Vosniadou, 1994) or, in the case of mathematics, is the model of a fraction as a part of the unit where “the more parts means the less value” (Stafilidou & Vosniadou, 2004).
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The theory of conceptual change has already applied to a considerable number of cases of science learning. In addition, some recent studies investigate conceptual change in the learning process of mathematical concepts. These are referred to the concept of number (Merenluoto & Lehtinen, 2002); to the transition from one set of numbers to a more extensive one (eg. from natural numbers to fractions or rational numbers) (Stafilidou & Vosniadou, 2004; Vamvakoussi & Vosniadou, 2002, 2004a, 2004b); to proportion (Van Dooren, De Bock, Hessels, Janssens, Verschaffel, 2004) and to infinity (Hannula, Markku, Maijala, Pehkonen, & Soro, 2002; Tirosh & Tsamir, 2004). Many other recherchers have investigated students’ previous conceptions concerning mathematical notions and their incompatibility with the corresponding formal knowledge. Fischbein (1987) talked about intuitions and their effects in mathematical reasoning, Vergnaud (1988, 1990) mentioned the existence of implicit mathematical concepts and theorems which act as invariants and called them concepts-in-action and theorems-in-action, Cornu (1991) described spontaneous conceptions before formal thinking, Stavy and Tirosh (2000) expounded their theory of intuitive rules. Conceptual change approach does not contravene the above theories but it offers a social constructivism perspective and tries to provide, among others, student-centered explanations about knowledge acquisition concerning counter intuitive math concepts and to alert students against the use of additive mechanisms in these cases (Vosniadou, 2004). In this study, we examine the learning development of the notion of curves´ tangent. The students have studied the concept of the tangent of circle in middle high school. In upper high school, they deal with the tangent of conic sections and later on with the tangent of a curve. The historical analysis of this notion reveals its different aspects as they appeared through the evolution of mathematics science. This historical path could give us a support in our effort to interpret certain answers of students, which could make known their conceptions about tangent line (Artigue, 1990). The aim of this paper is to interpret the students’ misconceptions concerning tangent line from the conceptual change point of view. We trace the beliefs of the students and the synthetic models, which they create in their effort to assimilate the general concept of curves´ tangent in their existing knowledge of the tangent of circle and conic sections. METHODOLOGY The participants of this study were 19 first year university students of mathematics, of various levels of performance. They answered a questionnaire printed on paper and afterwards we had an interview with each one of them and discussed his/her answers. All the conversations were recorded during the interviews. Through the previous year, all of these students had a traditional calculus course at high school, which included the concepts of limit, continuity, derivative, tangent line and integral. By the time we interviewed them, they had not been taught these concepts at a university level. CERME 4 (2005)
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The questionnaire included three parts. The tasks of the first part aimed to investigate student’s beliefs about the properties of a tangent. The tasks of the second part aimed to investigate the student’s ability to recognize a tangent. The tasks of the third part aimed to test the validity of students’ answers in the second part and the persistence of their mistakes. In the first part of the questionnaire, the students were asked to determine whether the following statements are True of False: Α1: The tangent of a curve at a point A(x0,f(x0)) is a line having exactly one point common with the curve and it does not split it. Α2: The tangent of a curve at a point A(x0,f(x0)), divides the plane into two semiplanes one of which contains the whole curve. Α3: The tangent of a curve at a point A(x0,f(x0)), may have more than one point common with the curve. In the second part of the questionnaire, the students were asked to determine which of the drawn lines in the following figure are tangent at point A(0,f(0)).



B1



B2



B3



B4



B5



B6



Figure In the third part of the questionnaire the students were asked to draw the tangent at a point, if there is one, of some curves, similar but not the same as those in the second part. The students answered in this part in a similar way to the second part. They did not draw any unpredictable tangent. So, we do not present here the third part of the questionnaire as it does not provide anything more except of the verification of the results of the second part.
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FINDINGS According to the students’ answers to the questionnaire and the interviews, three classes were defined, depending on the extent that the elementary definition of circle’s tangent dominates their concept images about tangent (table). First class



Second class



“circle concept “circle-like image” concept image”



Third class “curve concept image”



5



7



7



26%



37%



37%



Table: Findings The first class comprised five (5/19) students. They had a “circle concept image” of tangent. These students, generally, gave wrong answers to the tasks of the first part and they used the properties of circle’s tangent to identify the tangent in the tasks of the second part of the questionnaire. Some of them accepted the line ε in B1 graph of the figure as a tangent, but they rejected the line ε in the second graph. In the interviews, they explained their choice by mentioning that in the first graph the other common points are not on view in the figure while in the second they are. The following dialogue indicates an explanation that was given in the interviews: S: In B2 the line crosses the curve and it intersects the curve more than once… but in B1 it does not. I: Then what will happen if we extend the line in B1. Won’t it look like the one in B2? S: Can we do that? If this is happened it will no longer be a tangent. But this is not the case. No one did extend it.



Many of these students, also, rejected other correct tangents, as x-axis in B6 graph, which splits the curve while they accepted, as tangents, lines that are not, as ε1 or ε2 in B3 graph. For some of them, B5 graph makes an exception to this. The point A is a “corner point” and two of these students remembered that “if the common point is a corner one there is no tangent”, so they rejected it without being able to say why (this was the beginning of a fruitful conflict). The second class comprised seven (7/19) students. They had created a more sophisticated concept image of tangent. We will call this “circle-like concept image”. They checked the validity of circle’s properties locally. For them: “a curve has a tangent at a point, if there is a neighbourhood around this point, where the curve seems like a circle”. Most of them gave correct answers in the first part of questionnaire but they could not recognize as a tangent a line that splits the curve, as x-axis in B6, or coincides with a part of it, as the ε1 in B4. For them, ε was the tangent of the curve in B2, because, as they said in the interviews, the curve looks like a circle, locally. A student was asked during the interview about the tangent of a straight line. Although she knew that the formal definition implies that the tangent at a point is the same line, she replied: CERME 4 (2005)
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“No, it cannot happen. The straight line does not have a tangent, because the tangent intersects our curve at any neighbourhood around the point”



The third class comprised seven (7/19) students. These participants didn’t have any problems to identify a tangent. These students gave correct answers to almost all tasks as they had created a “curve concept image” which did not depend on the circle’s properties. In the interviews, we asked them to give a formal definition. Only two of them were able to define the tangent at a point as the line which passes through this point and has slope equal to the derivative in this point. All of the students knew that the definition “comes from the derivative” and for this reason they did not care about the validity of the circle’s properties. The only criterion for them was: “the point is not corner point”. For example one student said: “I have been taught at school what a tangent line is. I don’t remember the formal definition…but I am sure there is not a problem when the line crosses the curve or when the line intersects more than once… but don’t ask me why. I don’t remember, but I have an intuition which leads me to all the answers that I gave.”



DISCUSSION In order to explain the above findings we have to describe what the students had learnt through their experiences about tangent line. The notion of the tangent line appears in three stages during a student’s schooldays. At first, in Euclidean Geometry, students learn the tangent of the circle as a line that has exactly one point common with the circle. An intuitively obvious property of this line is that it has a common point with the circle and divides the plane in two parts, one of which contains the whole circle. Later, in Analytic Geometry, the students are introduced to the conic sections. In these cases, the tangent’s definition is more sophisticated: “the tangent in a point A is the limiting position of the secant AB as B approaches A”. The “exactly one common point” property remains true in conics, but it is not enough to define the tangent; there are lines, which have one point common with parabola or hyperbola and they are not tangent lines. On the other hand, the “one common point and residence on one semi-plane” property is valid for all cases except hyperbola, where the tangent separates the two branches of it. Consequently, we can say that the property remains true, even in the case of hyperbola, for each branch separately. Therefore, there is no necessity for students to change their previous intuitive images about the two properties of the circle’s tangent: “exactly one common point” and “one common point and residence on one semi-plane”. A small adaptation of their beliefs is enough to assimilate the new knowledge about conics’ tangent in their existing knowledge about circle’s tangent. In this case, it just needs an enrichment of prior knowledge concerning tangent line. Finally, in Calculus courses, students encounter the concept of tangent at a point on a curve. At this level, a curve’s tangent is defined through the concept of derivative. In fact, this definition is the same as in the case of conic sections. The difference is that none of the above properties remains valid, in general. There are functions that have a tangent that has more than one intersection points with the curve or/and splits the curve into two or more pieces (graph B6). 1732
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Analyzing the students’ answers, we can say that some of them (first class) use the above properties as the only criterion to identify if a line is tangent. The students of the second class have created a synthetic model in their attempts to deal with the tasks of the questionnaire. They know that the general definition of the tangent line does not imply the circle’s properties. They also know that the tangent line and its existence, depends on what is happening locally in the curve. Although the two circle’s properties are not valid generally, they remain active in their new concept image of the tangent line. These students have in mind how a tangent line should “look like”. They focus on an area of the curve near the point and test the validity of circle’s properties in this part, through their adapted definition. On the other hand, the students of the third group had created an “adequately good” concept image of curves’ tangent, even though they didn’t remember the corresponding concept definition. That means that their concept images concerning tangent line was not closely dependent on the circle’s properties. This is a good basis for their transition to the formal meaning of tangent line especially in cases where the graphical representations become poor in information or they are not trustworthy even in a 1 computational environment like the case of function f ( x) = x 2 sin . x



Consequently, many of these students have a concept image of tangent, involving circle–like pictures. These concept images contain a particular representation of tangent that could be called a generic tangent (Tall 1986; Vinner 1991). The generic tangent acts as a paradigmatic model (Fischbein, 1987). It is not an example of the notion of tangent in general but it is a particular exemplar and it is accepted as a representative for the whole class of tangent lines. In terms of the theory of conceptual change, we argue that the ideas related to the notion of the circle’s tangent are beliefs, which act as a barrier to the process of mastering the notion of curve’s tangent. Students usually generate synthetic models in their attempts to relate the information they receive about tangent with their knowledge on the circle’s properties. This synthetic model is a “secondary intuition without formal perfections” that is based on the paradigmatic model of circle. While the number of participants in this study is limited, we believe that it could offer some evidence to support our assumptions. This study suggests that the acquisition of knowledge of tangent line requires a conceptual change, which is a complex and discontinuous process. We tend to believe that the main beliefs related to the circle model are “exactly one common point” and “one common point and residence on one semi-plane”. These properties are inherited from the circle and they are generic. The circle in this case is prototype and forms their paradigmatic model concerning tangent line. These are secondary intuitions of students (Fischbein, 1987) but they are not typically correct. They are influenced by their school experience related to circle’s properties and they are obstacles to the process of transition to a generalized notion of tangent. Furthermore, the historical trace of tangent line could give us an interesting point of view of students’ difficulties concerning this notion. As Artigue (1991) described, CERME 4 (2005)
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although the first definitions of tangent of circle, firstly, and conics, later on, came too early in the history of mathematics, it was only at sixteenth century when a more general definition of tangent line appeared. It looks that this transition from tangent of conics to tangent of curve needed a revised thinking about this concept. This innovation in mathematics was not just an addition of new ideas to the previous ones. Actually, it needed the introduction of infinity processes and this was a revolution in mathematics, in the sense that Dauben (1984/1992) gave to this notion. Therefore, a teaching proposal of tangent line could use a revised representation. This approach would take into account the above results concerning conceptual change in the case of tangent line and could prepare students from the first stages of the study of this notion for its general features. This could be the local straightness, which is the cognitive root for the notion of derivative (Tall, 1989, 2003). The property of local straightness refers to the fact that, if we focus close enough to a certain point of a curve, this curve looks like a straight line. Actually, this “straight line” is the tangent line at this point. This property satisfies all cases of tangent lines and it could be facilitated, wherever it is possible, by the use of new technology with appropriately designed software (Tall, 1989, 2003; Giraldo, Calvalho & Tall, 2003). ACKNOWLEDGMENTS The research presented in this paper was funded by the University of Athens (EΛΚΕ). REFERENCES Artigue, M. (1990). Epistémologie et Didactique. Recherches en Didactique des Mathématiques, 10, 2-3, 241-286. Cornu, B. (1991). Limits. In D. Tall (Ed.), Advanced Mathematical Thinking (pp. 153-166). Dordrecht, The Netherlands: Kluwer. Dauben, J. (1984). Conceptual revolutions and the history of mathematics: two studies in the growth of knowledge. Originally appeared in Mendelsohn, E. (Ed.), Transformation and tradition in the sciences, Essays in honor of I. Bernard Cohen, (pp.81-103). Cambridge University Press. (Reprinted in Gilies, D. (Ed.), Revolutions in mathematics, (pp.15-20). Oxford University Press, 1992.) Fischbein, Ε. (1987). Intuition in Science and Mathematics: An Educational Approach. Dordrecht, The Netherlands: Reidel. Giraldo, V., Calvalho, L. M. and Tall, D.O. (2003). In N.A. Pateman, B.J. Dougherty, & J.T. Zilliox (Eds.), Proceedings of the 27th PME Conference (Vol. 2, pp. 445-452). Hawaii. Hannula, Markku, S., Maijala, H., Pehkonen, E., & Soro, R. (2002) Taking a step to infinity: Student's Confidence with infinity Tasks in School Mathematics. In S. Lehti, &
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PROBLEM SOLVING AND WEB RESOURCES AT TERTIARY LEVEL Claire Cazes, Université Paris 6 et Equipe Didirem, Université Paris 7, France Ghislaine Gueudet, IUFM de Bretagne et CREAD, France Magali Hersant, IUFM et Centre de Recherche en Education Nantais, France Fabrice Vandebrouck, Equipe Didirem, Université Paris 7, France Abstract: We organised two experimental teaching designs involving web resources in two different French universities. In this paper, we describe these experiments and analyse the students' behaviours. Our aim is to observe whether the use of specific online resources favours the development of problem-solving activities. Keywords: Online resources, problem solving, undergraduate mathematics, students activity. I.



INTRODUCTION



The use of computer resources in the teaching of mathematics at the university in France has been institutionally promoted for several years. It led to the production of several softwares and associated teaching designs. We do not intend to make a general study of the use of computers in the undergraduate mathematics curriculum. We are only interested in a special kind of internet resources, belonging to the category of online courses. More precisely, the softwares we study have the following characteristics: - an important part of them is dedicated to mathematics exercises; - there is at least one classification of the exercises available (according to topic, level of difficulty, key-words…); - they propose, for a significant number of exercises, an associated environment (it can comprise hints, correction, explanation, tools for the resolution of the exercise, score, but also corresponding courses…). We have chosen to examine such products, that we will call “exercises’ directory” because of the importance of the problem-solving activity for the learning of mathematics (Schoenfeld 1985, Castela 2000). Previous studies indicate that the work with computer leads the students to a better involvement, increases their motivation, and allows them to work at their own pace (Ruthven and Henessy 2002). But there is for the moment no evidence that the computers can help the students to develop a real problem solving activity, far from a simple drill and practice. As Crowe and Zand (2000) write: «what is undoubtedly lacking is proper evaluation of use, for there is often a serious mismatch between what the teacher intends, and what the student actually does.» (p.146). We intend here to study precisely students’ behaviours, in
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order to answer to the following question: “Can an exercises’ directory, with an appropriate associated setting, lead the students to one real problem-solving activity?”. We call a “real problem-solving activity” the search by the student of a personal solution. In that process, the student governs him/herself the mobilisation of the necessary knowledge, he/she makes attempts on his/her own, even if a complete solution is not found alone. Only particular exercises can lead to such an activity. There must be no indication of method within the text, and not too many intermediate questions that split the task into elementary steps. But proposing such a text is naturally not sufficient to lead the students to a real problem solving activity. For example, if the exercise is too difficult in regard of the student’s knowledge, he/she may simply remain stuck. It is then necessary to propose help, but they must be thoroughly controlled to maintain the possibility of personal search. The results we will state stem from two experiments, conducted in two different French universities. In section II we give a synthetic description of these experiments, with the main features of the resources involved and of the teaching design, but also with two particular exercises that we retained to observe in detail the students’ behaviours. In section III we describe and analyse the students’ activity, using specific characteristics of it for each case. We will go back to our initial question in the conclusion (section IV). The observations presented in section III lead us to propose a balanced answer to it. II.



THE TWO EXPERIMENTS



In that section we present the two experiments that led us to the results stated in section III. These experiments are named after the softwares involved: Braise1 and Wims2. Both took place in 2003, with first year students following mathematics major. We describe the two softwares we used, the associated setting and the exercises that we will examine in detail. More than a mere description, we want to emphasise here the use of the grids we elaborated. These grids (presented with more details in Cazes, Gueudet, Hersant, Vandebrouck (2004)) constitute a first step into the study of a teaching design involving such a software. II.1 Characteristics of the web resources Table 1 stems from the general grid of the characteristics of a courseware. In the building of this grid, we firstly used more general tools for analysis of web resources, like the one elaborated by Hu, Trigano and Crozat (2001). We did not find in the literature any grid taking into account precise didactical aspects. So we progressively added to the general grid stemming from the work quoted above more didactical categories that appeared relevant for several resources. We finally tested the grid be using it to analyse different products concerning different school and university levels. However, it will probably still evolve, at least because the products themselves evolve very quickly. For the sake of brevity, we only retain here the most salient 1 2



Rationale basis of mathematics exercises, http:// tdmath.univ-rennes1.fr Web interactive multipurpose server, http://wims.unice.fr/wims, developped by Xiao Gang.
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elements, for our research questions, of the two softwares we used. We do not examine their mathematical content, but only their structure, with a double point of view: the didactic structure and the technical features. Table 1: Grid of the characteristics of the resources Braise Wims Didactic choices Problem solving Practising several times on similar exercises, proposed with random elements. Public Undergraduates All levels Depending on the exercise: Environment of For all exercises: courses, an exercise descriptions of methods, hints, numerical calculator, computer detailed solution. Summaries algebra system (CAS), graphing tools… of the important points The students access to worksheets Organisation of The students work on the prepared by the teacher. They can learning exercises. They access the also access freely and solve courses only through the exercises on topics they know. exercises. Classification of Key words: level of difficulty, Search by key words of the theme. the exercises theme, task. Possibility to The direct search can not really be avoid specific difficulties. done by the student; it is a tool for the teacher, to elaborate his sheets. Random No. Random elements (numerical elements values, but also questions) which change at each attempt. Kind of answers The answer must be written on Numerical value or brief mathematics expression. awaited a paper and then compared with the solution proposed. Feed-back None. “Right” or “Wrong” Marking No mark Mark from 0 to 10 for each exercise. The students are supposed to make several tries in order to improve their mark. Log files giving some details upon students’ activity. Record of the students’ activity These exercises’ bases are very different. One crucial point is the kind of answers awaited, and thus the feed back proposed. It corresponds in fact to different didactic choices. Braise proposes mathematical problems. The answer can not be simple and thus could not be interpreted by the computer. So there is no reason to offer the possibility to write it on the computer. Wims is built to encourage the students to practice several times on similar exercises. For that reason, there is a mark intended to motivate the student to make several attempts on similar exercises to improve CERME 4 (2005)
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his/her mark. It is thus necessary that the student provides a simple answer, which can be interpreted by the computer. It does not prevent some of the exercises from being really difficult. Most of them are at least quite uncommon, because of the CAS and graphing tools proposed. II.2 Settings associated We present the settings associated with the use of the two softwares, using again tables stemming from a general description grid of the characteristics of a setting. We distinguish two main axes in that grid. The first is the place of the computer sessions within the teaching design; the second is the role of the teacher and the students during the computer sessions. Table2: Place of the computer sessions within the teaching design Braise Wims Mathematical Sequences Calculus content Public First year – mathematics major Proportion of 2 sessions over 24 1, of 3, sessions per week for 8 of the computer sessions 12 weeks Link between Synthesis session after The computer sessions take place computer and the computer sessions. after the corresponding course and traditional sessions tutorial. Assessment No specific assessment. Half of the final mark is provided by A traditional paper and the work on the computer. pencil exam. Table3: Role of the teacher/students during the computer sessions Braise Wims Nothing Written notes awaited Logbook; a similar exercise must be written for the following session. Number of students on Work by pairs (17 students in Work by pairs (36 students a computer the whole class). in the whole class). Yes Possibility of work online outside the sessions Role of the teacher Individual help Use of the log files by None the teacher Other Use of the logbooks by the Preparation of worksheets teacher for the synthesis. before the sessions.
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These settings are very different; they are in fact strongly linked with the final assessment associated. With Braise, the students prepare a traditional assessment, pencil and paper way. Thus they must be prepared to write detailed solutions and proofs. Both the software and the setting are adapted for that aim. In the Wims experiment, the work on the computer intervenes in the assessment. Thus it leads to more numerous computer sessions, and it explains the choice of no compulsory written notes during the sessions. II.3 Specific exercises of each experiment In each experiment, we will examine in detail the students’ activity on a specific exercise. It is indeed necessary to study precisely the students’ behaviour to observe if the work on the computer can lead to a real problem solving activity. It depends on the way they use the computer, that we will discuss in the next section; but it also depends on the exercise proposed. Do they only need to apply well-known results, or do they have to produce a personal endeavour, that requires adaptations, mobilisation of similar situations…more specific of a real problem-solving activity (Robert 1998, Robert and Rogalski 2002). Braise The exercise we focus on in Braise (exercise B) belongs to the theme “sequences un+1=f(un) ”, with the level “easy”, and the task “determine the nature of a sequence”. Figure 1 displays the corresponding screenshot. Figure 1: Screenshot of Braise – Exercise B
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In Braise, several kinds of helps are available for that exercise3: - short courses, recalling general results that can be useful for that exercise; - description of general methods, that must be transferred by the student to that particular case; - a graphic help, displaying of the first terms of the sequence; - hints for each of the two questions. All these helps are proposed simultaneously; none of them reduces the students’ activity to a mere application of properties or routines. However, a detailed solution of the exercise is also available. Some of the students could fake looking for a personal solution, and only try to understand the solution proposed by the computer. The study of the log files will show if it really happens. Wims The exercise we focus on (exercise W) requires a mathematical modelling of a geometrical situation. It takes randomly three forms: “right triangle”, “circle”, or “tower”. Figure 2 displays a screenshot of Wims, with the exercise in its “right triangle” form. Figure 2: Screenshot of Wims- Exercise W



3



English version of the text:



Let (un) be the sequence defined as follows: u0 is given, u0 ≥ -2, and for all n: un+1=



2 + un



We want here to compare to elementary methods to study that sequence. a) According to u0 study if the variation of the sequence. Deduce that (un) is convergent. b) Use the definition of convergence to study, according to u0 , the convergence of (un). State the rate of convergence.
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There is no help proposed in Wims for that exercise4. The students have access to a functional calculator. Even if the answer awaited is numerical, that exercise requires many personal ideas, choices and decisions of the student. He or she has in particular to adapt his or her reasoning to the three possible forms of the text. Thus that exercise is, like exercise B, likely to lead students to a real problem-solving activity. III.



STUDENTS’ BEHAVIOUR



For each experiment, the software provides log files that allow us to follow the students’ activity in detail. We demonstrated in the preceding section that the chosen exercises can lead the students to a real problem solving activity. We will now use the log files to examine precisely the students’ behaviours, in order to determine if they really develop such an activity, and in particular if they do not use the computer to fake producing a personal solution. Braise – Exercise B The log files of the eight pairs of students working on Braise provide the connection time on each possible window (hints, courses, graphic help, solution…). The first thing we observe is a real involvement of the students in the task. The average time spent on the exercise is 1 hour and 13 minutes. In a traditional tutorial session in France, the time spent on such an exercise rarely exceeds half an hour (after that time the teacher usually proposes a solution5). However, the students working on the computer look at the helps, and at the solution, after a quite short time. We present the corresponding numerical values on figure 3. It displays three stages of the students’ work: a search without any help; after opening the “helps” window, but not the solution; and after opening the “solution” window. The times are indicated in minutes on the vertical axis. Figure 3: Synthesis of the students’ activity with Braise. 100
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A similar exercise is proposed with a graphing calculator at the Dutch National examination 2002 (Drijvers 2004) The observations about traditional tutorials stem from a master’s dissertation: Sylvie Le Merdy (2003), “Problemsolving at the university and in preparatory classes”.
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We observe on that graph a well-known result about the work in mathematics with a computer: the students can work at their own pace. It leads them to very different attitudes. More precisely here, we observe a prevailing attitude shared by the groups A, B, C, E and G. They open the “helps” window during the first nine minutes, and the “solution” window within the 25 following minutes. B, C and E even look at the helps during the first five minutes. It means that they open the corresponding window right after reading the text of the exercise, before any personal attempt to solve it. Some of these students could certainly find at least a partial solution without any hint. For all these students, more than a half of the time is spent after displaying the solution. The more extreme case is B: the students look at the solution after only 13 minutes, just after reading the helps. However, the time spent after opening the solution’s window is not only dedicated to reading and understanding it. A precise study of the log files shows that all the pairs who opened quickly the solution’s window closed it at one moment. Even if they open it again later on, for these students (A, B, C, E, G), the time spent with the solution’s window open represents almost 60% of the third stage of their work. It indicates that they use the solution as a very detailed hint. According to the direct observation, it seems that they read it quickly and then try to produce a similar reasoning on their own. It is not a problem solving activity in a strict sense, but it is a real personal work of the students. Besides, all the students wrote questions and remarks for the teacher on their logbook6. And they succeeded in solving a similar exercise at home. Wims - Exercise W The figure 4 displays for the 18 pairs: - The time spent before the first answer (lowest zone); - The additional time needed to reach the maximum mark of 10; it can be zero when the first proposition of the student is correct (middle zone); - The additional time, where the students go on working on the exercise after reaching the maximum mark, which can also be zero when the students do not work after reaching the mark 10 (upper zone).



6



For the sake of brevity, we will not present here examples of these remarks. They will be presented in the complete paper.
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Figure 4: Synthesis of the students’ activity with Wims. 120 100 80 60 40 20 0 A
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The numerical values confirm again the real involvement of the students (an average of 54 minutes work on the exercise, including 16 minutes of personal work outside of the organised sessions). They also show a great variety of attitudes between the different pairs of students: the total time spent on the exercise ranges from 2 min (M) to 1h 49 min (G). The first stage, before making a first attempt of answer, is relatively short: an average of 8 min. All the students reach the maximum mark at one moment, but the time spent on that second stage changes a lot. There is no help from the computer for that exercise, and very often the teacher intervened to provide hints. He sometimes even indicated the solution. That is the reason why everyone reached the mark 10. However, after reaching it most of the pairs went on working on the exercise by themselves during a long time. Some of these were not able to reach the mark 10 again. Besides, many pairs renew often the exercise in order to obtain their favourite version of the text (triangle, circle or tower). Perhaps some of these guess the right answer for one of the configurations without having the slightest idea of the mathematics results involved. The final paper and pencil exam comprised the “triangle” and the “circle” version of that exercise, and a new variation of it, with a sphere. The results obtained by the students prove that most of them really understood the exercise: over 36 students, 24 succeed with the triangle and the circle, and 20 of these also succeed with the sphere. IV.



CONCLUSION



Let us go back to our initial question: do these softwares allow the students to develop a real problem solving activity? For a first kind of students, the ones who search by themselves during a long time before proposing a solution, the answer is clearly positive. But they represent only a minority of the students we observed. For all the others, the answer is not obvious. They undoubtedly develop a real mathematical activity, spending a long time working with the solution (Braise) or working on the exercice after reaching the maximal mark of 10 (Wims). They were CERME 4 (2005)
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able afterwards to solve similar problems, so they clearly learned mathematics. Can we claim that they developed a problem solving activity, even if they worked with the solution’s window open, or with a solution provided by the teacher? One can answer positively, because all these students needed at one stage to produce a personal solution, adapted from the model. But that question must be discussed. It indicates the need for further studies, especially in order to produce more precise descriptions of the students’ activity on one exercise after looking at the solution or at least at a correct answer. Anyway, we observed in both experiments that the students adopted very different behaviours. It goes further than the usual observations about the possibility of work at their personal pace with a computer. The observations exposed in part III prove that very different working patterns are developed. Some students spend a long time looking for a solution by themselves (Braise) or before proposing a first answer (Wims). On the opposite, others ask very quickly for the solution (Braise) or renew often the exercise (Wims). Moreover, that flexibility in the activities choice and organisation at the exercises’ scale has also been observed at the scale of a sequence. Is that flexibility a reason for the greater involvement of the students? Does it help the learning and in which way? And how can the teacher cope with that relative freedom of the students? These questions are mentioned in several research works about the use of computers. We intended to contribute to their study in further research using in particular the grids presented in part II. REFERENCES Castela C. (2000) Un objet de savoir spécifique en jeu dans la résolution de problèmes: le fonctionnement mathématique. Recherches en didactique des mathématiques 20(3), 331-380. Cazes, C., Gueudet, G., Hersant, M., Vandebrouck, F. (2004) Using web-based learning environments in teaching and learning advanced mathematics, ICME 2004. Crowe D., Zand H. (2000) Computers and undergraduate mathematics 3: Internet resources, Computers & Education, 35 (2), 123-147. Drijvers, P. (2004) The integration of technology in secondary mathematics education : future trend or utopia ? ICME 2004. Hu O., Trigano P., Crozat S. (2001) Une aide à l’évaluation des logiciels multimédias de formation in E. Delozanne, P. Jacobini (ed.) Interaction homme machine pour la formation et l’apprentissage humain, numéro spécial de la Revue Sciences et Technologies éducatives vol 8 n°3-4. Robert A. (1998) Outils d’analyse des contenus mathématiques à enseigner au lycée et à l’université, Recherches en didactique des mathématiques 18(2),139-190. Robert A., Rogalski M. (2002) Comment peuvent varier les activités mathématiques des élèves sur des exercices? Le double travail de l’enseignant sur les énoncés et sur la gestion en classe, Petit x, 60, 6-25. 1746
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THE PROOF LANGUAGE AS A REGULATOR OF RIGOR IN PROOF, AND ITS EFFECT ON STUDENT BEHAVIOR Martin Downs, University of Macedonia, Greece Joanna Mamona-Downs, University of Macedonia, Greece Abstract: This paper discusses the character of the language in which formal proof is set, and the difficulties for students to appreciate its exact form, and why it is needed. It shall describe the effect that these difficulties have on student attitude towards proof, and how it influences student behavior whilst generating proofs. This will be placed in a perspective of what extra demands there are in producing proofs beyond those that occur in general problem solving. Keywords: Language, Problem solving, Proof, Representation. 1. INTRODUCTION There exists now a substantial amount of mathematics education literature devoted to the theme of proof. Much of this literature focuses on attitudes because there seems to be a lot of confusion in students’ minds as to the identity of proof. This paper aims to delve a little into the causes of this confusion, and then to list some effects of it when students actually attempt to construct a proof. A proof can either be an argument that shows that a conjecture is true, or an argument that is to be constructed for the demonstration of a given mathematical proposition. The prior case no doubt is more satisfactory to constructivist ideals; if you are (re-) creating your own mathematics independently of an ‘authority’, one never can assume a result is true before proving it. This paper, though, will only consider proof from the second, more institutionalized standpoint, as this reflects the preponderant image of proof that most students have. The apparent artificiality in making an a-priori assumption of the truth of a statement would seem easily remedied; simply state the task in a different way, ‘Is this proposition true or not’. This option is feasible sometimes, but in more cases not; the proposition often expresses something that the student would not naturally think of otherwise, in which case it would seem perverse to introduce it were it was false. In practical terms, the form of the proof cannot be avoided. Not surprisingly, there is some disagreement about what proof is exactly, and the crux of the uncertainty seems largely to hinge on the theme of rigor. Perhaps it is the fact that proof requires formal treatment that most distinguishes proof generation from general problem solving. However, we can also possibly discriminate differences in broad motives between problem solving and doing proof. Problem solving stresses the process of solution over the actual result, and its main topics are 1748
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heuristic argumentation, metacognition and control. For a proof, though, the proposal to be demonstrated usually has some integral significance in a mathematical theory or structure. Hence a task comprising a proof is regulated by mathematical needs, so that the argumentation involved may be unavoidably messy and opaque; a task set within the problem-solving agenda is usually designed to give experience in a selected technique and can be chosen to have a ‘neat’ solution. (Further, even the statement of the proposal in a proof may be not easily understood, whereas authors in problem solving usually exhort the use of task environments that should be easily comprehended, see e.g., Schoenfeld, 1985). The tools of problem solving will remain relevant to proof, but proof puts extra demands on the students, some of which we will identify in this paper. A paper of this length on such a broad topic has to be ‘sketchy’. A longer version will be prepared for distribution at the conference. In particular, explicit illustrations will be given for some of the points raised. 2. THE PROOF LANGUAGE Paralleling the deep philosophical argument between logicism and intuitionism (Kline, 1972, chapter 51), there is on a more mundane level a pedagogical issue on how ‘rigorous’ should presented proofs be, and to what degree do we expect our students to keep to these standards. It has been noted that even papers found in mathematics journals are far from rigorous (Hanna & Janke, 1996; Thurston, 1994). This realization has encouraged mathematics educators to regard proof as some kind of institutionally imposed system of conventions that is expected to be met when presenting a final argument. However, these ‘conventions’ are not as arbitrary as they might seem; they form a basis of a particular language that has its framework in creating a consistent checking system. In this paper, we shall refer to this as the ‘proof language’. This section sets out a rough characterization of this language. The most obvious reason for insisting on some conventions in rigor in presentation is to make sure that your reasoning is accurate, and that your argument is in a form that it is readily checked for validity by others (Barnard, 1996). One thing to ascertain is that each implication is clearly identified; in a complicated argument couched informally in words, hidden assumptions can occur. A symbol (=>) greatly clarifies the route that the thinking has taken. It is exactly what can be accepted as an implication that can cause a degree of subjectivity. An implication rarely is done at the level of a simple logical operation, but may involve much assimilated argumentation. Such subjectivity might confuse students, and may, for example, encourage them to use the device ‘it is clear that’ too freely. Another thing to realize is that in a complicated argument involving many different kinds of objects, it becomes very difficult to trace the relative roles and the status of the objects, and this can cause unreliable reasoning. Some constructs have to be introduced to organize the situation. One obvious measure to make is to develop labeling systems, otherwise confusion about exactly what entity you are talking about
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will soon arise. The notion of set occurs as a natural organizational device expressing ‘what belongs to what’. For any interaction between objects there must be underlying correspondences; in the same sort of spirit of organization, sets are identified to describe the extent for which the correspondence acts, and formal relations, with functions as a special case, are defined to provide a unified mechanism to explicitly express, for each element in one set, what are the associated elements in the other set. The notions of set and formal relation are indeed fundamental in the foundations of the proof language; in particular students must obtain a more constructive handling of functions than that usually reflected in teaching. The clarification of an informal argument also has to attend to restrictions and conditions, and hence quantifiers and statements of ranges for application should appear in the presentation. Hence much of the character of the proof language can be explained simply as a ‘sieve’ to make sure that an argument is well organized. These precautions of course are equally valid in doing any task, but are particularly pertinent in proof because there the stress is on the argumentation rather than achieving an undisclosed result. (However, by using tasks with an undisclosed result may be pedagogically useful in convincing students of the need of the proof language when they review incorrect answers.). It would be a mistake, though, to consider what we have dubbed ‘proof language’ simply as a means of organization, clarification and checking. Modern mathematical theories tend to be abstract, and they develop with the same kind of language. These theories incline to axiomatic systems, which allow the consideration of a whole class of mathematical entities that a-priori has no other identity apart from the conditions implicit in the axioms. However: Axioms result from necessity, not from some arbitrary decree, and this reason is often misunderstood (Artmann, 1988). Axiomatic systems certainly introduce abstraction, but they do not necessarily annihilate intuition, as many models of abstraction forwarded by mathematics educators indicate. For instance, Piaget (1973) sees intuition as being closely related to the process of formalization because …intuition is essentially operational and the nature of operational structures is to dissociate ‘form’ from ‘content’… This suggests that the proof language is consonant to the way that entities are defined in abstract mathematical theories, and it is the natural medium in which to reason for such theories, but at the same time an informal interpretation can be drawn from abstract constructions that is useful for noticing particular structural features that may bear on a task strategy. On top of this, a whole new level of conceptualization takes place, where property-based notions are isolated and named (e.g., abelian, homomorphism, quotient, order, ordering…) that are eventually assimilated comfortably in casual discourse. 3. EXPLANATION AND REPRESENTATIONS Students quite naturally become confused about the exact character and role of the proof language. In particular, students are exposed to the proof language that they are told is needed to keep a standard in rigor, yet more intuitive thinking might appear more explanatory. We treat this theme in reference to representations. 1750
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In this paper, a representation is any system perceived in the mind that imitates an identified aspect of structure evident in the task environment. The task might then be thought through ‘mentally’ via the representation. The use of representations are of critical importance in doing mathematics, as reflected in the interesting issues particularly linked to proof raised by Epp (1994), and Greeno’ s accompanying commentary. However students who have some exposure to the language of ‘strict’ proof can be resistant in using representations, regarding them as not being legitimate mathematical tools. This phenomenon can be particularly strong for the use of diagrams (Eisenberg & Dreyfus, 1991). This confusion may be allayed by some explanation by the teacher to the student. Using representations means a two step process in argumentation (though in cases where the representation is ‘institutionalized’, such as graphs for well-behaved real functions, these steps may be taken simultaneously). After the representation has been used (first step), the second step will take one out of two paths. First, how the representation accommodates the result may be examined structurally such that an argument may be traced analogously and checked in the task environment. In this case, the representation becomes a catalyst; there will be no trace of it in the presentation. Second, there is something in the structure specific to the representation that allowed the argumentation in the representation to work. In this case, explicit formal relations have to be constructed to integrate the representation to the task environment. Whatever path, undertaking it might be difficult for students to effect. The relative value put on obtaining a crucial idea informally through a representation against presenting it in the proof language seems to change with personal opinion, as a wealth of statements extant from mathematicians indicate. Mathematics education researchers often take a positive view towards the use of representations as these are regarded to ‘explain’ the proof better. This view seems to have deflected attention from the problems that may occur in converting mental frameworks into more formal systems. The examples of proofs considered in educational papers are often given in terms of representations that make the proposition seem obvious in that framework. Despite the claims of some authors, though, representations are not fully explanatory. One point is that students can be concerned by how to realize the representation in the first place. Also, the ‘obviousness’ of the proposition due to extra structural factors in the representation does not give explanation in the system in which the proposition was first couched. Another point is that the extra structure brought in by a representation often needs messy conversion in the ‘proof language’ if rigor is demanded; on the other hand, Harel & Sowder (1998) point out the difficulty in arguing about what seems obvious. Although representation is an essential tool in mathematics thinking, these factors have to be remembered. We put forward that an explanation for a proof is better described in terms of a global, structurally based image of the system determined by the task environment, in which every step of argument taken is referred to this image. Sometimes it is not feasible to achieve this.
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4. PROBLEMS THAT STUDENTS HAVE IN ‘DOING’ PROOF Research suggests that many students are poorly equipped in producing proofs. In this section we list some factors that may contribute to this phenomenon. Some are well documented in the literature, some are not so well represented. Right through the list the influence of the proof language will be evident, but some factors are very close to issues that arise generally for problem solving. The list is broken down into three classes for organizational reasons. The list, also, is far from being complete. 4.1 The effect of affect, and types of thinking Students’ perceptions of proof naturally would affect their approach in producing proofs. Also, an individual’s natural ways of thinking may be more suited to some aspects of proof than others. a) Students may feel a lack of motivation in making proof; the ‘exciting’ thing about mathematics is getting results, whereas the proof format denies this. A new aesthetic towards mathematics has to be formed, i.e., an appreciation must be fostered to the character of the argument used. This, indeed, may be one of the main trends that marks Advanced Mathematical Thinking. b) It has been noted that students can regard proofs as having a procedural character, in the sense that a proof has to follow a sequence of steps that one performs (Moore, 1994). This may parallel the student belief that a task has only one solution, as reported often in the problem solving literature. If the student feels that his / her argumentation has to follow a ‘predestined’ path, then the flexibility to reason will be restricted, in particular for the more constructive aspects of proof. A significant contribution to this belief may be the rigidity that a presented ‘deductive’ argument might seem to display. c) As previously discussed, another belief that students often have is that employing informal descriptions and representations should be avoided in generating a proof. This constitutes a huge constraint in thinking. It should be explained to the students that a strategy can be sought in any intuitive way, and then be converted into the proof language. The ease in achieving this depends very much in incorporating encapsulated objects in the glossary of your informal language, in order to keep it consonant to the formal definitions. d) A belief of students sometimes reported is that proof production depends only on knowledge (e.g., Harel & Sowder, 1998). This belief may be partly explained by proof often being set within a mathematical theory currently studied. There is a momentum set up where previous results will be employed in the proof. Taking advantage of this requires appreciation of the defined objects in the theory, of the significance of previous results and their proofs, and of how this knowledge is inter-connected. It is significant, then, that many undergraduates show poor judgement in selecting what they should remember for further use (Weber, 2002). Further, they have problems in accessing the knowledge that they do retain. Finally, the expectation that ‘importing’ knowledge, even taken in a broad sense, 1752
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will determine the proof in itself ignores the unique structure that every proof possesses. e) There are many models characterizing general types of style of thinking in doing mathematics. Perhaps the most elaborate directed specifically to proof is by Harel & Sowder (1998). Other papers have classified types of students by their dominant thinking behaviors (e.g., Duffin & Simpson, 2002). The demands in coping with proof, or with particular forms of proof, will vary with the type of student. Important in characterizing types of thinking is the inclusion of a category where argumentation is guided by a structural sense; this is expressed as ‘transformational reasoning’ by Simon (1996). It is contrasted with deductive and inductive reasoning. The identity of these types of reason, though, would seem somewhat blurred. For instance, as said before, there is a subjectivity in making implications in the proof language, and so in deductive reasoning. Sometimes researchers give an impression that deductive reasoning is just to do with logic; this disregards the fact that, for any stage in a proof, there are many choices, all that are logically valid. Strategy is still required. 4.2 Students’ problems in conceiving formal mathematics The proof language is closely allied to how abstract mathematics theories are expressed, so producing proof requires good understanding of formal mathematics. a) Many students have difficulty in understanding and handling fundamental concepts such as set and function, and have serious confusions in the basic roles that different objects and statements take; for example, it is not rare for a student to mistake a definition for a proposal to be proved. The proof mode seems to encourage wildly uncontrolled behavior in making implications (Vinner, 1997). The cause of this seems to be an abandoning of sense making once students are faced with the proof language. This will be particularly true for handling symbolic systems. b) Generally, students are not well versed in the ‘fundamentals’. Especially they do not have a good sense in sets and functions; they cannot manipulate them well mentally, nor can they build up symbolic frameworks in order to examine properties of sets and functions for a more analytic treatment. As sets and functions are the basic constructions supporting the proof language, this language will remain foreign to them: The language is not alive except to those who use it (Thurston, 1994). Not only should set and function have more attention pedagogically, but their role in constructive and analytical aspects in making proof should be explicitly illustrated to students. c) A theoretical setting means that the entities that occur in the task environment will be formally defined. Moore (1994) points out students’ problems in coordinating proof with definitions when there are associated concept images. The form of definition may not reflect the way that a student understands the underlying concept, and further the associated concept images would lack the language that CERME 4 (2005)
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the definition offers. This means that if a student persists in thinking in terms of concept images only, the resulting argumentation may be logically inconsistent to what can be deduced from the definitions, may not be easily expressed with an accepted level of clarity, and finally may be relatively limited. d) Some papers note that students do not know how to begin proofs even in simple cases (Moore, 1994; Weber, 2002). The complexity that a proof may have, then, does not seem to explain all the difficulties experienced by students concerning proof. However, characterizing ‘simple tasks’ should be taken with caution. The situation envisioned is one based on a single definition where the proof ‘drops out’ in making a few operations much suggested within the immediate structure implied by the definition. The problem largely seems to lie in students’ inability to ‘unwrap’ definitions and statements (Seldens, 1995; Weber, 2002). Students have difficulty in evoking at will the underlying structure that would expose the handles for first engaging the proof. However, perhaps one should not make out that the operations taken are automatic or procedural, as might be suggested by the phrase ‘unwrap definitions and push symbols’, sometimes used by mathematicians. Actions guided by a sense of structure are ‘natural’, but this is not the same as being procedural. 4.3 General tools and sources for generating proofs As students gain experience of proof, one would hope that their skills in producing further proofs will be enhanced. To which extent should one expect students to pick up these skills on their own, or do they need pedagogical assistance? a) Building up a structural understanding of a system is quite often essential in observing a certain feature that is significant in forming a strategy for a proof. The process of identifying such a feature is not easily characterized, but it requires reflection and sometimes becomes evident only after some tentative exploration of the structure and how it impinges on the desired result. The demands on students in achieving this can be high, yet it is disappointing that even in cases where the feature would seem to be obviously apparent the linkage is not made. This theme is relevant for all problem solving and is well captured by Mason’s work on ‘shifts of attention’ and change of focus, (e.g., Mason, 1989). b) Techniques can accrue both from mathematical theories and from broad practices that transcend theoretical boundaries. We call the latter ‘proof techniques’. Applications of techniques may be easily ‘missed’ if they come in unfamiliar contexts. (A factor in this is that students often associate universal notions too closely with particular theories, and as a result their access to the underlying ideas are restricted.) An appreciation of an abstractly described situation where a technique is applicable may act as a cue, see Mamona-Downs (2002). An important difficulty with proof techniques is that they are not often taught; the student has to pick them up from previously encountered proofs (Mamona-Downs & Downs, 2004). The few proof techniques that do tend to be taught are those that
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act as overall logical organizers for an argument, such as induction, proof by contrapositive or by contradiction; all these constructions cause problems to many students. c) Although proofs can be complicated and involve several major stages, tasks set to students involving proof production tend to be either relatively straightforward, or if not, hints are given in order to break down the proof. It is a common phenomenon for students not to use the hints, and because of this they usually do not progress much. The hints are usually in the proof language so that when students are trying to make some sense out of the task environment, the hints may seem to constitute an extra load in accommodating them in an informal framework. (Hints are not necessarily explicitly stated; the very form of the proposition to be proved might suggest the line of analysis to take. Another point is that proof tends to lay down exactly what you need for the proof, and nothing more; this means that one can attempt to identify roles for each entity involved.) d) Mathematics educators often advocate that students should be placed in pedagogical situations that reflect as well as possible the professional mathematician’s practices. One thing that seems to be overlooked here is that the mathematician spends a lot of his time reading, and this will mostly be material in the proof language. To become expert in producing proof needs extensive practice in reading proofs, and this reading should be far from passive. Not only notice should be put on the result, but also on an overall idea why the proof works, including any special device that may have potential application elsewhere. Though it may sound procedural, a teaching strategy that might be useful is to let students to read presented proofs until they feel that they understand them, and then challenge students to reproduce them with the presentation withdrawn. This exercise will involve far more than memory! 5. FINAL COMMENTS Perusing the points of difficulty listed above, there would seem to be a complex mix of issues concerning general problem solving and dealing with what we have called the ‘proof language’. The two rather separate traditions in mathematics education dubbed as ‘problem solving’ and ‘proof’, respectively, perhaps have not served well to treat this mixture. In this regard, we may remark how often we refer also to the word ‘structure’ in the list. Perhaps the notion of structure, as a coherent set of relationships dominating a system, may be regarded as a bridge between the problem solving and proof perspectives, in how the relationships are thought more as informal correspondences in the prior case, whereas they become formal relations in the latter. Structure is then the key in moving between the proof language and an environment more condusive to mental processing. In some universities we have seen the introduction of special courses in problemsolving and in proof that tend to be very different in character. Problem-solving courses may take the line of the paradigm set by Schoenfeld (1985), and hence follow
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well-known principles endorsed by educators. On the other hand, courses in proof tend to stress elementary propositional and predicate logic as a basis to talk about proof techniques (for a typical textbook, see, e.g., Garnier & Taylor, 1996). Proof techniques in these courses are about explaining informally the choices the student has in approaching a proof (by type) in logical terms. Presenting this basic logical structure certainly would seem to constitute an important pedagogical undertaking, so it is surprising that it has not caught much attention from the mathematics education research community as yet. The last two paragraphs suggest a situation where three broad issues concerning proof (aspects of problem solving, affect due to the proof language, logical proof techniques) are treated by completely distinct channels; this state of affairs cannot be satisfactory, and deserves fuller discussion. REFERENCES Artmann, B.: 1988, The Concept of Number: from quartenions to monads and topological fields, John Wiley, England, p.23. Barnard, T.: 1996, ‘Structure in mathematics and mathematical thinking’ in ‘Teaching Proof’, Mathematics Teaching 155, 6-10. Duffin, J., Simpson, A.: 2002, ‘Encounters with independent graduate study: changes in learning style’, in A. Cockburn, E. Nardi, (Eds.) Proceedings of the International Group for the Psychology of Mathematics Education, Norwich, Vol. 2, 305-312. Eisenberg, T., Dreyfus, T.: 1991, ‘On the reluctance to visualize in mathematics’, in W. Zimmermann and S. Cunningham (eds.), Visualization in Teaching and Learning Mathematics, Mathematical Association of America, Washington, DC, pp. 25-37. Epp, S.: 1994, ‘The Role of Proof in Problem Solving’, in A. H. Schoenfeld (Ed.), Mathematical Thinking and Problem Solving, Lawrence Erlbaum, Hillsdale, New Jersey, pp. 257-278. Garnier, R., Taylor, J.: 1996, 100% Mathematical Proof, John Wiley, England. Hanna G., Jahnke, H. N.: 1996, ‘Proof and Proving’, in A.J. Bishop et al (eds.), International Handbook of Mathematics Education, Kluwer, Dordrecht, pp. 877-908. Harel, G., Sowder, L.: 1998, ‘Students’ Proof Schemes: Results from Exploratory Studies’, in A. Schoenfeld, J. Kaput & E. Dubinsky (Eds.), CBMS Issues in Mathematical Education: Research in Collegiate Mathematics Education III , 234283. Kline, M.: 1972, Mathematical Thought from Ancient to Modern Times, Oxford University Press, New York, chapter 51. Mamona-Downs, J.: 2002, ‘Accessing Knowledge for Problem Solving’, Plenary address. In Vakalis, I., Hughes Hallet, D. et all (Compilers), Proceedings of the 2nd International Conference on the Teaching of Mathematics (at the undergraduate level), (electronic form), Crete Univ., Iraklion (Greece), John Wiley, New York. 1756
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IS THERE A LIMIT IN THE DERIVATIVE? – EXPLORING STUDENTS’ UNDERSTANDING OF THE LIMIT OF THE DIFFERENCE QUOTIENT Markus Hähkiöniemi, University of Jyväskylä, Finland



Abstract:Task-based interviews to five postsecondary students were arranged to investigate the students’ understanding of the limit of the difference quotient (LDQ). The students’ procedural knowledge was analysed using the APOS theory and conceptual knowledge by examining what kind of representations they had of the limiting process and how these were connected to LDQ. It was found that students had two kinds of connections: they could change from one representation to other or they could explain one representation with other. Among the students, all combinations of good or poor procedural and conceptual knowledge of LDQ were found. Keywords: derivative, representation, connections, APOS theory, conceptual knowledge, procedural knowledge. INTRODUCTION The limit is a central feature of the derivative. But in carrying out algorithms of calculating the limit of the difference quotient (LDQ) there is not much limiting. If there really is a limit in the derivative for a person, one should have some kind of representation of the limiting process. This is known to be difficult for students. In Orton’s (1983, p. 236) study the students scored weakest on items of ‘differentiation as a limit’ and ‘use of δ-symbolism’. In these and other items involving the limit, students made a lot of structural errors (ibid., p. 237-240). In Zandieh’s (2000) framework for understanding the derivative, special attention is given to the limiting process inherent in the derivative. In addition to the formal limiting process, Zandieh (2000) also considers limiting processes of slopes of secants, rate of change and average velocity. In her framework, the limit in these different representation contexts can be used as a process or as a pseudo-object. For example, for a student the process in a graphical context may be secants converting to tangents and the object may be the slope of the tangent line at the point. The object is called a pseudo-object because it does not necessarily include an internal structure of the limiting process for the student. In Zandieh’s case studies of nine calculus students, the students could often describe the limit as a pseudo-object but considering the limiting process was more difficult (ibid. p. 122-123). In this paper I study what kind of representations students have of the limiting process inherent in the derivative and how they are connected to LDQ. Analysis of the other representations is reported in Hähkiöniemi (2004) and in Hähkiöniemi (2005).
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USING AND CONNECTING REPRESENTATIONS Traditionally, conceptual knowledge is conceived as knowledge which is connected to other pieces of knowledge, and the holder of the knowledge also recognizes the connection (Hiebert & Lefevre,1986). Procedural knowledge consists of the formal language of mathematics and of rules, algorithms, and procedures used to solve mathematical tasks (ibid.). Slightly modernized characterization of the two types of knowledge can be found in Haapasalo and Kadijevich (2000). In many cases procedural knowledge deals with using some representation and conceptual knowledge about connections from that representation to other representations. In this study the focus is on the use of LDQ and connections from that to limiting representations. The APOS theory (Asiala & al., 1997) is used to analyse the procedural knowledge of representations. According to the APOS theory (ibid., p. 400.), an action is a physical or a mental transformation of objects to obtain an other object. The action is a reaction to external stimuli and it is carried out step by step without individual’s conscious control of the action. When the individual reflects on the action and gets a conscious control of it, the action is interiorized to a process and the individual can describe the steps in the transformation without necessarily doing them. The process becomes encapsulated as an object when the individual becomes aware of the totality of the process and is able to perform new actions to it. A schema is a collection of processes, objects and other schemas. Asiala et al. (1997) also describe graphical and analytical learning paths to the derivative. Roughly, the graphical path consists of the action of calculating the slope of secant, interiorizing these actions to a process as the two points on the graph get closer and closer, and producing the slope of the tangent as a resulting object (ibid., p. 426). The analytical path consists of the action of calculating the average rate of change, interiorizing these actions to a process as the interval gets smaller and smaller, and producing the instant rate of change as a resulting object (ibid., p. 426). Clark et al. (1997) noticed that the APOS theory is insufficient to describe students’ understanding of the chain rule, because with different differentiation rules students may be on different levels of APOS. Also Hähkiöniemi (2004) noticed that with different representations of the derivative, students may be on different levels. To overcome this, Clark et al. (1997) developed a three-staged framework for analysing the schema development. At the intra stage, a student focuses on a single item isolated from other items, at the inter stage he or she recognizes relationships between different items, and at the trans stage the coherent structure of relationships is structured (ibid., p. 353-354). For example, at the intra stage a student may have a collection of differentiation rules, at the inter stage he or she recognizes that in some way they are related, and at the trans stage he or she considers those rules as special cases of the chain rule (ibid., p. 354). Also McDonald et al. (2000) found that students were on different levels of APOS with different representations sequence. They also applied framework of Clark et al. (1997) and found that it was hard to students to connect these different representations and develop their schema to the trans stage. CERME 4 (2005)
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The framework of Clark et al. (1997) focuses on the development of connections between representations and thus it fits for the purpose of analysing conceptual knowledge. Also Goldin and Kaput (1996) have developed a classification of different connections. According to them, two external representations may not be physically linked but they may be linked internally in the mind of a person who produced or read them (ibid., p. 416). The link is weak if the individual is able to predict, identify, or produce the counterpart of the given external representation (ibid., p. 416). The link is strong when given an action to one of the external representations, the individual is able to predict, identify, or produce the result of the corresponding action on its external counterpart (ibid., p. 416). Other comparisons of APOS theory and the framework of Clark et al. (1997) to other theories can be found in Meel (2003). METHODOLOGY The interviewed students attended a teaching period carried out by the author in the autumn of 2003 as a part of a Finnish grade 11 course Differential calculus 1. The teaching period consisted of five first lessons on the subject of the derivative. Different representations and open problem solving were emphasized in teaching. To introduce the derivative concept, the students were given the following problem: How to determine the instant rate of change at a certain point? Different solutions were discussed with the class. One estimation was to draw a tangent at the point and calculate the slope of the tangent. Another way was to calculate the average rates of changes over diminishing intervals and to estimate what number they approach. The average rate of change was noticed to be slopes of corresponding secants, and they were also called difference quotients. Finally, the limit was determined algebraically and the derivative of the function f at a point a was defined as f ' (a) = lim x→a



f ( x) − f (a ) . It should x−a



be emphasized that limit was discussed in the course without ε − δ -definition. Research questions



This study explores students’ use of LDQ and other limiting processes when solving problems. To analyze what kind of representations the students used and how the representations constitute procedural and conceptual knowledge, the following research questions were set: 1. How do the students use their representation of LDQ? 2. What kind of representations do the students use of the limiting process? 3. How do the students connect the representation of the limiting process to LDQ? Data collection The data were collected by task-based interviews to five students who attended the course. Interviews of the subjects Tommi and Niina were carried out right after the teaching period. Samuel was interviewed one lesson after, Susanna three and Daniel five lessons after the teaching period. During that time the teacher of the course con1760
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tinued with the concept of the derivative function and with differentiation rules. Students’ previous success on mathematics could be roughly classified so that Niina’s and Susanna’s success was weak, Tommi’s and Samuel’s was average and Daniel’s was good. In the about 45-minute interviews the tasks discussed in this paper were: 3. Estimate as accurately as possible the value of the derivative of the function f ( x) = 2 x at the point x = 1. 4. a) Interpret from the figure (Fig. 1) what the quotient f (1 + h) − f (1) means. h 4. b) Interpret from the figure (Fig. 1) what the limit f (1 + h) − f (1) lim means. h→0 h
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Task 3 was chosen because students cannot solve it Figure 1: The figure in task 4 using LDQ, but at this stage of their learning process, they cannot know this and they probably try to use it. This will reveal aspects of their reasoning while they describe what they would do if they could. This indicates their understanding of the procedure better than if they would only carry out the procedure successfully. For this function, they also need some other method to estimate the value of the derivative. Among these methods they may use those which include limiting processes. Task 4 was designed to explore what kind of limiting processes a student may use and how students connect these with symbolism. The students had not yet faced this form of the difference quotient. Thus they could not only recall what they had seen but they had to reason. Data analysis In the students’ whole interviews the situations where they used LDQ or any kind of limiting process were located. From these it was analysed how the students used these representations and how they were connected to other representations. This analysis was reflected on the APOS theory so that students’ uses of LDQ and limiting representations were classified actions or processes. Based on the analysis of connections, the students were classified to stages of Clark et al. (1997). In the analysis there are two levels of interpretations: observations of the student doing something and interpretations of these observations. The observations are more reliable than the interpretations. Quotes from interviews are presented, so that reliability may be controlled. The transcripts are translated from Finnish. In the transcripts, “- -“ means that the text is snipped and “[]” that one word was not audible. RESULTS Niina’s understanding At task 3 Niina first wondered whether the derivative could be estimated by the slope of the tangent but was not sure about it. It seems that she was thinking of LDQ as a method to calculate the slope which she knew to be the derivative: CERME 4 (2005)
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I would look at that certain formula. - - That, by which you calculate it. Or those cancelling out. - I mean that [] difference quotient. - - (Interviewer gives the formula.) - - You would substitute the point there.



It seems that Niina’s representation of LDQ was a recollection of the formula in the textbook. When the formula was given to her, she could not figure out how to use it, but she knew some actions which should be done, such as cancelling out and substituting the point into the formula. So Niina was at the action level with LDQ. Niina used representations of the limiting at other tasks when she considered using average velocity to estimate the instant velocity and when she used local straightness to explaining why the derivative is zero. But she did not show any connections from these representations to LDQ. Thus Niina was at the intra stage. Susanna’s understanding At task 3 Susanna first tried to use differentiation rules and then drew the graph and estimated the derivate as the slope of the tangent. She thought that it was not very accurate. So she was asked if she could figure out a more accurate estimation: Susanna:



Interviewer: Susanna:



Calculate those limits from both sides of the two. - - I mean one, from both sides of one. For instance, 0.5 and 1.5 (marks the points at the x-axis). And then draw (marks the points to the graph and adjusts ruler as secant). You can’t have it very accurately with a drawing like this. - Would you come up with something which would give it more accurately? Well If you’d take [] the limes, and then x approaches to one. Over there the expression (writes lim f ( x) = 2 x ). (Pause.) Then you can substitute it directly over x →1



there, substitute the one and then it would be the two.



Obviously, Susanna thought that the ‘limes-formula’ she used was LDQ but she remembered it incorrectly. Yet she knew that there is an algorithm which can be used to determine the derivative at a point, and later she also indicated that this algorithm gives the exact value of the derivative. So Susanna was at the action level with LDQ. Susanna also used the representation of secants approaching the tangent so that the common points of the secant and the graph are approaching from both sides to one. This representation did not help Susanna to find a better estimation because the representation is graphic like the tangent. It seems that Susanna was at the action level with the limiting representation. From her image of limiting, Susanna changed to LDQ. It seems that She knew that the limiting represent the same thing as the formula of LDQ. But she did not understand why it is so, which could have enabled her, for example, to notice that there should be a slope in the formula of LDQ. Thus Susanna was at the inter stage. Tommi’s understanding Tommi seemed to be able to describe the phases of calculating LDQ and to perform it fluently. Thus he had interiorized LDQ to a process. This was demonstrated when he tried to use LDQ at task 3:
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f ( x) − f (1) .) Lets put that x −1 2x − 2 (adds lim to the front of the difference quotient). x approaches one. (Adds = lim .) How x →1 x − 1 x →1 could you cancel out then? - - That’s bad. (Pause.) Then you could, of course, start to, like, approach from both sides, like. But I can’t remember that, because I have memorized only that formula, trusted that I would manage with it. You could calculate it very accurately, I suppose. - - (Writes f ' (1) =



In this problem-solving situation Tommi changed from the representation of LDQ to the representation of approaching from both sides. After other estimations, he still wondered how to use LDQ or approaching from both sides. When asked, he explained what he meant by the approaching: You could calculate the average rate of change of the function, for example, at points 1.1 and 0.9 and continue to approach 1. Finally, it would become very close to that correct one. – – I don’t remember at all how it’s calculated.



Tommi mentioned calculating the average rate of change but could not figure out how to use this idea. Thus he was at the action level with the limiting representation. It seems that Tommi associated the symbolic process of LDQ to the action of limiting and that he knew that these representations represent the same thing. Still he did not understand how they are connected and did not use one to explain the other. This was demonstrated also in his solution to task 4b: That’s almost like the derivative, but there (points to the denominator) should probably be minus something, minus one. It could be the derivative of the function at the point one. - - How could you then get the h out of there, the denominator, it goes to zero, that’s a bad thing.



It seems that Tommi interpreted the formula as the derivative at the point 1 because it resembles the formula of LDQ ( f ' (1) = lim x →1



f ( x) − f (1) ). He suggested that there should x −1



be h – 1 in the dominator like in the formula he knows. He also started to wonder how the cancelling out should proceed. So his interpretation was very procedural. When the interviewer guided him to consider the special case where h = 0.5 and the changes in y and x, he was able to interpret the quotient



f (1 + 0.5) − 1.2 as an average 0.5



rate of change, and drew the corresponding secant line. Thus Tommi could interpret correctly what the quotient meant in the graph but when the limit was considered, he had problems: If it would be, for example, 0.1. Then over here would come [] 1.1 []. It would be little smaller than that (points to the graph close to the point 1). - - (Uses ruler to find the corresponding point f (1.1) − 1.2 1.09 − 1.2 at the y-axis to the point 1.1. Writes = = −1.1 .) It could be the average 0.1 0.1 rate of change from somewhere very close to zero (points to the graph close to 0) to there - - to the point one (points the graph at 1 and sketches a secant through points 0.1 and 1 on the graph).



Tommi knew that the h is approaching zero and he was able to produce a numeric “two-step” (h = 0.5, h = 0.1) representation of this approaching but he became conCERME 4 (2005)
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fused when interpreting what the latter step meant in the graph. This shows that at least in this situation Tommi did not understand why or how the representations of LDQ and the average rate of change were related. Thus Tommi was at the inter stage. Daniel’s understanding Daniel did not mention the difference quotient at the interview before he was solving task 4a: Let the h be also one. - - Then here h would be the distance (points to x-axis at [1, 2]). (Pause.) From that value (points to the graph at 2) we subtract that value (points to the graph at 1), so it would be this interval, difference of these values (points to y-axis at [1.2, 3.2]). So that divided by the lower part (points to x-axis at [1, 2]). How does this go? I assumed that this would, of course, be connected to this kind of line (sketches the corresponding secant in the air). Oh yeah, is this then? What’s the difference quotient? This could be quite close to the difference quotient (sketches the secant). This defines also the tangent. I’m not quite sure, don’t remember if the formula of the difference quotient was just like this. If it was it, then it would be the slope of that line (sketches to the secant). Yes, it comes from here, too. This distance (points to the y-axis at [1.2, 3.2]) divided by this (points to x-axis at [1, 2]). - - (Draws the secant.) So it would be the slope of that line, that’s like, how to say it, average derivative at that interval.



It seems that Daniel explained the formula with the division of the y- and x-intervals. From this he changed to the secant and then to the difference quotient. At this point he mentioned also the tangent, but he probably meant the secant. From the difference quotient he changed to the slope of the secant. Thus Daniel coordinated the slope, the difference quotient and the unknown quotient through the change in y divided by the change in x. Finally, he gave his own verbalization “average derivative” to the slope of the secant. It is noteworthy that Daniel did not explain the details of the difference quotient or the unknown quotient but only the main idea of ∆y ∆x . After that he was able to interpret also what the limit meant at task 4b: What does the limit mean? When h tends to zero. Obviously the derivative at this point one (points to the x-axis at 1) is wanted here. Because the h is this distance and if h tends to zero, so h would be zero here (points to the graph at 1). So it would be to this point, you would get the tangent here (draws the tangent), which slope would come out from that formula (points to the formula at the task). So you would get the derivative at that point.



It seems that Daniel considered some kind of limiting which results the tangent at the point in question. On the basis of his reasoning at task 4a, this limiting might include secants approaching the tangent. It seems that Daniel understood the limiting as a process because he considered it so fluently. He also used this limiting representation to explain the unknown formula and finally mentioned that the formula would give the slope of the tangent. Even though Daniel did not mention LDQ here, I interpret that he was at the trans stage because he had coordinated the limiting with an unknown form of LDQ. Despite of his good interpretation, he did not use LDQ to calculate the derivative during the whole interview. After the previous successful interpretation, he was asked if he could calculate the derivative at task 3 based the interpretation. He mentioned the
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“difference quotient system” but was not able to even begin to use it. Thus Daniel was at the action level with LDQ. Samuel’s understanding At the interview Samuel’s first method to estimate the derivative at task 3 was the following: f ( x ) − f (1) 2 x − 2 .) Now you can’t substitute one here (points to x at nu= x −1 x −1 merator and denominator), because it would be zero here. - - You should find some common factor from there (points to numerator). - - If you could find a common factor from here and the other factor would be x minus one, then you could cancel out. - - Then you would substitute one to that what’s left.



(Writes Df ( x ) =



Samuel knew how to use LDQ, and he could describe the phases of the procedure although his notations were insufficient. Thus he had interiorized LDQ to a process. Although the cancelling out did not succeed, he was able to estimate the derivative. He calculated the difference quotients over the intervals [0.9, 1], [0.99, 1] and [0.999, 1] and estimated that “it approaches to 1.4”. After that he used the tangent to explain LDQ and secants approaching the tangent to explain the difference quotient: Interviewer: Samuel: Interviewer: Samuel:



What do these (difference quotients over intervals) tell about the function? If this (LDQ) is the derivative and these aren’t quite the derivative, what do they mean? (Draws a graph and a tangent.) It would really be that. (Draws three secants approaching the tangent.) They constantly approach the correct derivative. Ok. Ok. Do you have more to say about that? No, or well, that this is because you can’t substitute one here, because it would be zero here, but you can put it however close to mm close to one, but not still one, then there will be no zero and you can calculate this, and that is why it approaches.



Samuel used two representations of limiting in coordination. Obviously, he was at the process level with these limiting representations. He also used the difference quotients over diminishing intervals to explain the formula of LDQ and thus understood how these representations are related to the symbolic representation of LDQ. Thereby, he seemed to be at the trans stage. He used these same representations at task 4a: If it was, for instance, 0.2, then this would be 1.2 (points to 1 + h at the formula). - - This is [] or that it is at point one. [] Then if it is 1.2 here. (Pause.) Well yeah. If this was the derivative (draws a tangent to point 1). Then. Mm. If it is 1.2, then it is quite close to 1. - - If we assume that it is 0.2. Then this is 1.2 (points to 1 + h at the formula). Then this (points h at the denominator) is 1.2 minus 1 that is 0.2 that is h. It is not the derivative, but it is something which. It can be anything, it can be also negative. Well it is something which passes this and is somewhere around this correct derivative (draws two secants). It can [] also lot of if you add a large number to this. - - Something as in the previous task they approach the correct derivative.



Again Samuel used the tangent line to represent the derivative at a point. His key idea to the solution seemed to be understanding that h = 1 + h − 1 . When he figured this out,
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he seemed to see the quotient



f (1.2) − f (1) f (1 + h) − f (1) as , which was the difference h 1.2 − 1



quotient to him. In this key idea he seemed to explain the formula (LDQ) with the numeric representation of the (difference) quotient over a diminishing interval. He also explained that the unknown quotient depending on the value of h means the secant line and that the limit means that they approach the correct derivative, which is the tangent to Samuel. This supports the case that he was at the trans stage. DISCUSSION According to the analysis of the student use of LDQ based on the APOS theory, Niina, Susanna and Daniel were at the action level but Tommi and Samuel had interiorized LDQ to a process. All the students also used some kind of limiting representation. Niina used the average velocity and local straightness, Susanna used secants approaching tangents, Tommi used the average rate of change over diminishing interval, Daniel used secants approaching the tangent and Samuel used difference quotients over the diminishing interval with corresponding secants converting to the tangent. In the analysis based on the APOS theory, we found that only Daniel and Samuel seemed to be at the process level with limiting. Other students were at the action level although Niina discussed her limiting representations very shortly. Thus, the students were on different levels with different representations. However, connections between these representations are the most important thing. It was found that Niina used no connection. Susanna and Tommi changed between their representations but did not understand how they are connected. Daniel and Samuel could explain one representation with another and thus seemed to understand why they are connected. Only Daniel and Samuel seemed to have some underlying structure for limiting. Thus, using the framework developed by Clark et al. (1997), it might be interpreted that Niina was at the intra stage, Susanna and Tommi at the inter stage and Daniel and Samuel at the trans stage of their schema development of LDQ. The main characteristics of inter and trans stages correspond, respectively, to Goldin and Kaput’s (1996, p. 416) weak and strong links between two representations because at the trans stage the student should be able to trace changes in one representation to the other. It seems that students’ ability to make connections between representations is the main characteristic of their understanding of LDQ. Moreover, the connections which consist of explaining one representation with the other seem to be crucial. For example, a person with fully developed understanding of LDQ should be able to use it to explain secants converting to the tangent, the average rate of change tending to the instant rate of change, local straightness, different forms of LDQ, and other representations of limiting. These results suggest that regardless of how skilfully a student may be able to use LDQ, it may be that he or she has a weak representation of the limiting inherent in LDQ (cf. Tommi’s case). Thus, if we want students to learn also limiting representations, they should be explicitly discussed in teaching, for example, in problems like 1766
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task 3 where the limiting is needed. It may be also that some students first learn the powerful representations of the limiting related to LDQ and the use of LDQ only afterwards (cf. Daniel’s case). In other words, if procedural knowledge is considered as the use of LDQ and conceptual knowledge as connections from LDQ to limiting representations, some students may first learn the former and other students the latter. These two ways correspond to Haapasalo & Kadijevich’s (2000, p. 147-154) developmental and educational approaches. In line with this, it was found that Tommi had a lot of procedural and little of conceptual knowledge, but Daniel had it the other way round. And because Niina and Susanna had little of both and Samuel a lot of both kinds of knowledge, it is possible to have every combination of good or poor procedural and conceptual knowledge. References: Asiala, M., Cottrill, J., Dubinsky, E. and Schwingendorf, K.: 1997, ’The development of students’ graphical understanding of the derivative’, Journal of Mathematical Behavior 16(4), 399-431. Clark, J., Cordero, F., Cottrill, J., Czarnocha, B., DeVries, D., St. John, D., Tolias, G. and Vidakovic, D.: 1997, ‘Constructing a schema: The case of the chain rule?’, Journal of Mathematical Behavior 16(4), 345-364. Goldin, G. and Kaput, J.: 1996, ‘A joint perspective on the idea of representations in learning and doing mathematics’, in Steffe, L., Nesher, P., Cobb, P., Goldin, G. and Greer, B. (eds.), Theories of mathematical learning, Lawrence Erlbaum, New Jersey, pp. 397–430. Haapasalo, L. and Kadijevich, Dj.: 2000, ‘Two types of mathematical knowledge and their relation’, Journal für Mathematik-Didaktik, 21(2), 139-157. Hiebert, J. and Lefevre, P.: 1986, ‘Conceptual and procedural knowledge in mathematics: An introductory analysis’, in Hiebert, J. (ed.), Conceptual and procedural knowledge: the case of mathematics, Lawrence Erlbaum, Hillsdale (NJ), pp. 1-27. Hähkiöniemi, M.: 2005, ‘The role of different representations in learning of the derivative through open approach’, forthcoming in E. Pehkonen (ed.), Proceedings of the international congress on the problem solving in mathematics education – ProMath 2004, Lahti. Hähkiöniemi, M.: 2004, ‘Perceptual and symbolic representations as a starting point of the acquisition of the derivative’, in Proceedings of the 28th conference of the international group for the psychology of mathematics education, Bergen, 2004, Vol. 3, pp. 73-80. McDonald, M., Mathews, D. and Strobel, K.: 2000, ‘Understanding sequences: A tale of two objects’, in E. Dubinsky, A. Schoenfeld and J. Kaput (eds.) Research in collegiate mathematics education. IV. Issues in mathematics education, vol. 8. Providence, RI: American mathematical society, pp. 77-102. Meel, D.: 2003, ‘Models and theories of mathematical understanding: Comparing Pirie and Kieren’s model of the growth of mathematical understanding and APOS theory’, in A. Selden, E. Dubinsky, G. Harel and F. Hitt (eds.) Research in collegiate mathematics education. V. Issues in mathematics education, vol. 12. Providence, RI: American mathematical society, pp. 132-181. Orton, A.: 1983, ‘Students’ understanding of differentiation’, Educational Studies in Mathematics, 14(3), 235-250. Zandieh, M.: 2000, ‘A theoretical framework for analyzing student understanding of the concept of derivative’, in E. Dubinsky, A. Schoenfeld,and J. Kaput (eds.) Research in collegiate mathematics education. IV. Issues in mathematics education, vol. 8. Providence, RI: American mathematical society, pp. 103-127.
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CHARACTERISING MATHEMATICAL REASONING: STUDIES WITH THE WASON SELECTION TASK Matthew Inglis, University of Warwick, United Kingdom Adrian Simpson, University of Warwick, United Kingdom



Abstract: This paper analyses the nature of mathematical cognition with reference to the recently developed dual process theory account of reasoning. We briefly summarise dual process theory, and then present evidence from a study where mathematics students, mathematics staff and history students were asked to solve the Wason selection task, a standard logic question from the psychology literature. The mathematicians gave a dramatically different range of answers to the nonmathematicians. Using interview data from the same study, we suggest that one of the major differences between mathematical and non-mathematical thought is the ability, or willingness, to use System 2 processes whilst reasoning. Key Words: dual process theory, implication, logic, mathematical cognition, reasoning, Wason selection task. DUAL PROCESS THEORIES OF REASONING Recently, psychologists have proposed that there are two distinct cognitive units that deal with reasoning. Roughly speaking the first corresponds with intuitive thought, and the second with abstract reasoning. In an attempt to combine many different versions of similar theories (e.g. Evans & Over, 1996; Skemp, 1979), the generic terminology System 1 and System 2, first adopted by Stanovich & West (2000), has become commonplace. System 1 is characterised by processes that are quick, operate in parallel and are highly context specific. These processes are almost entirely subconscious in nature, only the end product is deposited in the conscious brain. The system is independent of language, is old in evolutionary terms and is also present in animals. System 1 is believed to be a large collection of subsystems that operate autonomously. Some of these subsystems are believed to be innate, whilst others may have been acquired by an experiential learning mechanism (Stanovich, 2004). System 2, on the other hand, is slow, operates in serial and allows for noncontextualised hypothetical reasoning. It is controllable and conscious, has evolved relatively recently and is unique to humans. It is this part of the brain that allows humans to construct complex abstract simulations that are context independent and depersonalised. Fluency with System 2 is often measured using reasoning tests, and 1768
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tends to be correlated with measures of general intelligence (although it is perhaps not surprising that one form of reasoning test correlates with another). System 2 is also involved in expressing the output of System 1, and it has the ability to monitor and, possibly, override these intuitive responses, although, as we shall see, this does not always happen. Although System 1 is innate, it can be developed over time through experience. For example, it has long been recognised that chess grandmasters, as well as having superior analytical skills, have a different way of ‘seeing’ the chess board to amateur players (e.g. de Groot, 1965). Their experience of chess playing has altered their System 1 heuristics as well as developed their System 2 analytical skills. (See Evans, 2003 for a full review of dual process theories). EMPIRICAL EVIDENCE FOR THE DUAL PROCESS ACCOUNT Since the sixties there has been mounting evidence that participants in reasoning experiments do not always respond in a normative manner. Take, for example, the ‘Linda’ problem (Tversky & Kahneman, 1983). In this task participants were told: Linda is 31 years old, single, outspoken and very bright. She majored in philosophy. As a student she was deeply concerned with issues of discrimination and social justice and also participated in antinuclear demonstrations.



Participants were then given eight possible descriptions of her present employment and activities, and were asked to rank them in order of probability. Intriguingly, 85% ranked “Linda is a bank clerk and active in the feminist movement” as more probable than “Linda is a bank clerk”. Clearly, such a ranking is impossible. Tversky & Kahneman named this the ‘conjunction fallacy’, and explained it by noting that Linda resembles the prototypical feminist bank clerk more than she resembles the prototypical bank clerk. Tversky & Kahneman, however, also noted that it would be unreasonable to claim that their (highly educated) participants had conceptions of probability that were largely based on resemblance to prototypical examples. Instead, the dual process account argues that the Linda task’s standard response comes from System 1. It is intuitive, automatic and more concerned with social data than formal logic. System 2 cues the opposite response, that which realises that P(A) cannot possibly be less than P(A∩B). Individuals who respond with the conjunction fallacy, then, fail to successfully use System 2 to monitor and correct their intuitive System 1 output. There is also neuropsychological evidence that supports the dual process account of reasoning. Goel & Dolan (2003) used fMRI brain scans whilst participants took standard reasoning tasks. They found that responses traditionally associated with System 1 were related to activity in the ventral medial prefrontal cortex, whereas the logically correct System 2 responses originated in the right inferior prefrontal cortex, an entirely different part of the brain. They concluded that System 1 reasoning was influenced by emotional processes.
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THE SELECTION TASK More important evidence that supports the dual process account of reasoning comes from the Wason selection task (Wason, 1968). First published in the sixties, the selection task has become the most investigated task in the whole psychological literature on reasoning. Participants in the task are shown a selection of cards, each of which has a letter on one side and a number on the other. Four cards are then placed on a table:



The participants are given the following instructions: Here is a rule: “every card that has a D on one side has a 3 on the other”. Your task is to select all those cards, but only those cards, which you would have to turn over in order to discover whether or not the rule has been violated.



The logically correct answer is to pick the D card and the 7 card, but across a wide range of published literature only around 10% of the general population do. Instead most make the ‘standard mistake’ of picking the D and 3 cards. Indeed, Wason (1968) suggested that about 65% incorrectly select the 3 card. There is a vast psychological literature that has attempted to explain why so few participants make the correct selection. Forty years of research has failed to reach a consensus, and the detailed reasons behind Wason’s original results remain highly controversial. There are, however, some findings that have been found to be very stable, one of the most robust is the so-called ‘matching bias’ effect. Evans & Lynch (1973) varied the structure of the task by rotating the presence of negatives in the rule (for example, they used rules such as “not D ⇒ 3” and “D ⇒ not 3” as well as the original “D ⇒ 3”). They found that participants tended to select the cards that were mentioned in the rule, regardless of the presence of negatives. For the participants, the relevant cases seemed to be those that had the same lexical content as the propositional rule. Evans (2003) argues that this tendency, which has become known as ‘matching bias’, is a built-in heuristic in System 1. By the dual process explanation, the intuitive response, coming from System 1, is to select the D and 3 cards. It is argued that the standard mistake originates from participants using System 2 to merely rationalise and articulate this selection. As with the Linda problem, it is only if System 2 is actively and effectively monitoring System 1 that the logically correct answer (D and 7) can be produced. System 2 needs to reason rather than merely rationalise if the logically correct answer is to be found. To reemphasise, the dual process account suggests that the standard mistake can be explained by a two part process: Firstly, card selections are determined entirely by System 1. Secondly, any System 2 processing that occurs is aimed at rationalising and articulating System 1’s output. There is empirical evidence to support this 1770
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hypothesis. A key prediction of this account is that participants will spend more time inspecting the cards that they select than those that they reject (as System 2 will be rationalising the selections). This was experimentally verified by Evans (1996) using a computer based mouse hovering technique, and by Ball, Lucas, Miles & Gale (2003) who used a sophisticated eyeball tracking system to measure inspection times. The two routes that lead to the correct answer and to the standard mistake are shown in figure 1. It should be noted that figure 1 is somewhat misleading as, as mentioned above, System 2 is used when rationalising and expressing any output from System 1. However, in figure 1 it is shown as playing no part in route 1 to emphasise that it is not involved in the reasoning process.



Figure 1: the routes that lead to the standard mistake and to the correct answer.



One of the most famous and striking results in the selection task literature is that performance can be dramatically facilitated by placing the task in a thematic context (e.g. Cosmides, 1989; Wason & Shapiro, 1971). Dual process theory explains this facilitation by suggesting that, in these thematic contexts, both System 1 and System 2 output the same answer. That is to say that only the abstract version of the task requires System 2 reasoning for its solution.



Its important to note that dual process theory is, to a large extent, neutral regarding the many competing theories that have attempted to explain performance on the Wason selection task. For example, mental models theory, mental logic theory, the pragmatic reasoning schemas theory and relevance theory can all be comfortably situated within a dual process framework.1 Each of these theories can be seen as attempting to explain why either System 1 or System 2 produce the output that they do. In this sense, dual process theory is less a theoretical framework, and more a framework for theoretical frameworks.



1



It is less easy to situate the so-called social contract theory (e.g. Cosmides, 1989; Leron, 2004) within a dual process framework, as it would appear to dramatically underestimate the role of System 2. In any case, this explanation has been heavily criticised in recent years, and there is mounting empirical evidence that appears to contradict it (e.g. Sperber & Girotto, 2002). CERME 4 (2005)
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As the above discussion illustrates, some of the most common reasoning misconceptions from the psychology literature can be explained by the failure of System 2 to adequately monitor and correct the intuitive output generated by System 1. This paper is concerned with the interplay between the System 1 and System 2 reasoning of successful mathematicians. Has day-to-day exposure of deductive reasoning modified mathematicians’ System 1 heuristics in a manner similar to the chess masters, or is System 2 the key to the differences between mathematical and non-mathematical reasoning? METHODOLOGY We administered a version of the Wason selection task to three groups: mathematics undergraduates, mathematics academic staff and history undergraduates. The history students were used as a control group, as it was assumed their degree would contain little or no mathematical reasoning. It is worth noting that this is common practice, in many comparable studies the general population is represented by psychology undergraduates. We are not aware of any selection task studies that have used a more representative group. We adopted an internet methodology. Potential participants were sent emails explaining the experiment and asking them to take part. If they agreed, they clicked through to a website which recorded their answer, whether or not they had seen the task, and their IP address. There are clearly drawbacks to this methodology, however space restraints prevent a full discussion of the issues and solutions adopted here. The reader is referred to Inglis & Simpson (2004) for an in depth discussion of such matters. However, since this publication, our sample has since been expanded to include additional students from two additional high ranking UK universities. The precise wording we used was identical to Wason’s (1969): Four cards are placed on a table in front of you. Each card has a letter on one side and a number on the other. You can see:



Here is a rule: “every card that has a D on one side has a 3 on the other.” Your task is to select all those cards, but only those cards, which you would have to turn over in order to discover whether or not the rule has been violated.



Along with the quantitative based study we conducted a small number of clinical interviews with both mathematicians and historians who were not involved in the quantitative study. A standard ‘think aloud’ protocol was used, the interviews were audio tape recorded and transcribed for analysis.
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RESULTS & DISCUSSION The results are shown in table 1. Looking at the table reveals that there are significant differences between the mathematics and history students’ range of answers (χ2=100, df=8, p 
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