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MULTIGRID FOR SYSTEMS OF EQUATIONS



In describing the basic multigrid techniques, we have, so far, confined ourselves to scalar PDEs. Systems of PDEs can also be treated by multigrid, usually with efficiency similar to that of scalar equations. The main messages we want to give in this chapter are: 0



0



0 0



In principle, the extension of multigrid methods from scalar PDEs to systems of PDEs is straightforward. There are various ways to generalize scalar smoothing schemes to systems. A natural extension of smoothing by relaxation (in the scalar case) is smoothing by collective relaxation (in the systems case). That is, all unknowns at each single grid point are relaxed simultaneously. Sometimes, however, collective point or even collective versions of line smoothing are not sufficient and more complex relaxation schemes have to be employed. On the other hand, in simple cases, even decoupled relaxation already works fine. Special care has to be taken with the multigrid treatment of boundary conditions. For more involved problems, e.g. from fluid dynamics, we have to take care of several complications in the multigrid treatment: questions of stable discretization, singular perturbation behavior, nonellipticity etc. have to be considered.



We will treat all these topics in some detail. The basic multigrid idea is the same as in the scalar case. Based on a suitable discretization of the PDE system, appropriate relaxation schemes are used to smooth the errors of the unknown grid functions. All other multigrid components can immediately be extended to systems of PDEs. Again, smoothing turns out to be the most crucial multigrid component. In Section 8.2 we describe these multigrid components for systems of equations. Section 8.3 discusses the generalization of the scalar LFA smoothing analysis to systems, including the generalization of the h -ellipticity measure. In the remaining sections of this chapter, we treat several specific systems of particular relevance, each of which is representative for a class of systems. The biharmonic system, 289
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discussed in Section 8.4, is a reformulation of the biharmonic equation. As a system, it is very simple and consists of two Poisson-type equations. Nevertheless, it is a first example of the rather common problem that the boundary conditions and the unknown functions do not necessarily match, e.g. that one has two boundary conditions for one function and none for another. The linear shell problem in Section 8.5 is an example for which the difference of collective and of decoupled smoothing becomes clear. In the Stokes and incompressible Navier-Stokes equations, discussed in Sections 8.6-8.8 the natural equation for the pressure p does not contain p at all. The development of stable discretizations, stable smoothing schemes and other multigrid components is more involved then and will be discussed in detail. We treat both staggered and nonstaggered discretizations. Compressible flow equations, which will be considered in Section 8.9, contain even more difficulties. Formally, they are no longer elliptic. Their solutions may have shocks. Most of our presentation in this chapter is oriented to the 2D case for convenience. Typically, the generalization to 3D is straightforward. Throughout this chapter, we also assume standard coarsening unless we explicitly state otherwise. 8.1 NOTATION AND INTRODUCTORY REMARKS



In this section, we first consider a (linear) elliptic q x q system of PDEs in two dimensions,



with u = (u1, . . . , u q T ,



f = ( f l , . . .,f q ) T



on a domain 2 ' c R2, together with a set of appropriate boundary conditions L r u ( x , Y > = Bu(x, Y ) = f r ( x , Y )



(8.1.2)



at the boundary r = aS2. In the following we will use the notation L and B instead of L" and L r for convenience. The system (8.1.1) can also be written in the form



(8.1.3)



i



L
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where the Lk>lare scalar differential operators. Of course, the boundary conditions can be written correspondingly:



Note that in general q # 4, i.e. the number of boundary conditions does not necessarily coincide with the number of equations. Moreover, in general, there exists neither a natural relationship between an unknown function us and a specific equation in the system nor a natural relationship between us and one of the boundary conditions. The number 4 of required boundary conditions can be seen by considering the principal part, i.e. the terms including the highest derivative, of the operator determinant



...



... (8.1.5)



...



...



The number of boundary conditions is typically determined by the order of the highest derivative, which is present in this determinant. For example, if the principal part of det L is of the form (A)@,4 boundary conditions are required. Two examples of linear PDE systems are the biharmonic system and the Stokes equations, discussed in more detail in Sections 8.4 and 8.6, respectively. Each of these systems is a model problem representing a large and important class of PDEs (elasticity, CFD).



Example 8.1.1 The biharmonic system is a reformulation of the biharmonic equation A A u = f . Introducing the function u = Au, the biharmonic equation can be written as the 2 x 2 system (8.1.6) (8.1.7) or in the form



(-4 :)



(3 ($ =
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where the scalar differential operators Lk>lare



Obviously, we have det L = A2, which means that two boundary conditions are appropriate.



n Example 8.1.2 The Stokes equations describe incompressible flow situations governed by viscosity. We consider the stationary 2D Stokes equations



R



E



R2.



(8.1.8)



Here, the unknown functions u = u ( x , y), u = u ( x , y), p = p ( x , y) denote the velocity components in x- and y-directions and the pressure, respectively. The first two equations (i.e. the momentum equations) correspond to conservation of momentum and the third one (the continuity equation) to conservation of mass. The momentum equations are diffusionbased transport equations. In contrast to the incompressible Navier-Stokes equations (see Section 8.6), convection does not occur. As in the previous example, the operator determinant is det L = A2. Hence, only two boundary conditions are required for this 3 x 3 system of PDEs. The actual choice of the boundary conditions in an application is usually motivated physically. At solid walls, for example, u = u = 0 is a natural choice. The first equation of this system is naturally related to the velocity u , the second one to u. The third unknown function, p , however, does not appear in the third equation. A The discrete system



(8.1.9)



denotes the discrete analog of the PDE system (8.1.1) with boundary conditions (8.1.2). Analogously to (&.1.3),this system can be written as



(8.1.10)
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(8.1.11)



Bh



Correspondingly, we also consider nonlinear PDE systems of the form



NU= f ,



(8.1.12)



consisting of q nonlinear scalar PDEs



(8.1.13)



and their discrete analogs (8.1.14) or



together with an appropriate set of boundary conditions as in the linear case. The boundary conditions may also be nonlinear. 8.2 MULTlGRlD COMPONENTS



As for scalar applications, any multigrid algorithm for PDE systems is characterized by the components smoothing, restriction, interpolation, solution on the coarsest grid and cycle type. In the following subsections, we will discuss how these components are generalized to systems of equations. We will first concentrate on the treatment of the interior equations. Some remarks regarding boundary conditions are contained in Section 8.2.6. 8.2. I Restriction



Let us assume that we have found a suitable smoothing scheme for the discrete system (8.1.9) and that we have performed one or several smoothing steps giving a current approximation
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i i h . The next step in multigrid is to perform the restriction to the next coarser grid with mesh size H . Remember that the discrete system at each interior point consists of q linear equations of the form



Lfuh = f ;



with Lf = (L:,', . . . , L;")



(8.2.1)



for k = 1, . . . , q . The restriction for each of these equations is done separately, in a straightforward generalization of the scalar case (see Section 2.2.2). For the correction scheme (CS), this means that the q coarse grid equations L k , i ~= d h



(8.2.2)



are obtained by restricting the defects d: to Q H using the current approximations u h = 1 (ih9



. . . )$f h ) T : d,k := ZhH d kh ,



d: = f hk



-



LfUh.



(8.2.3)



ZF



Here, is the (scalar) restriction operator, L i denotes the coarse grid analog of Lf and 5~ represents the solution of the coarse grid defect equations. If the FAS is to be employed, e.g. for a nonlinear system of the form (8.1.14), the coarse grid equations are defined by



with



and



For H = 2h, a typical standard choice for the restriction operator I F is the scalar FW operator. The standard choice for:f is the (scalar) injection applied to each unknown. In general, the restriction operators need not be the same for all equations (see Section 8.2.3).



8.2.2 Interpolation of Coarse Grid Corrections



The interpolation and addition of the corrections from the coarse grid is carried out separately for each of the grid functions and looks exactly like in the scalar case. For the CS (see Section 2.2.3), we have k , after CGC 'h



= if



+



I h irk H Hi



(8.2.6)
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where 6; is the correction computed on the coarse grid and I ; the (scalar) interpolation operator. For the FAS (see Section 5.3.4), the coarse grid correction gives (8.2.7) where 6; is an approximate solution of the coarse grid equation (8.2.4), (8.2.5). A typical choice for the coarse-to-fine transfer I ; is bilinear interpolation for each unknown grid function. Again, different interpolation operators may be applied to different grid functions (see Section 8.2.3). 8.2.3 Orders of Restriction and Interpolation



In the following, we assume that the interpolation of the coarse grid corrections and the restriction of the defects are performed as described above. In general, the required orders of the restriction and interpolation operators depend on the orders of the derivatives occurring in the PDE system. Let mij denote the highest order of differentiation of the jth unknown in the ith equation of the PDE system. In order to avoid large amplifications of high frequencies by the coarse grid correction process, one should choose mi + m J > m i j ,



(8.2.8)



where mi denotes the order of the restriction of the ith equation and mJ denotes the order of the interpolation of the corrections of the jt h unknown grid function. This basic rule can be found by LFA, analyzing how the coarse grid correction amplifies the high frequency harmonics of the lowest frequencies [66,69, 1871. Remark 8.2.1 (full multigrid interpolation) The FMG interpolation can be performed independently for each current approximation of the functions u i and can be chosen as in the scalar case (see Sections 2.6.1 and 3.2.2). >> 8.2.4 Solution on the Coarsest Grid



As in the scalar case, the solution on the coarsest grid can be obtained with any suitable solver. However, the discrete systems on the coarsest grid may be much larger than in the scalar case, in particular for complex applications. The efficiency of a numerical algorithm used for solving the coarsest grid problem may, therefore, be more important than for scalar equations. 8.2.5 Smoothers



The immediate generalization of the scalar lexicographic point Gauss-Seidel relaxation scheme is the pointwise collective Gauss-Seidel relaxation. Like its scalar counterpart, this relaxation sweeps over all grid points in a lexicographic order. At each grid point (x,y), all difference equations located there are solved simultaneously, changing the values
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uL(x, y ) , . . . , u z ( x , y ) and using current values at the neighbor grid points. This means that a linear q x 4 system of equations is to be solved at each grid point. Of course, similar generalizations are possible for GS-RB or w-JAC resulting in collective GS-RB and collective w-JAC. This collective approach is also in wide use with line relaxation, ILU etc. However, collective relaxations are not always necessary. For simple problems, relaxation schemes which do not collectively solve the 4 difference equations located at the grid point ( x , y ) , but solve them one after the other (decoupled relaxation) may also have sufficient smoothing properties. In some more involved cases, e.g. in the context of the Navier-Stokes equations, discussed in Section 8.6, the standard collective relaxations may fail to show satisfactory smoothing and convergence properties. More advanced smoothing schemes such as box relaxations or distributive relaxations may have to be applied then.



The idea of box relaxation is to solve not only all equations at one grid point collectively, but all equations at a set of grid points (box). These boxes may or may not be overlapping. One smoothing step consists of a sweep over all boxes. In this sense, line relaxations are a special type of box relaxation. Typically, however, box relaxation employs a more compact set of points than a line. We will give examples of box relaxation in Sections 8.7.2 and 8.8.2. The idea of distributive relaxation is as follows. To relax the set of equations L h U h = f h , we introduce a new variable h h by U h = M h h h and consider the (transformed) system L h M h h h = f h . For example, M h is chosen such that the resulting operator L h Mh is suited for decoupled (equation-wise) relaxation. An example for such a distributive relaxation has already been given in Section 4.7.2 where the Kuczmarz relaxation was introduced. We will return to distributive relaxation in Sections 8.7.3 and 8.8.2. The smoothing properties of a particular relaxation method for a given problem can again be evaluated by smoothing analysis (see Section 8.3). 8.2.6 Treatment of Boundary Conditions



The general idea of the multigrid treatment of boundary conditions for systems of equations remains essentially the same as in the scalar case. In particular, the transfer to coarse grids is performed separately for the boundary condition and for the interior equations. For 2D problems, 1D restriction operators are employed for boundary conditions (see Section 5.6). There are, however, several complications compared to the scalar case. As already mentioned, the number of boundary conditions will, in general, differ from the number of unknown grid functions and from the number of PDEs. In particular, there is not necessarily a one-to-one correspondence of boundary conditions and grid functions (or PDEs). The relaxation at boundaries often needs to be modified. In general, it is no longer sufficient to relax the boundary conditions separately and decoupled from the interior equations. Instead, the relaxation at a boundary point may have to be coupled with that at adjacent interior points. Box schemes which collectively update the unknowns at several adjacent boundary points together with the unknowns at adjacent interior points are then appropriate. For certain types of problems, additional local relaxations near the boundary may also have
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to be added as has been seen in the scalar case for problems with geometric singularities (see Section 5.5). We will return to these approaches and give an example in Section 8.4.



8.3 LFA FOR SYSTEMS OF PDEs



In this section, we will generalize the LFA smoothing analysis to systems of PDEs (in Section 8.3.1). The two-level LFA can be generalized in the same way. However, we will not treat it in detail. In Section 8.3.2, we will extend the concept of h-ellipticity to systems of PDEs. 8.3. I Smoothing Analysis



In analogy to the scalar case (see Section 4.3), we consider the discrete system (8.1.10), where the L;” are assumed to be scalar difference operators with constant coefficients on the infinite grid Gh, i.e. in 2D



Li’lui(x) =



k,l



1



SKIK2Uh(X1



+ K 1 h l > x2 + K 2 h 2 )



K€V



kl



with sKiK2E R and a finite index set V . Consider components of the form q(e, X) = u ~ ~ * . ~ / ~ ,



where a = (1, .... l ) T E Rq,0 = ( 8 1 , 8 2 ) T , x = ( X I , X ~ ) = ~ , ( ~ h ~ , h eio’rlh ~ ) ~ , .ei81xllhle i 8 2 x 2 / h 2 . Obviously, we have



qJ(0)



......



...



LZ’4 (0)



where the terms



L;”(B) = C skK, Il K 2ie8 l K l e i Q 2 ~ 2 K€V



are the symbols of the scalar discrete operators Li”. Correspondingly, the matrix t h (0) is called the symbol of Lh. As in the scalar case, we can distinguish low and high frequency error components. For standard coarsening, we obtain the following definition.
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Definition 8.3.1 8



cp low frequency component :cp high frequency component



E ~ l o w =



[ - -n2 ' n-)2 2



:e 8 E Thigh = [-n, n ) 2\ [-2, n 2) n 2



We will sometimes refer to 8 as a high or a low frequency. The smoothing analysis for systems of equations can now be performed as in the scalar case. Let us assume a linear q x q system of difference equations



Lhuh = f h and a smoothing operator s h corresponding to a splitting of Lh Lh=Lt+Li ( L ; , L i are again q x q systems) such that the smoothing procedure can be described by L,fwh



+Liwh = fh.



Here, W h and w h denote the approximations to uh before and after the smoothing procedure, respectively. Subtracting the discrete equation Lhuh = f h , we obtain the error equation or where Vh = uh - W h and i h = uh - wh denote the errors before and after the relaxation and where s h is the resulting smoothing operator. Applying L i , L , f , s h to the formal eigenfunctions cp(8, x), we obtain L - ~ ~ x ~/ h B= h ~ h + ~ . x~ / hi B



i k ((qae'B



x/h



- Lh+ (8)aeiB x / h



ShaeiB 'xlh = S h ( ( j ) a e ' e . X / h = - t , + ( e ) - l l , , ( e ) a e ' B . x / h ,



where the symbols L i ( 8 ) ,t , ( 8 ) , sh(8) are complex q x q matrices and where we assume that i ; ( 8 ) - ' exists. The smoothing factor for systems of equations can thus be defined as



I



plot



= p l o c ( S h ) := sup { I p ( i ~ ( O ) - ' i ~ ( 8 ): 8) /high frequency}



I



(where p denotes the spectral radius) or equivalently pioc=



+ + i k ( 8 ) ) = 0; 8 high frequency} .



sup { lh(8)l:det ( h ( 8 ) i h(8)



(8.3.1)



Obviously, plot is the worst (asymptotic) amplification factor of all high frequency error components. This definition is consistent with the corresponding one in the scalar case (see Definition 4.3.1 in Section 4.3).
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Remark 8.3.1 In practice one has to evaluate the symbols Ll(6) and Lk(6) of the particular relaxation under consideration. The smoothing factor can then be determined numerically (see h t t p : / /www. gmd .de/ S C A I /mu1ti g r i d / book. html for a program). >> Remark 8.3.2 (generalizations) The generalization of LFA for systems with nonconstant coefficients or nonlinear systems is exactly as in the scalar case by linearization and freezing of coefficients. The generalization of LFA to GS-RB (or zebra line-type smoothing schemes) for systems follows the same basic considerations as presented in Section 4.5 for the scalar case. The same holds for the two-grid LFA. We will not discuss these approaches here, but, nevertheless, present some results of the two-grid LFA in the next section. >> Remark 8.3.3 (coarse grid correction and boundary conditions) In practice, there are two major reasons why the measured convergence of a multigrid algorithm may differ from what is predicted by smoothing LFA. The first is that the coarse grid correction may cause problems. This is a typical phenomenon of singularly perturbed problems, which we have discussed in detail in the context of the convection-diffusion problem. Similar effects also occur for various systems of equations, e.g. the incompressible Navier-Stokes equations at high Reynolds numbers. A proper analysis of this kind of situation requires a two-grid LFA (often a simplified two-grid analysis, as introduced in Remark 4.6.1 is sufficient). The second reason is an unsuitable treatment of boundary conditions. Boundary conditions and their treatment by multigrid do not enter the LFA. The general experience is that the multigrid convergence predicted by the LFA smoothing factor can only be observed in practice if sufficient work at and near the boundary is invested. >> Remark 8.3.4 (smoothingfactors and factorizationof L ) For complicated PDE systems a heuristic guideline of the question, which smoothing factors can be expected, is the following (discussed in detail in [66]). The smoothing factor of a smoothing procedure for a given PDE operator L can be as good as the smoothing factors obtained for the factors of det L. It can be shown [66] that if det L = L 1 L2, where each Li is a scalar differential operator, then one can factorize the q x q operator L into L = L 1L2, where the Lj are q x q matrix operators such that det Li = L i . Factors, that often occur are the Laplacian A and the convection-diffusion operator A + a . V . A general possibility to relax the factorized system



is to introduce the auxiliary vector of unknown functions v = L2u and relax the two systems



(8.3.2) alternatingly. The combined smoothing factor is not worse than the worst of the two systems. A simple example for this approach is the biharmonic equation, which we will discuss in Section 8.4.
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If the smoothing factors p 1 and p 2 of the operators L 1,h and L 2 , h differ significantly, a more advanced smoothing strategy for the system (8.3.2) is to relax L 1 , h v h = f h ul times and the other system u2 times. Then we obtain for the smoothing factor p of the whole system



>> 8.3.2 Smoothing and h-Ellipticity



In Section 4.7, we have discussed the question, which properties a (scalar) operator L h must have, so that a pointwise relaxation exists with h-independent smoothing factors < 1. The answer was that L h must be h-elliptic. This result carries over to systems of PDEs. Of course, we first have to extend the definition of the h-ellipticity measure E h to systems. For standard coarsening, a natural generalization of E h to systems is E h ( L h ) :=



where



t h (0)



min



{ I det L h (8)1 : o E



~



~



~



g



~



}



max ( I d e t i h ( 8 ) I : --n 5 8 < n}’



denotes the symbol of



Lh.



Remark 8.3.5 As in the scalar case, the denominator in this definition is only a scaling factor, which guarantees 0 I Eh(Lh) I 1. Other scalings are often used, e.g. (8.3.3) where l L h l is a q x q matrix formed by replacing each LB’J by its size. Here, the size of a scalar discrete operator is defined as the sum of the absolute values of its entries in the stencil.



>> There is a direct analog of Theorem 4.7.1 for systems of PDEs. The first (trivial) part is that @Ioc 2 1 for any point relaxation described by a splitting L h = L l L; if E h ( L h ) = 0 and t l ( 8 ) # 0. This is easily seen since



+



E h ( L h ) = 0 ===+det L h (8) = 0



for at least one high frequency 8.



+



This implies that plot ? 1, because of (8.3.1) and t h ( 8 ) = t l ( 8 ) ti(@). The nontrivial part is that if E h ( L h ) is bounded away from 0 by some constant c > 0 : Eh(Lh)



>C >0



(for h



o),



then there exists a pointwise relaxation with smoothing factor plot 5 const < 1 . The proof is similar to that for the scalar case [240].
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In particular, one can show that a damped Kaczmarz relaxation of Jacobi-type exists that has the smoothing factor



Remark 8.3.6 As in the scalar case, small h-ellipticity measures indicate that pointwise smoothers may be problematic. There are high frequencies which correspond to very small defects. >> Remark 8.3.7 Semi-h-ellipticity can be defined as in the scalar case and allows corresponding generalizations to line smoothers etc. (see Remark 4.7.5). >> 8.4 THE BIHARMONIC SYSTEM



The biharmonic equation models deflections in 2D plates. If the biharmonic equation AAu = f is treated as a scalar fourth-order problem, discretized by standard second-order differences, the 0 (h2) accurate 13-point stencil



1 (8.4.1)



L



I



is obtained. The smoothing factor of GS-LEX on a Cartesian grid is pioc= 0.8, which is not satisfactory and causes a rather poor multigrid efficiency. For w-JAC-RB relaxation (see Section 5.4.2), we obtain wloc (w = 1) = 0.64 and plot (w = 1.4) = 0.512 (if the underrelaxation is applied after the JAC-RB iteration) [379]. Better results are easily obtained ifthe biharmonicproblem is treated as a system of the form (8.1.6)-(8.1.7). This is trivial if we have the boundary conditions u = fr,’



and



Au = f r t 2 ,



(8.4.2)



which describe the case that the edges of the plate are simply supported. With these boundary conditions, the biharmonic system is fully decoupled. One can solve the two discrete Poisson problems (8.4.3) one after the other. Since multigrid works very well for the Poisson equation, we obtain a solution of the biharmonic problem with excellent numerical efficiency. Furthermore, the relaxation for the two Poisson problems (8.4.3) is simpler and cheaper than GS-LEX for the 13-point stencil (8.4.1).
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For the boundary conditions u =



f r , ' and



(8.4.4)



un = f r , 2 ,



which describe the case of clamped edges of the plate, the situation is more involved since the PDEs are coupled via the boundary conditions. Moreover, we have two boundary conditions for the function u , but none for u. Since such situations often occur for PDE systems, we will discuss an appropriate treatment of this problem in Section 8.4.2. Excellent multigrid performance can also be achieved in this case, as will be shown in Section 8.4.3. The idea is to introduce a modijed collective relaxation at the boundaries which treats boundary points together with adjacent interior grid points. 8.4. I A Simple Example: GS-LEX Smoothing



In this section, we analyze the smoothing properties of GS-LEX for the discrete biharmonic system (see also Example 8.1.1)



1 -4 1



1



1



in order to illustrate how LFA is used for systems. The collective GS-LEX relaxation corresponds to the splitting



(8.4.5) with



;



0 0 The symbols of L; and Lh+ are easily computed to be



1 L j ~ e=) (,'I h2



Thus



+ e"2)



'I.
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where * denotes some nonzero matrix element whose size does not influence the smoothing factor, and we obtain



This is identical to the smoothing factor of pointwise GS-LEX for Poisson’s equation; we thus obtain plot = 0.5.



Remark 8.4.1 (decoupled relaxation) In the case of decoupled (noncollective) GaussSeidel relaxations, we obtain exactly the same smoothing factor for the biharmonic system. This can very easily be seen. If we apply a decoupled relaxation we have to distinguish two cases. In the first case, we first relax the first equation of the system in a point (x,y) and afterwards the second one; in the second case, we perform the (scalar) relaxations the other way round. The first case is described by exactly the same splitting (8.4.5) as the collective relaxation. Correspondingly, we obtain the same smoothing factor. The second case is described by the splitting (8.4.6) which leads to the same value for the smoothing factor, too. Such behavior is not at all typical for general systems cfl equations. In the case under consideration, the coincidence is due to the fact that the partial differential equations are decoupled. >> 8.4.2 Treatment of Boundary Conditions



If we want to develop a suitable multigrid method for the biharmonic system (8.1.6)-(8.1.7) with boundary conditions (8.4.4), we have to explicitly take into account the fact that there are two boundary conditions for the function u , but none for v. We will discuss a proper multigrid treatment of boundary conditions in the specific situation of S2 = (0, 1)2 and give some results in Section 8.4.3. Here, the u,-boundary condition can be discretized exactly as the Neumann boundary conditions for Poisson’s equation (see Section 5.6.2). Using an extended grid with external points outside fi as shown in Fig. 5.23, standard central second-order finite differences can be used. In order to close the discrete system (to have as many equations as unknowns), (8.1.7) is also discretized on the boundary r h , resulting in the discrete system
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Remark 8.4.2 For standard second-order central differences on a square grid, (8.4.7)(8.4.10) are equivalent to the 13-point approximation (8.4.1) of the biharmonic equation with the discrete boundary conditions (8.4.9) and (8.4.10). >> In this example, we consider eliminated boundary conditions. Using (8.4.8) and (8.4.10) on r h , external grid points outside fi can be eliminated, resulting in eliminated boundary conditions, which, for example, at the left boundary read (8.4.1 1) This equation can also be written as



because of (8.4.9). Obviously, the value of v h at a given boundary point is only coupled with the value of U h at the adjacent interior point. In particular, there is no direct coupling along the boundary. Since (8.4.12) is not at all diagonally dominant, special care has to be taken in selecting an appropriate relaxation scheme near boundary points. We will use collective GS-LEX in the interior O f f i h with the following modifications near boundary points. (1) Whenever a neighbor point ( x , y ) of a boundary point (e.g. ( x - h , y ) ) is relaxed, (8.4.12) at the boundary point is included in the collective relaxation of (8.4.7) and (8.4.8) at ( x , y). Figure 8.1(a) illustrates which points are treated collectively by this relaxation. This means that we solve a 3 x 3 system near boundary points in order to update the approximations for U h ( x , y ) , V h ( x , y) and V h ( x - h , y ) simultaneously. (2) At interior points near corners of f i h , both eliminated boundary equations at the adjacent boundary points are included in the collective relaxation (see Fig. S.l(a)) such that near a corner point a 4 x 4 system is solved. The treatment at the corner points is not essential for the multigrid process since they are completely decoupled from all other points. The eliminated boundary conditions are transferred to the coarse grid by the same restriction operators (5.6. lo), (5.6.11) as in the corresponding case of Poisson’s equation with Neumann boundary conditions (see Section 5.6.2 and, in particular, Remarks 5.6.2 and 5.6.3). 8.4.3 Multigrid Convergence



Based on the treatment of the boundary conditions as described in the previous section, we now present results for the multigrid solution of the biharmonic system with boundary
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Figure 8. I. Simultaneous relaxation of grid points near boundaries. (a) Collective point relaxation near left and lower boundary; (b) collective line relaxation near left boundary.



Table 8. I. Asymptotic W-cycle convergence factors. U I , u?:



1,o 1,1 2,1 22



(p~oc)”1+”2 pioc



0.50 0.25 0.13 0.06



0.40 0.19 0.12 0.08



h = 1/16 h = 1/32 h = 1/64 h = 1/128 0.32 0.19 0.09 0.08



0.37 0.21 0.08 0.07



0.39 0.2 1 0.09 0.07



0.40 0.22 0.11 0.08



h = 1/256



0.40 0.22 0.12 0.08



conditions (8.4.4). We choose standard multigrid components in the interior of Qh (standard coarsening, collective GS-LEX relaxation, u = ul u2 smoothing steps, FW,bilinear interpolation and direct solution on the coarsest grid always defined by a mesh size of ho = 1/4). Table 8.1 shows measured asymptotic convergence factors for the W-cycle (using I I . I lm). As we have seen in Section 8.4.1, the smoothing factor plot of the decoupled and of the collective GS-LEX relaxation is 0.5 for the discrete biharmonic system. It can be seen from Table 8.1 (where collective GS-LEX has been used as an example) that the predictions obtained by LFA smoothing and LFA two-grid analysis ( ( p ~ o c ) ” ~and + ” 2plot) are excellent for the W-cycle.



+



Remark 8.4.3 (boundary treatment and V-cycle convergence) Unfortunately, the V-cycle does not show this behavior. In fact, the corresponding results are much worse than predicted by LFA. Moreover, the V-cycle multigrid convergence is level-dependent, i.e. it deteriorates when increasing the number of levels. For example, for h = 1/256, we
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1,0 1 ,I 2,1 22



0.50 0.25 0.13 0.06



0.40 0.19 0.12 0.08



0.40 0.19 0.13 0.10



observe a convergence factor of the V( 1,l)-cycle of 0.56. For V( 1,0)-cycles even divergence is observed. This effect is caused by the boundary conditions since, for the decoupled boundary conditions (8.4.2) with exactly the same multigrid components in the interior of a h , we obtain multigrid V-cycle convergence factors which are in agreement with LFA smoothing and two-grid analysis. It has been shown [346] that the V-cycle convergence can be improved considerably if additional collective line relaxations along all points which are adjacent to boundary points (see Fig. 8.1(b)) are performed, where (8.4.12) at the boundary points is again included in the relaxation. If we add such a collective line relaxation along each side of the boundary before the restriction to a coarser grid and before the interpolation of corrections, we obtain V-cycle convergence factors which are again in good agreement with the results from LFA analysis. Table 8.2 shows that, for example, for h = 1/256 the measured V-cycle convergence factors agree well with the LFA two-grid factors plot. Obviously, the additional collective line relaxations (working on Vh at boundary points and simultaneously on U h and uh at points adjacent to the boundary), lead to an impressive improvement of the multigrid convergence. For a heuristic explanation, we focus again on the special structure of (8.4.12). This equation can be interpreted as the discrete boundary condition for Uh. In particular, we see that the approximation of Uh at a boundary point (x, y ) depends strongly on the value of U h at the adjacent grid point in the interior of the domain (e.g. u ( x h , y ) at the left boundary). If U h has certain error components, Vh obviously has much larger error components on fine grids since those of U h are amplified by the factor 1/ h2. Such error components can grow by, for example, successive interpolations (without or with insufficient intermediate smoothing/damping of the errors). In the W-cycle, more smoothing iterations are applied on intermediate levels than in the V-cycle. >>



+



Remark 8.4.4 (local relaxation) Excellent multigrid convergence for the biharmonic problem with boundary conditions (8.4.4) can also be obtained by noneliminated u,-boundary conditions and by performing additional relaxation sweeps near the boundary. According to [77], the number of the sweeps and their depth (i.e. the distance from the boundary up to which points have to be included in these extra relaxations) slightly increases, at least for V-cycles, with decreasing h and increasing number of multigrid levels. >>
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8.5 A LINEAR SHELL PROBLEM



In this section we discuss the multigrid treatment of a linear shell problem. With this example, we will focus on the difference between collective (coupled) and decoupled smoothing methods and make some general remarks on their ranges of applicability. We consider thin elastic shells with weak curvature. The quantities to be computed are the stress f ( x , y ) and the displacement w(x, y ) of the shell mean surface under a load p (normal to the shell mean surface). The geometric form of the shell is described by the given function z ( x , y ) . The system of PDEs derived by linear shell theory, is A2f



+ A2K(z, W ) = 0



(8.5.1)



a 2 w - A ~ K ( Zf , ) = p with



K ( z , f ) = ~ x x f y y- 2zxyfxy



+ zyyfxx.



The positive parameter A2 is proportional to the inverse of the thickness of the shell [363]. In the following, we restrict ourselves to the boundary conditions f =0,



w =0,



Af = O



and



Aw = 0 ,



which describe the case that the edges of the shell are simply supported.



Remark 8.5.1 Boundary conditions for f , 20, f,, and w,,describing clamped edges of the shell, are often of interest. Such boundary conditions can be treated, for example, in the same way as those for the corresponding biharmonic problem (see Section 8.4.2). Multigrid results for these boundary conditions can be found in [346]. >> The shell problem (8.5.1) consists of two biharmonic-like equations which are coupled via lower order terms. The strength of the coupling is proportional to the parameter A2 and to the second derivatives of the given function z(x, y ) . For A2 = 0, for example, the system reduces to two (decoupled) biharmonic equations. The system is elliptic. The type of the lower order terms, which are responsible for the coupling, depends on the shell geometry. Shells are called elliptic (hyperbolic, parabolic) if the linear lower order operator K(z, .) is elliptic (hyperbolic, parabolic). As for the biharmonic problem, we can split each of the equations into two Poisson-like equations if we introduce the functions u = Af and u = A w as additional unknowns. This leads to the system



(8.5.2)
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for the four functions u , u , w and f .Using second-order central differences, we obtain the discrete system



(8.5.3)



(8.5.4) (8.5.5) (8.5.6) where



Remark 8.5.2 For increasing A2 and/or second derivatives of ~ ( xy ,) , the shell problem is singularly perturbed. As a consequence, standard central discretizations of the lower order operators cannot be expected to work for large A2 if the diagonal dominance of the discrete lower order terms is lost. In particular, for A2 + 00 and hyperbolic shells, it turns out that the h-ellipticity measure of the discrete system tends to zero. In such cases, different (helliptic) discretizations need to be used as discussed in detail for the convection-diffusion equation in Section 7.1. This is, however, not done here. >>



8.5. I Decoupled Smoothing



As indicated in Section 8.2.5, we can employ collective (coupled) or decoupled relaxation for smoothing. In this and the following sections, we will discuss the difference between these two approaches for lexicographic y-line Gauss-Seidel relaxation. Corresponding results are obtained for x-line relaxations because of symmetry. A decoupled point (line) relaxation scheme consists of a sweep over the grid points (lines) and a sweep over the variables per point. In principle, we are free to choose the ordering of these sweeps and, in addition, the ordering within these sweeps (ordering of variables and ordering of points or lines). As an example, we describe a decoupled line relaxation with the outer sweep being that over the lines. For each of the four equations of (8.5.2), we perform a separate scalar line relaxation, based only on the Ah operator. The relaxation of one line thus consists of four substeps, in each of which a tridiagonal system has to be solved as for a scalar Poissonlike operator. First, we update the approximations of f h in this line using (8.5.4), then uh using (8.5.5), then wh using (8.5.6) and, finally Vh using (8.5.3) in such a way that new, updated approximations are already used whenever possible. We denote this smoothing procedure by y-line-decoupled relaxation (DEC). Changes of the ordering, in which the equations are relaxed, result in minor differences in the smoothing factors.
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This relaxation corresponds to the splitting



0



L, =



-1



0 A, 0



0 A, 0



0 A,



with Al=$[l



4 ;1



01,



Ai=$[II



0



11



(using the standard central four-point second-order stencil for the mixed derivatives). The smoothing factor plot for this relaxation scheme depends on the shell geometry (which determines the character of IC) and on the factor



Consequently, a change in the physical parameter A2 has the same effect on the smoothing properties as a corresponding change in the mesh size h. In other words, effects caused by a strong coupling on fine grids will be similar to those caused by a moderate coupling on coarse grids (large h ) . Table 8.3 shows smoothing factors of y-line-DEC for various values of q for an elliptic and for a hyperbolic shell. For A2 = 100, which is a representative value for typical applications, ~h in Table 8.3 corresponds to mesh sizes h between 1/4and 0. The smoothing properties are satisfactory o n j n e grids. For a stronger coupling of the discrete equations, however, caused by larger A2 or by coarser grids (larger h ) , the smoothing factors increase significantly until the smoothing properties are totally lost. This qualitative behavior is independent of the form of the shell and occurs for elliptic, parabolic and hyperbolic shells. Obviously, the sole use of decoupled relaxations such as y-line-DEC as a smoother is not suitable here. In decoupled relaxations, the strength of the coupling of the equations is not taken into account explicitly. Here, the strength of the coupling of the equations, indicated by K h , is proportional to h2 and thus becomes large on coarse grids.
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Table 8.3. LFA smoothing factors depending on shell geometry for y-line-DEC.



1 1



0 0



1 -1



0.45 0.45



0.45 0.45



0.47 0.47



0.56 0.56



(z,,, zxy, z,?)



> 1 >1



and K~



>1



>1



As long as we have good smoothing properties on all grid levels (the coarsest grid may be omitted if, for example, a direct solver is applied here), multigrid can be applied with this relaxation. If the smoothing factors on coarse grids are worse than on fine grids but still less than 1, F- of W-cycles or level-dependent numbers of smoothing steps can be used in order to compensate for an insufficient smoothing on coarse grids. In the next section, we will discuss a corresponding collective smoothing scheme, which turns out to be more robust for strong coupling. 8.5.2 Collective Versus Decoupled Smoothing



By collective Gauss-Seidel y-line relaxation with lexicographic ordering of lines, y-linecollective relaxation (COL), all four grid functions are updated collectively by the solution of the coupled system (8.5.3)-(8.5.6) in all points of a line. As a consequence, collective relaxation is more expensive than the corresponding decoupled smoother. For y-line-COL, for example, we have to solve a banded system with 12 nonzero entries in every row of the matrix whereas y-line-DEC requires the solution of four tridiagonal systems all with the same matrix resulting from the Ah-operator. y-line-COL corresponds to the splitting



with A;, A,, Khf and K L as in (8.5.7). As in the decoupled case, the smoothing factors depend only on the shell geometry and on Kh. As indicated above, Kh is proportional to h2. The collective relaxation proves to be more robust than its decoupled counterpart (see Table 8.4). For the elliptic shell, we observe good smoothing for all values of Kh. For the hyperbolic shell, the situation is different. For A2 = 100,for example, we have satisfactory smoothing properties for h 5 1 /8 (Kh 5 1.6). For larger ~ hthe , smoothing factors become larger than one. As discussed in Remark 8.5.2, this behavior has to be expected due to the vanishing h-ellipticity for the hyperbolic shell considered here.
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Table 8.4. LFA smoothing factors depending on shell geometries and Kh for y-line-COL.



1 1



0 0



0.45 0.45



1 -1



0.48 0.48



0.48 0.65



0.45 > I



0.45 > I



0.45 > 1



Table 8.5. Measured V(2, I)-cycle convergence factors in dependence of A2.



zxx



zx,



zyy



A2 = O



A’ = 4 0



A ’ = 60



y-line-DEC



1



0 0



1 -1



y-line-COL



1 1 1



0 0



-1



0.06 0.06 0.06 0.06



0.32 0.15 0.06 0.13



Smoother



1



A* = 80



A ’ = 100



Div.



Div.



0.19 0.06 0.17



0.31 0.06 0.21



Div. Div.



0.06 0.23



Table 8.5 compares V-cycle convergence factors for the coupled and the decoupled smoothing scheme for increasing values of the coupling parameter A2. Here, the multigrid algorithm uses five grids with ho = 112. For small A2, both relaxations employed in a V-cycle are sufficient to obtain good convergence. The combination of V-cycle and decoupled smoothing is suitable up to A2 20. For A2 2 60, the V-cycle using decoupled smoothing starts to diverge for one of the shells, for A2 = 100 it diverges for both. The collective approach shows convergence in all cases considered here. An interpretation of the multigrid convergence factors with the LFA results in Tables 8.3 and 8.4 is not trivial since the smoothing factors are level-dependent. The worst smoothing factors are obtained on the coarsest grids. On coarse grids, however, the LFA is only a very rough prediction since it neglects the influence of the boundary conditions, which is large on coarse grids (each point is close to a boundary). For h = 114, for example, there are more boundary points than interior points on the unit square. This is a heuristic explanation of the reasons why we will still observe convergence in some cases of Table 8.5 though the smoothing factor on the next-to-coarsest level is already larger than one.



8.5.3 Level-dependent Smoothing



The results in the previous subsection have demonstrated that the decoupled smoother y-line-DEC is not suitable for medium to large values of K h . On the other hand, the more robust collective relaxation y-line-COL is much more expensive than the decoupled one. Since, on fine grids, both relaxation schemes have comparable smoothing factors, it is reasonable to combine these two smoothers, namely to employ the cheap decoupled relaxation onfine grids and the collective relaxation only on coarse grids, where its cost is not an issue. Table 8.6 shows measured convergence factors of V(2, 1)- and W(2, 1)-cycles which employ such a level-dependent smoothing strategy (called LDS here). We consider the
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Table 8.6. Multigrid convergence factors for different shells, smoothing strategies and cycle types. zxx



1 1



ZXY



ZY?



V(LDS)



V(C0L)



W(LDS)



W(C0L)



0 0



1 -1



0.08 0.25



0.06 0.23



0.05 0.08



0.05 0.07



example A2 = 100 and employ five grids with ho = 1/2. On the three coarsest meshes we employ y-line-COL and on the finer ones y-line-DEC. We observe a similar convergence behavior for both the fully collective and the much cheaper level-dependent smoothing. The CPU times of multigrid algorithms using the collective, the decoupled and the level-dependent smoothing have been compared in [346]. A multigrid cycle based on collective line relaxation requires about ten times the computing time of a cycle based on y-line-DEC. The computing times of the level-dependent strategy, which has similar convergence properties to the collective variant, is comparable to that of multigrid employing the decoupled smoother. It is thus a robust and eficient alternative.



8.6 I N T R O D U C T I O N TO INCOMPRESSIBLE NAVIER-STOKES EQUATIONS



In this and the following sections we review both the discretization aspects and corresponding multigrid methods for the stationary incompressible Navier-Stokes equations. Due to the tremendous amount of related literature and the large variety of approaches, we have to restrict ourselves to a subset of available techniques. We focus on the discussion of some basic and fundamental concepts which are essential for a proper multigrid solution. A survey on the derivation of flow equations can be found in [33]. 8.6. I Equations and Boundary Conditions



We start with the 2D incompressible Navier-Stokes equations in conservative form in primitive variable formulation i.e. using the velocities u and v and the pressure p as primary variables. The corresponding nonlinear PDE system consists of the momentum equations (8.6.1)-(8.6.2), which describe the momentum conservation, and the continuity equation (8.6.3),which can be deduced from the mass conservation law: (8.6.1) (8.6.2) (8.6.3) Here, Re is the so-called Reynolds number, which is proportional to a characteristic velocity (the unit in terms of which u and v are measured), to a characteristic length (the unit for x and y ) and to l/u, where u is the kinematic viscosity of the flow. In this formulation,
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the variables u , u and p are dimensionless; the (only) relevant parameter is the Reynolds number. The nonconservative form of the incompressible Navier-Stokes equations



+ Re(uu, + u u y + p x ) = 0 - A u + Re(uu, + uuy + p y ) = 0 u x + uy = 0



-Au



(8.6.4) (8.6.5) (8.6.6)



is often the starting point for the solution of flow problems. For Re = 0, we have the special case of the Stokes equations already introduced in Example 8.1.2, which describe highly viscous incompressible flows characterized by the diffusion terms in the momentum equations. In contrast to the incompressible Navier-Stokes equations, the Stokes equations are linear and simpler. For high Reynolds numbers, the momentum equations become singularly perturbed. With E = 1/ R e , we have an analogy to the convection-diffusion equation, but with nonlinear convective parts of the operator.



Remark 8.6.1 We here focus on the stationary equations and, correspondingly, on steadystate solutions. It is well known that, depending on the problem under consideration, the physical flow becomes unsteady for high Reynolds numbers. In such cases, of course, the time-dependent formulation of the equations is appropriate. Moreover, for high Reynolds numbers the flow may become turbulent, which causes additional complications. We will not consider turbulent and time-dependent flows in our discussion. >> The momentum equations are naturally associated with u and u, respectively. But there is no natural equation for p in these systems. In particular, p is not present in the continuity equation. This gives rise to complications in the discretization and in the numerical treatment. The equations become inhomogeneous (i.e. they have nonzero right-hand sides) if external sources of momentum or mass are present in the application under consideration. In the following, we will start with the discretization and numerical treatment of the nonconservative form of the incompressible Navier-Stokes equations. It is well-known that a discretization of a nonconservative formulation of a conservation law may introduce unacceptable errors in regions with strong gradients or discontinuities and the conservative form should then be preferred [ 1961. For the incompressible Navier-Stokes equations with smooth solutions, however, the nonconservative form can often be used safely.



Remark 8.6.2 (boundary conditions) The PDE systems (8.6.1)-(8.6.3) and (8.6.4)(8.6.6) require only two boundary conditions. This has been demonstrated for the Stokes equations in Example 8.1.2 and carries over to the nonlinear case. If, however, boundary conditions for u and u are prescribed, the pressure is determined only up to a constant. One has a similar situation to that described in Section 5.6.4 for the Poisson equation with pure Neumann boundary conditions. A solution exists only if a compatibility condition is fulfilled. Similar techniques, as described in Section 5.6.4, can be used in such cases. >>
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There are many possibilities to define proper boundary conditions for these systems depending on the particular application under consideration. At solid walls, it is appropriate to use u = u = 0 and no boundary conditions for p . At inflow and outflow boundaries, velocity profiles or Neumann boundary conditions for the velocities may be prescribed. If p is prescribed at inflow and outflow boundaries (flows may be governed by pressure differences), only one further boundary condition at these boundaries is adequate. Other boundary conditions are, e.g. free stress, free slip or symmetric boundary conditions (see, for example, [33] for a physical motivation and formulation). The actual choice of boundary conditions depends on the application under consideration. For the multigrid treatment of boundary conditions, we refer to the general discussion in Sections 5.6 and 8.2.6. 8.6.2 Survey



In this and the following sections, we will discuss the discretization and corresponding multigrid treatment of the stationary incompressible Navier-Stokes equations in detail. One prerequisite of any multigrid method is the availability of a relaxation process with satisfactory error smoothing properties, the stability of the underlying discretization scheme being a necessary condition for this. For the incompressible Navier-Stokes equations, there are two sources of discrete instabilities. The first is already present in the limit case of the Stokes equations and does not depend on the size of the Reynolds number. This checkerboard instability appears if central differencing of first-order derivatives in the pressure terms and in the continuity equation is applied and if all variables are located at the grid points. We have already seen scalar examples of this instability, e.g. in Example 4.7.5. In Section 8.6.3, we will discuss the checkerboard instability for the Stokes equations. One approach to overcome the checkerboard instability is to use so-called staggered locations of unknowns (briefly: staggered grids or staggered discretization), for which the unknown grid functions are located at different places in a grid cell. In Section 8.7, we describe proper multigrid components such as box and distributive smoothers for staggered discretizations. In Section 8.8, we consider nonstaggered (vertex-centered) discretizations. In that case, the checkerboard instability is overcome by the introduction of an artificial pressure term in the continuity equation. Also in this case, appropriate smoothing operators are still of box or distributive type. Straightforward collective relaxations can, however, be applied if suitable reformulations of the incompressible Navier-Stokes equations are used for the discretization (see Section 8.8.3). Most of the discussion up to Section 8.8.3 is on problems at low or moderate Reynolds numbers (up to Re = 1000). The second source of instability is caused by the singular perturbation character of the momentum equations. For high Reynolds numbers, the h-ellipticity measure of standard (central) discretization schemes decreases and one has to introduce additional “artificial viscosity” to keep the discrete equations stable. This is a similar phenomenon as we have discussed in detail for the convection-diffusion equation for E + 0 (see Section 7.1), where upwind schemes for the convection terms were proposed. Of course, the situation is
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somewhat more involved for the nonlinear system of the Navier-Stokes equations compared to the scalar and linear convection-diffusion model problem. Nevertheless, straightforward (higher order) upwind-type schemes can be used for moderate Reynolds numbers. In Section 8.8.4, we describe an example for an upwind-type scheme, which is particularly well-suited for high Reynolds numbers. This j u x splitting discretization scheme is based on the conservative formulation of the incompressible Navier-Stokes equations and allows the use of collective point or line relaxations as smoothers.



Remark 8.6.3 Another interesting discretization approach for the convective terms is to use so-called narrow stencils (see, for example, [86]).However, we do not discuss this approach here. >> Remark 8.6.4 (single grid solvers) A well-known classical solver for the incompressible Navier-Stokes equations is the so-called SIMPLE algorithm (“semi-implicit method for pressure-linked equations”) [301].The SIMPLE and related algorithms are iterative solvers, which treat the momentum equations and a “pressure equation” separately in an outer iteration. Within this iteration, the pressure is updated using a Poisson-type equation. For such codes with an outer iteration, it is easy to replace the most time-consuming component of the solver, the solution of the Poisson-type equation for the pressure, by an efficient multigrid solver. Although this “acceleration” approach reduces the computing times [247, 3641, the overall convergence will, however, be unchanged since the outer SIMPLE iteration is not accelerated. The multigrid solution for the whole system will typically be much faster. On the other hand, the SIMPLE approach allows a relatively straightforward numerical solution of more general and complicated PDE systems than the Navier-Stokes equations. It is, for example, relatively easy to add turbulence equations in the SIMPLE framework.



>> 8.6.3 The Checkerboard Instability



If the Stokes or Navier-Stokes equations are discretized by means of standard central differencing with all unknowns at grid vertices (nonstaggered grid), pressure values are directly coupled only between grid points of distance 2h. (The same is true if all variables are located at the cell centers.) Therefore, the grid Gh can be subdivided into four subgrids (in a four-color fashion) among which the pressure values are decoupled. The pressure unknown at (x, y ) , for instance, is only coupled with the grid points (x 2h, y ) , (x, y 2h), (x 2h, y 2h), . . . and we have similar couplings for the unknowns at the grid points (x h , y ) , (x, y h ) , (x h , y h ) , . . . . We detail this phenomenon for the Stokes case:



+ +



+



+



+



+



+



+
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with



The symbol of Lh is given by 4 - 2cos81



-



2cos82



I



Lh(@l 82) = 9 ih sin81



0 4 - 2cos01 - 2cos82 i h sin 02



ih sin01 ih sin82 0



As in Example 4.7.5, we find that Lhuh = 0 has highly oscillating solutions on the infinite grid, e.g. Uh = 0,



Uh = 0,



Ph(Xi, y j ) =



the so-called checkerboard mode. This can also be seen from



which means that some high frequencies are annihilated by Lh. This is equivalent to the fact that there are high frequency error components which do not contribute to the defect. According to the discussion in Section 8.3.2, L h is not h-elliptic, Eh(Lh) = 0: Pointwise relaxation schemes do not have reasonable smoothing properties for such a discretization.



Remark 8.6.5 This unstable behavior is also reflected by det L h = Ah A2h. The checkerboard instability is implicitly present in the operator A2h when applied on Qh. This carries over to the system. >> 8.7 INCOMPRESSIBLE NAVIER-STOKES EQUATIONS: STAGG ERED DISCRE TIZAT I0NS



One remedy for the checkerboard instability in the case of the incompressible Navier-Stokes equations is to use a staggered distribution of unknowns [ 1821instead of a nonstaggered one. This can be seen most easily for the Stokes equations and carries over to the incompressible Navier-Stokes case.
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In a staggered arrangement, the discrete pressure unknowns Ph are defined at cell centers (the x-points), and the discrete values of U h and Vh are located at the grid cell faces in the 0 - and o-points, respectively (see Fig. 8.2). The discrete analog of the continuity equation ux



+ uy = 0



is defined at the x-points and the discrete momentum equations are located at the 0-and the o-points, respectively. In the case of the Stokes equations, the discrete momentum equations read -Ahuh



+ ( a x ) h / 2 P h = 0,



-Ahuh



f ( a y ) h / 2 P h = 0.



Here, we have used the standard five-point discretization for for Vh on the 0 grid) and the approximations



Ah



(for U h on the o grid and



The staggered discretization of the Stokes equations leads to the system (8.7.1) This 0 (h2)-accurate discretization of the Stokes system is h-elliptic. The h-ellipticity can be seen from the determinant of the discrete operator, which is det Lh = ( A h ) 2 ; therefore Eh(Lh) = &((Ah)2) 0. The stability of the staggered location of unknowns is also reflected by the fact that differencing of the first-order derivatives is now done with a distance of h rather than 2h (see also Remark 8.6.5).



’



x: p 0:u 0:



u



0:u , u , p



Figure 8.2. Staggered (left) and nonstaggered (right) location of unknowns.
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Furthermore, the staggered approach leads to a natural discrete form of the continuity equation on a Cartesian grid: in accordance with the continuous problem, pressure values are not needed at physical boundaries. Although we now have a stable discretization, a zero diagonal block appears in the discrete system (8.7.1). For multigrid, this has the consequence that it is not possible to relax the discrete equations directly in a decoupled way. Moreover, the unknowns are not defined at the same locations. It is thus not immediately clear how to define standard collective relaxation.



We will present a generalization of collective relaxations in Section 8.7.2 (“box relaxation”). Another approach is to use distributive relaxation (see Section 8.7.3), which can be regarded as a generalization of decoupled relaxation. All these considerations can be generalized from the Stokes equations to the incompressible Navier-Stokes equations in a straightforward manner. Clearly, when dealing with the (nonlinear) incompressible Navier-Stokes equations, the FAS version of the multigrid method (or global linearization) can be used. For high Re numbers, the singular perturbation character of the momentum equations has to be taken into account additionally (upwindtype discretizations have to be used for the discretization of the convective terms) as pointed out in Section 8.6.2. We will start the discussion on multigrid for staggered discretizations with a description of some appropriate transfer operators.



8.7. I Transfer Operators



In staggered discretizations, the transfer operators depend on the relative locations of the unknowns with respect to the fine grid !&, and the coarse grid QH(here, !&h) (see Fig. 8.3). Transfer operators for the different unknowns in staggered grids can easily be obtained. For the restriction:f of the current approximation fib in the FAS, the mean value of the unknowns at neighbor grid points is used to define approximations on the coarse grid:



(8.7.2)
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Figure 8.3. A fine and a coarse grid cell with corresponding staggered fine and coarse grid unknowns.



where the dot denotes the position on the coarse grid at which the restriction is applied. The defects can be transferred to the coarse grid in the following way: (8.7.3)



(8.7.4)



(8.7.5) Two appropriate interpolation schemes for the coarse grid corrections are the (properly scaled) transpose of the restriction and bilinear interpolation. Let G H denote the coarse grid correction for the fine grid function uh. Linear interpolation of G H means



+ 3h/2) + 3GH(x, y h / 2 ) G~(x, y ) = ~ ( G H (x h , y + 3h/2) + G H ( X+ h , y + 3h/2) G h ( x , y) = & ( G H ( x , y
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-



-



h, y



+ ~ G H (+x h , y



-



h/2)



(D) (8.7.6)
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3h/2) + G H ( X + h , y
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+ h / 2 ) + 3GH(x + h , y



3h/2)



-



h/2)



(B),



where the geometric position (x, y ) of the points A, B, C, D is shown in Fig. 8.4. The interpolation formulas for the correction of Vh are similar. For the pressure, the interpolation formulas for cell-centered grids can be applied (see Section 2.8.4).
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Figure 8.4. Bilinear interpolation of coarse grid corrections for uh on a staggered grid.



TI



- - -



I



Figure 8.5. One possibility for collective relaxation on a staggered grid.



8.7.2 Box Smoothing



For the staggered discretization, one could define a collective local relaxation which is applied to the equations for U h , Vh and Ph at adjacent locations (see Fig. 8.5 for an example). However, this approach is not a good smoother [401]. Better results are obtained with the so-called box relaxation [40 1,4021. The basic idea of box relaxation [401] is to solve the discrete Navier-Stokes equations locally cell by cell involving all discrete equations which are located in the cell (“box”). This means that all five unknowns, sketched in Fig. 8.6, are updated collectively, using the respective four momentum equations at the cell boundaries and the continuity equation in the center of the box. Thus, for each box, one has to solve a 5 x 5 system of equations to obtain corrections for the unknowns. Using this scheme, each velocity component is updated twice and the pressure once per relaxation. Of course, the boxes are processed in a Gauss-Seidel manner (lexicographically or red-black like).



Remark 8.7.1 (box-line relaxation) If significant anisotropies exist, e.g. in the case of strongly stretched grids, one has to update all strongly coupled unknowns collectively if
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Figure 8.6. Unknowns updated collectively by box relaxation in the staggered case.



Figure 8.7. Unknowns updated collectively by box-line relaxation (staggered discretization).



standard coarsening is applied. In such cases, box relaxation can be replaced by a corresponding box-line version [390]. For instance, in case of box x-line relaxation, this means that all unknowns marked in Fig. 8.7 are updated collectively. >> Box relaxation turns out to have robust smoothing properties not only for small Re numbers. However, underrelaxation is typically required, depending on Re. Box relaxation has been analyzed within the framework of LFA [242, 3601. The smoothing factor of (lexicographic) box relaxation for the Stokes problem on a staggered grid is wlOc = 0.32 using an underrelaxation parameter of w = 0.7 [360].



Example 8.7.1 As an example for the 2D incompressible Navier-Stokes equations, we consider the driven cavity flow for Re = 100 and Re = 1000 in !2 = (0, 1)2 with boundary conditions ( u , v ) = (1,O) at y = 1 and homogeneous Dirichlet boundary conditions for u and v elsewhere (see Fig. 8.8). We use a hybrid discretization as sketched in Remark 7.3.1, where the switching is now governed by the mesh Reynolds number, i.e. by huhRe. We compare the multigrid convergence for box and box-line smoothing. For both Reynolds numbers, the smoothing steps are performed in alternating directions (although this is not really necessary for Re = 100).
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Figure 8.8. Streamlines for the driven cavity problem at Re = 100 (left) and at Re = 1000 (right).



Table 8.7. Measured multigrid convergence factors: W( I, I )-cycle for solving the Navier-Stokes driven cavity problem.



Re = 100



Re = 1000



I/h



Box



Box-line



Box



Box-line



16 32 64 128



0.21 0.15 0.15 0.14



0.12 0.10 0.07 0.06



0.52 0.57 0.56 0.52



0.19 0.34 0.44 0.49



Here, for Re = 100 an underrelaxation parameter w = 0.7 and for Re = 1000,w = 0.3 has been employed. Other values of w are, for example, used in [401]. LFA applied to the linearized incompressible Navier-Stokes equations indicates which values for w are appropriate. Table 8.7 presents measured average convergence factors of multigrid W( 1, 1)-cycles. Here, the restriction operators (8.7.3)-(8.7.5) and the bilinear interpolation of corrections (8.7.6) have been applied. For Re = 100, the multigrid iteration converges very well. For Re = 1000, the convergence factors are worse. Note that this is an example of a recirculating $ow. We have thus an analog to the convection-dominated convectiondiffusion problem discussed in Section 7.2. The multigrid convergence is limited by the coarse grid correction, rather than by the smoothing properties. Accordingly, the somewhat worse convergence factors for the high Reynolds number Re = 1000 are not surprising. Of course, the remedy proposed in Section 7.8, i.e. the recombination of iterants, can also be applied here to improve the convergence. A
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8.7.3 Distributive Smoothing



Whereas the box relaxation schemes are clearly collective in type, other relaxation schemes have been proposed in the literature, some of which belong to the general class of so-called distributive relaxation schemes. Distributive relaxation was considered first in [72]. For a theoretical description and corresponding analysis, we refer to [419,422,423]. Before we give a general description of distributive relaxations, we would like to point out that various distributed relaxation schemes have been introduced as predictorcorrector type schemes. In the predictor step, a new velocity field ( u i , u z ) is computed from ( u p , u p , p,") by performing a few relaxations to the momentum equations. In the corrector step, both velocity and pressure are updated



u;z" = U i + 6 U h ,



= U;



+ 6Uh,



pp = p p + 6ph



(8.7.7)



so that (1) the continuity equation is satisfied and (2) the momentum defect remains unchanged (or changes only slightly). The resulting schemes differ in the way in which these updates are actually computed. In the distributive Gauss-Seidel scheme (DGS) introduced in [72], the predictor step consists of a standard GS-LEX-type relaxation of each of the momentum equations to obtain u i and u*h : The corrector step is also carried out lexicographically over the points. Since we will descnbe only the basic idea of DGS, we restrict ourselves to the Stokes equations. Let d:(x, y ) be the defect of the discrete continuity equation at a point (x, y ) just before the corrector step is applied at that point. The corrector step then consists of the nine updates



(8.7.8)



where c = hd:(x, y)/4 (see Fig. 8.9 for the geometric position of the updates). After these updates, the defect of the discrete continuity equation at ( x ,y ) is zero. Moreover, the pressure changes are such that the defects of the momentum equations at all points remain unchanged. An elegant and general way to describe distributive relaxations is to introduce a right preconditioner in the smoothing procedure [419,422].
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Figure 8.9. Geometric position of the updates in the corrector step of DGS.



The introduction of a right preconditioner means that we introduce new variables i h , where U h = C h i h , and consider the transformed system L h C h i h = f h . C h is chosen in such a way that the resulting operator L h C h is suited for decoupled (noncollective) relaxation. In particular, the zero block in L h resultingfrom the continuity equation in (8.7.1) should disappear in L h C h . The distributive relaxation can then be described in the following way. (1) Transform the system L h u h = f h to a “simpler” one by a suitable preconditioning with C h (the distributor). (2) Choose a point- or linewise relaxation process, preferably for each of the equations o f the transformed system separately, of the form



(8.7.9) with B h being some approximation of the inverse of L h C h . Note that, depending on the choice of B h , Jacobi-or Gauss-Seidel-type iterations are obtained. (3) Reformulate this relaxation scheme in terms of the original operator and unknowns by Using = C hh h



zr



This interpretation of distributive relaxation as a “standard” relaxation method for a properly preconditioned system may also serve as a general basis on which to construct smoothing
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schemes for the incompressible Navier-Stokes equations. Then, the operator L h is interpreted as the operator of the linearized equations (nonlinear terms frozen to current values by, for instance, a Picard-type linearization). The above description leads to an elegant approach for analyzing the smoothing properties of distributive schemes by means of LFA.



Example 8.7.2 For the Stokes equations, the DGS described above is represented by the preconditioner (8.7.11) In order to see the equivalence of the DGS approach described above and the use of this preconditioner, consider (8.7.10). Note that, according to (8.7.9), B h d r = B h ( f h - L h U r ) determines the corrections L"; - L r obtained by a standard GS-LEX type relaxation with respect to the operator LhCh



=



(



-Ah 0



(ax)h/2



0 -Ah (ay)h/2



: ).



(8.7.12)



-Ah



According to (8.7.10), C h then indicates how these corrections are to be distributed to u h . With these considerations, the equivalence of the preconditioning approach to (8.7.8) can be derived. For DGS, the LFA smoothing analysis can be performed in terms of the product operator L h C h . Here, the smoothing properties only depend on the diagonal terms A h . The DGS smoothing factor plot is just that of pointwise GS-LEX for L h C h and thus equal to K l m - A h ) = 0.5 V21. A detailed two-grid analysis can be found in [280], where stretched grids are also included in the discussion. A Box relaxation and DGS work well for low Reynolds numbers. Box relaxation is, however, somewhat more expensive than DGS. For higher Reynolds numbers, distributive relaxation (in its "classical form" [72]) is known to become worse than box relaxation.A variety of modified distributive schemes has been proposed (see for example [53,66, 148, 149,4191).



Remark 8.7.2 (pressurecorrection-typesmoothers) The SIMPLE algorithm [3011 mentioned in Remark 8.6.4 is another example of a distributive scheme. It belongs to the class of the so-calledpressure correction schemes, which have been used as smoothers (for example, in [24, 247, 3521). They are obtained by using a distributor of the form (8.7.13)
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with Qh being an approximation of Qh := -Ah +~euh(a,)h/2 +Re Vh(ay)h/2.A suitably chosen relaxation scheme is then employed for the resulting product system LhCh (e.g. line Gauss-Seidel successively for velocity and pressure). Smoothing analysis results for pressure correction schemes are available in [352]. The resulting smoothing factor is ~l~~ = 0.6 for the Stokes equations. In [53], the pressure correction smoothers are, however, not recommended as smoothers for the stationary incompressible Navier-Stokes equations. >> Remark 8.7.3 Distributive relaxation may not be suitable for the boundary conditions and should then be replaced by box relaxation at and near the boundary. >> Remark 8.7.4 When applied to the conservative form of the Navier-Stokes equations, usually not only a right preconditioner is introduced, but additionally a left one. The resulting schemes are sometimes called weighted distributive relaxations (see, for example, Appendix C). >> Summarizing our discussion, the incompressible Navier-Stokes equations can be solved efficiently by multigrid using staggered discretizations. Typical smoothers are of box or distributive type. The use of box relaxation may be considered as more straightforward and more convenient than that of distributive relaxation.



8.8 INCOMPRESSIBLE NAVIER-STOKES EQUATIONS: NONSTAGG ERED DISCRETlZATl0NS



In complex flow domains nonorthogonal curvilinear meshes (boundary fitted grids) are often used. The staggered discretization of the incompressible Navier-Stokes can be generalized to such grids. However, in order to obtain a stable discretization, one has to work with covariant velocities (i.e. velocities tangential to the cell faces) or contravariant velocities (velocities normal to the cell faces) as new unknowns. The numerical accuracy of the "straightforward" staggered discretization on boundary fitted grids depends sensitively on the nonorthogonality of a grid. This can be overcome by even more sophisticated staggered variants [330, 331,4171. On curvilinear meshes, a nonstaggered discretization is much easier to implement since the equations can be discretized directly in terms of the original Cartesian velocity components [317], e.g. with a finite volume discretization. On the other hand, nonstaggered schemes have to overcome the checkerboard instability by artificial stabilization terms. We will discuss various possibilities of stabilizing the nonstaggered discretization in the following sections. A detailed discussion on the advantages and disadvantages of staggered and nonstaggered grids on curvilinear grids can, for example, be found in [327]. Flux splitting concepts as described in Section 8.8.4 are particularly suited for flows at high Reynolds numbers.
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8.8. I Artificial Pressure Terms Stabilization for nonstaggered discretizations can be achieved by adding an artificial elliptic pressure term, e.g.



-wh2



(8.8.1)



A h ph



+



to the continuity equation (U,)h ( V y ) h = 0. For h + 0, the artificial pressure term tends to 0. Since this term is proportional to h2, second-order accuracy is maintained if all other terms in the PDE system are discretized with second-order accuracy. For the Stokes equations and for low Reynolds numbers, central second-order discretizations can be employed in a straightforward way when using the artificial pressure term. The addition of an artificial pressure term is implicitly also used in other Stokes or Navier-Stokes discretizations. For instance, the SIMPLE method for nonstaggered discretizations as discussed in [302] can be seen to implicitly solve a discrete continuity equation augmented by an artificial pressure term of the form (8.8.1) with w = 1/8. Also, in the framework of (stabilized) finite element approximations, artificial pressure terms are quite common. Flux splitting discretizations such as the flux difference splitting described in Section 8.8.4 also implicitly introduce artificial pressure terms. The parameter w has to be chosen small enough to maintain a good accuracy but large enough so that the discrete Navier-Stokes system becomes sufficiently h-elliptic. The h-ellipticity measure E h ( L h ) indicates a proper choice of w . For simplicity, we restrict ourselves to the Stokes equations. The symbol of the discrete Stokes operator, i h ( 6 ) is given by



i-- - 1 0



-Ah(@



Lh(6) =



-



a x ,h (6)



0



-ah(e>



j,,h(@



?x,h(@



jy,h(@



-wh2ah(@



(8.8.2)



where a h , a z h , gx,h and ay,h denote the symbols of the respective scalar difference operators A h , A 2 h , ( a x ) h := 1/(2h)[-1



o



1Ih



and



( 8 y ) h := 1/(2h)



We obtain



I'[



det i h ( 6 ) = - a h ( w h 2 a h a h - a 2 h ) .



o



. h



(8.8.3)



From this, we can compute E h = E h (w). To simplify this computation, note that only the second term of det i h (i.e., the term in parentheses in (8.8.3)) is crucial. Only this term may become small for high frequencies. Omitting the factor a h in (8.8.3), we obtain



8w(l (1



-



8 ~ )



+ 1/(4w))/16



(w 5 1/16)



(1/16 5 w 5 1/12) (w ? 1/12)
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which does not depend on h. This means that the h-ellipticity of the discrete Stokes equations, stabilized by (8.8.1), is h-independent. As expected, the h-ellipticity measure is zero for w = 0. The maximum of Eh(w) (= 1/4) is obtained for 1/16 5 w 5 1/12. The smallest w for which the maximum is attained is w = 1/16. This choice turns out to be a reasonable choice in practice, with respect to both accuracy and stability. This value of w can also be used for the Navier-Stokes equations at low Reynolds numbers.



Remark 8.8.1 (high Reynolds numbers) For high Reynolds numbers, the difficulties of dominating advection operators have to be taken into account again (see Section 8.6.2). Moreover, the artificial pressure term also has to be suitably adapted. For high Reynolds numbers, when a significant amount of artificial viscosity (e.g. proportional to max(Re1uh Ih, Relvh Ih))is introduced in the momentum equations, the choice of an appropriate w is somewhat more involved and can be based on an analysis of the h-ellipticity of the linearized operator. >> Remark 8.8.2 Central differencing of ap/ax, ap/ay on nonstaggered grids formally requires pressure values atphysical boundaries. They can most easily be obtained by means of extrapolation from interior pressure values. However, in order to obtain second-order accuracy, extrapolation has to be sufficiently accurate. In many cases, linear extrapolation is sufficient. If the pressure is not prescribed at any boundary, the system is singular ( p is determined only up to a constant) and one has to take into account the considerations in Section 5.6.4 (see also Remark 8.6.2). >> Remark 8.8.3 h-elliptic nonstaggered discretizations can also be obtained without introducing an artificial pressure term by simply using noncentral discretizations, e.g., forward differences for p in the momentum equations and backward differences for u and IJ in the continuity equation. This is most easily seen by considering the determinant of the operator. If we replace, for example, the second-order central differences in (8.8.2) by the respective first-order one-sided schemes (and set w = 0), h-ellipticity follows immediately from det Lh = & , a h in the Stokes case. Some multigrid results are reported in [ 1491. In order to obtain an overall second-order accuracy, the nonsymmetric (forward and backward) upwind-type discretizations also have to be of second-order accuracy. >> 8.8.2 Box Smoothing



When discretizing the incompressible Navier-Stokes equations with standard second-order discretizations and the artificial pressure term as discussed in Section 8.8.1, the development of smoothing schemes is not straightforward. LFA shows that the smoothing factors of standard collective point relaxations are not satisfactory. Although, according to the discussion on h-ellipticity in Section 8.3.2, there exist pointwise smoothing schemes with smoothing factors bounded below 1, the smoothing factor of such a scheme may be rather poor. One possibility to overcome this problem is to extend the idea of box relaxation,
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which has proved to be a suitable smoother in the case of staggered discretizations, to the nonstaggered case [243] (see Fig. 8.10). In Cartesian coordinates, box relaxation is defined essentially in the same way as in the staggered case, except that the side lengths of the boxes are now twice as large. For each box, again a 5 x 5 system is solved, using the respective four momentum equations along the edges and the continuity equation in the center of the box.



Remark 8.8.4 (Box-line relaxation) As in the staggered case, box relaxation should be replaced by a corresponding box-line version, as indicated in Fig. 8.11, if significant anisotropies occur. >> The smoothing factor, wlOC,of lexicographic box relaxation for the Stokes operator on a nonstaggered grid with w = 1/16 is wlOC = 0.63 [242]. For box-line relaxation one obtains plot = 0.56. Using underrelaxation for the pressure, these smoothing factors can be improved to values below 0.5 [243].



Figure 8.10. Unknowns, 0,updated collectively by box relaxation in the nonstaggered case.



Figure 8. I I. Unknowns, 0,updated simultaneously by box-line relaxation.
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Example 8.8.1 For a demonstration of the multigrid convergence, we consider the nonstaggered discretization of the Stokes equations (in the unit square) with w = 1/16 in the artificial pressure term. The algorithm uses linear pressure extrapolation at physical boundaries, F W and bilinear interpolation. Table 8.8 gives convergence factors using W(2,1)-cycles and compares box- and box-line smoothing (without underrelaxation). Ideally, according to the smoothing factors given above, one would expect a convergence factor per cycle of around 0.24 (w0.633) and 0.18 (% 0.563) in the case of lexicographic box smoothing and box-line smoothing, respectively. This is in good agreement with the A observed results in Table 8.8. Example 8.8.2 Table 8.9 shows the corresponding multigrid convergence for the driven cavityjlow problem introduced in Example 8.7.1 both for Re = 100 and Re = 1000. We use a hybrid discretization (see Remark 7.3.1). For Re = 100, the multigrid convergence factors are similar to those in the Stokes case. However, they become worse for Re = 1000 (unless the finest grid size is sufficiently small). Again, this effect is a consequence of the h-dependent amount of artificial viscosity used, which limits the two-grid convergence factor to 0.5. On the finest grid, however, the convergence improves due to the hybrid discretization. For this application, it is possible to A apply central differencing at many fine grid points. Remark 8.8.5 Although distributive relaxations were originally developed for discretizations on staggered grids, these schemes can also be used on nonstaggered grids, with similar smoothing and convergence properties similar to the staggered case. >>



Table 8.8. Measured multigrid convergence factors: W(2, I)-cycle for the Stokes problem.



n = l/h



16



32



64



128



256



Box Box-line



0.24 0.14



0.22 0.13



0.24 0.13



0.24 0.14



0.24 0.14



Table 8.9. Measured multigrid convergence factors: W(2,I)-cycle for the Navier-Stokes driven cavity problem, with lexicographic box smoothing.



n = llh Re = 100 Re = 1000



32



64



128



256



0.16 0.58



0.22 0.49



0.23 0.49



0.23 0.41
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8.8.3 Alternative Formulations



As discussed above, difficulties in the numerical solution of the incompressible NavierStokes equations are caused by the special form of the continuity equation. As mentioned above standard collective point relaxations are not suited as smoothers for the nonstaggered discretization if stabilized by the artificial pressure term. It is, however, possible to reformulate the incompressible Navier-Stokes system in such a way that standard collective relaxations become appropriate for second-order accurate central discretizations. The applicability of these reformulations is, however, limited to certain classes of problems. As an example, we consider a reformulation of the stationary incompressible NavierStokes system which is well suited to low Reynolds numbers. In this formulation, a Poissonlike equation for p is obtained. To guarantee equivalence between the two systems of equations, the continuity equation has to be satisfied at the boundary of the domain. We will discuss this approach and a proper multigrid treatment in some detail in the following. Result 8.8.1 Assume that Q is a bounded domain in R2 and that u ( x , y ) , u ( x , y ) , p ( x , y ) and a Q are suficiently smooth. Then the two systems



+ Re(uu, + v u y + p x ) = 0 -Au + Re(uv, + uuy + pr) = 0



-Au



U , + U ~ = O



(a)



(8.8.4)



(Q)



(8.8.5)



(fi=~uaa)



(8.8.6)



and



+



-Au Re(uuy - uuy - A v +Re(uu, - uu, Ap



+px)=0 +py)=0



+~ ( u ~ u Y ~ -



(Q)



(8.8.7)



(Q)



(8.8.8)



x ~ =y 0 ) (Q)



(8.8.9)



ux+vy



= o (aQ)



(8.8.10)



are equivalent. ProoJ: The momentum equations (8.8.4)-(8.8.5) can be written as (8.8.7)-(8.8.8) because of (8.8.6). Differentiating (8.8.7) with respect to x and (8.8.8) with respect to y , adding these equations and using again (8.8.6), we obtain (8.8.9). In the other direction, (8.8.6) can be regained from (8.8.7)-(8.8.9): the difference of (8.8.9) and the sum of the derivatives of (8.8.7) with respect to x and (8.8.8) with respect to y is A(u, v y ) = 0. This PDE with the homogeneous Dirichlet boundary condition (8.8.10) interpreted as a boundary value problem for u, uy has the unique solution (8.8.6). 0



+



+



The problems related to the checkerboard instability in the original Navier-Stokes system disappear for the new boundary value problem. The “new continuity equation” (8.8.9) naturally contains the elliptic term A p . In the Stokes case, we obtain the Laplace equation itself.
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In the same way and under similar assumptions as in 2D, a corresponding 3D system can be derived [347]. For low Reynolds numbers, we can use standard second-order discretizations for all derivatives occurring. This discretization has a good h-ellipticity measure. A good smoothing algorithm for the resulting discrete Navier-Stokes problem can easily be found: the principal part of each difference equation is characterized by the Ah-operator. The three equations are coupled by lower order terms. So, a standard collective point relaxation is suitable, which updates the three variables U h , uh and p h simultaneously by the solution of a 3 x 3 system in every grid point. On a square grid the corresponding collective (pointwise) GS-LEX relaxation has a smoothing factor of plot = 0.5 for the Stokes problem. Remark 8.8.6 (treatment of boundary conditions) Two boundary conditions are necessary for the solution of the original Navier-Stokes equations (8.6.4)-(8.6.6). The new system (8.8.7)-(8.8.9) requires three, one of them being the continuity equation (8.8.10) on the boundary. We end up with three conditions for the velocity components but no condition for the pressure p if, for example, u and u are prescribed by functions ug and uo on the boundary. This problem can be treated in the same way as the biharmonic problem with u and u , boundary conditions (see Section 8.4.2), introducing auxiliary points along the boundary Th(r = aQ). The discrete equations at the boundary Th are (8.8.7)-(8.8.9), discretized by standard second-order central differences and



These are six equations for six unknowns at the boundary ( U h , uh and p h at any boundary point and at the corresponding auxiliary point). For a collective update of the unknowns located at a boundary point P , one has to include the three equations at that grid point of the interior of Q h , which is the direct neighbor of P , in the same way as described in detail for the biharmonic system. >> Example 8.8.3 Finally, we apply a corresponding multigrid algorithm to a driven cavity Stokesjow problem on Q = (0, 1)* here with uo(x, Y ) =



16x2(1 -x)*



ify < 1 ify = 1



The FAS algorithm uses F(2,l)-cycles, F W and bilinear interpolation. The mesh size is 11128 on the finest grid and 114 on the coarsest one. The measured convergence factor is about 0.11, which is in good agreement with the A smoothing factor ~1~~ = 0.5 of the collective GS-LEX relaxation (0.53 = 0.125). In the above example, the measured multigrid convergence factors are satisfactory for Re less than about 50.
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Remark 8.8.7 (stream function-vorticity formulation) Another possibility to reformulate the incompressible Navier-Stokes equations, particularly suitable in 2D, is the socalled stream function-vorticity formulation. Here, the unknowns to be solved for are the vorticity (sometimes denoted by o = V x u ) and the stream function, \I, (u = a Q / a y , u = - a Q / a x ) . In this formulation, the solution of the Navier-Stokes system reduces to the solution of two Poisson-like equations for the stream function and the vorticity, respectively. Multigrid methods have been developed which are appropriate even for high Reynolds numbers (see, for example, [157]). In 3D, however, this approach becomes more complicated and loses its attractive features. In particular, the 3D vorticity-velocity formulation requires the determination of six unknown functions (three components of the vorticity and of the velocity). A corresponding multigrid algorithm for the incompressible Navier-Stokes equations has been proposed [201], however, on a staggered grid employing a distributive relaxation. >> 8.8.4 Flux Splitting Concepts In the following, we will present a discretization for the incompressible Navier-Stokes equations which is particularly suitable for flows at high Reynolds numbers. Up to now, we have motivated the discretizations for the incompressible Navier-Stokes equations by departing from the linear case of the Stokes equations. Here, the situation is different. The structure of the convective terms of the incompressible Navier-Stokes system resembles that of PDE systems describing compressible flow. Many upwind discretizations for compressible flow problems make use of so-calledjux splitting concepts in various forms [ 1961. Examples are the flux vector splitting method of van Leer [231], the flux difference splitting method of Roe [328] or of Osher et al. [97, 287, 2881. These discretization schemes lead naturally to an upwind-type discretization for systems of nonlinear equations. We will show how such a method can be applied to incompressible flow problems. In flux formulation, the 2D incompressible Navier-Stokes equations in conservation form (8.6.1)-(8.6.3) can be written as



ag = -+-, a f , ag, ay ax ay where f and g are the convectivejuxes and f ,and g , are the viscousjuxes:



-a +f -



ax



(8.8.12)



(8.8.13)



Here, c is a constant reference velocity introduced to homogenize the eigenvalues of the system matrices, as will be discussed below. The unknown functions (sometimes also called state variables, or state vector) are u = ( u , u , P ) ~ .
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The starting point for afinite volume discretization is the integral formulation of (8.8.12) in a control volume Q;,j (see also Section 5.7)



According to Gauss's theorem, we obtain



where n x and n y denote the x- and the y-component, respectively, of the unit outward normal vector of the respective side. A step towards a discrete formulation is to use an approximation



where k is an appropriate index representing the sides Sk of Q;,j and where [Ski denotes the length of a side of the control volume. The discretization of the viscous fluxes f and g, does not cause any problems and is performed as in the scalar case for the Laplacian (see Section 5.7). For the convective fluxes f and g, however, central differences do not yield stable discretizations. The idea of many upwind-type discretizations starts from



,



+ Fi,j+l/21Sj+1/21+ Fi,j-1/2lSj-1/21~



(8.8.14)



where eachjux vector Fi+i,,j+j,, has to be defined in such a way that it is a sufficiently accurate approximation for ( n x f h n y g h ) k at the corresponding side sk of Q;,j. The indices i io, j j o with either io or j o E { - 1/2, 1/2} correspond naturally to a point on a control volume side Sk (see Fig. 8.12). Note that the calculation of the flux vectors at grid points, denoted by F ; , J is , no problem since all grid functions are defined there. The flux vector F;+;,,j+j, depends on the vector uh at the left-hand and right-hand side of a control volume boundary denoted by uk and uf . An appropriate approximation for Fi+jo,,,+,,, = F R ( u ~u ,f ) has to be found. In a straightforward discretization, uk and uf are, for example, chosen as



+



+



+



uh L = u;,j and uh R = u;+l,j. for the side Si+112,j .



(8.8.15)
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Figure 8.12. Control volume around point i, j .



Remark 8.8.8 The flux function F R(uk,uf ) is usually based on the approximate solution of a so-called Riemann problem and is often called an approximate Riemann solver [196]. By 1987 [329], more than 100 different variants of such discretization schemes were listed. However, an “optimal” scheme, if it exists at all, has not yet been identified. We will not discuss this topic here in detail and refer to the literature for a more profound understanding (see [183, 196, 2321 for a survey). A general approach is FR(uk,u f ) =



i(F(uk) + F ( u f )



-



L



R



d ( u h ,uh 1)



(8.8.16)



which corresponds to a central approximation modified by a dissipative term d . Different approximative Riemann solvers use different definitions for the function d . Different choices of uk and u: lead to approximations of different accuracies (see the example below). >>



As one example, we describe a Roe-type flux difference splitting approach developed in [ 1251 and discuss some of its features. Since the derivation of the scheme is technically rather complicated, we restrict ourselves first to (8.8.15), which will result in afirst-order discretization. Readers not interested in the (somewhat technical) details of the definition of the upwind flux function can move immediately to (8.8.25). To define an upwind flux, we consider differences JFi,i+l = n,Jfi,i+l



+ nysgi.i+l,



(8.8.17)



where SFi.i+l = Fi+l,j - F i , j $



Sfi,i+l



agi,i+l = gi+l,,j



-



= f i + ~ , j- f i . j $



gi,j.



The flux difference splitting approach makes use of the fact that the components of the flux vectors f and g (8.8.13) are polynomials in the primitive variables u , u and p . For example, a difference 6 ( u u ) can be written as 6 ( u u ) = uszl



+ suv,
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where the overbar denotes the algebraic mean of the differenced variables (“linearization”). Differences of the convective fluxes with respect to u can thus be expressed as 6 f i , i + l = A16ui,i+l



and



6g;,;+l = A26ui,i+1



with 2u



0



1;



A1 :=2: (



6 :l a), -



1



0)



and



A2 =



where 6ui,i+l = U i + l , j - u 1’, J . The linear combination



(8.8.18)



-



U



GF;,i+l



(8.8.19)



in (8.8.17) is written as



G F i , i + l = Aaui,i+l



(8.8.20)



with



n,u nyii+W c2ny



n,u+W A =nxAl +nyA2 = and W = n,u hi



”:)



(8.8.21)



0



+ nyG. For a unit normal vector ((n,)2 + ( n y ) 2= l), A has the eigenvalues



=W,



h2=W+a,



w h e r e a = d m



hg=W--a



(8.8.22)



and can thus be diagonalized: A = RAL, with the left and right eigenvector matrices L and R ( R = L - l ) and the diagonal matrix A which consists of the eigenvalues h; of A. In its diagonalized form, the matrix A can easily be split into positive and negative parts, i.e. in a matrix A+ with nonnegative and in a matrix A- with nonpositive eigenvalues,



A = A+



+ A-,



A+ = RA+L,



A- = R A - L ,



(8.8.23)



where A+ = diag(hT, h2 +, h,+),



A- = diag(hl, AT,h 3 )



with = max (hi,01,



A;



= min (hi,0).



Using (8.8.21) and (8.8.23), any linear combination of flux differences can now be written in terms of differences of the dependent variables u as n,6f



+ ny6g = A+6u + A-Gu.



Based on (8.8.20) and using IaFi,i+l I := (A:;+,



-



~;;+1)6ui,i+l



(8.8.24)
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we define an upwind flux (at the right boundary of the control volume) by F i + 1 / 2 , j := T(Fi,j 1



+ F i + l , j - l6Fi,i+ll).



(8.8.25)



Note that we have obtained a special choice for the approximate Riemann solver introduced in (8.8.16) implicitly assuming uk = ui,j and u t = u j + l , j at the right side Sj+1/2 of the control volume, where the dissipative term d is given by IGFi,i+lI. The upwind character of the definition (8.8.25) is clarified by the representations F i + 1 / 2 , j = F i ,j



+ A;j+iaui,i+l



(8.8.26)



- A+. z,1+1



(8.8.27)



= Fi+l,j



Suj,i+l.



If all eigenvalues of A are positive, we have Fi+1/2 = F i , and if all eigenvalues of A are negative, F i + 1 / 2 = Fi+1. The other sides of the control volume are treated in the same way. In this way, an overall upwind discretization for a system of PDEs can be defined. If we use (8.8.26) and sum up over all sides of the control volume, we obtain the flux balance



f



(nxf



+nyg)dS



1 ~ i + l / 2 1 ~ i , i + l 6 U i , i + 1l +~ i - 1 / 2 1 ~ ~ j - i ~ U i , i - l



a0i.j



+ I Sj+1/2 IAj,j+l6u j,j+1 + IS,j-1/2 lAj,j-



1 6j,j-1 ~



(using C k = 0). By computing A- and A + , the stencil of the discrete Navier-Stokes operator obtained by first-order flux difference splitting can be determined. On a Cartesian grid it has the form shown in Fig. 8.13.



Figure 8.13. Linearized discrete operator obtained by flux difference splitting on a Cartesian grid; the subscript h and the overbars in U and V have been omitted.
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In this figure, a,, ay, a,, and ayy have been used to indicate standard central diflerence operators, omitting the subscript h. Each element in this operator matrix consists of the operator representing the direct discretization of the linearized Navier-Stokes equations by central differences and additional stabilization terms. For clarity, we have written the central differences and the stabilization terms on separate lines. The stencil shows that, when using this first-order flux difference splitting, an artificial viscosity proportional to h appears implicitly in the continuity equation. All other terms also contain artificial stabilization. This is significant for higher Reynolds numbers. First-order upwind schemes are, in general, not accurate enough and second-order upwind discretizations are required. Second-order upwind-type discretizations can be obtained by defining the states uk and uf as



respectively, where -1 5 K 5 1 (compare the K-schemes introduced in Section 7.3.2). With this definition, we obtain (8.8.29) instead of (8.8.25). The artificial terms will then be of higher order. A figure, corresponding to Fig. 8.13, for the second-order scheme can be found, for example, in [125]. For incompressible NavierStokes problems, it is, in general, not necessary to introduce a limiter in the discretization. Typically, even at high Reynolds numbers, spurious oscillations in the discrete solution do not appear. 8.8.5 Flux Difference Splitting and Multigrid: Examples With respect to the multigrid convergence, LFA results [ 1451 indicate that it is possible to use collective pointwise and linewise relaxation methods for the first-order accurate flux splitting discretization. Second-order accurate solutions can again be computed by the defect correction technique or directly using multigrid with the KAPPA smoother as described in Section 7.4.1. In the following examples, we use the first-order discretization presented above and the second-order discretization based on Fromm’s discretization (8.8.28) with K = 0. We will present some typical results of three possibilities (first-order directly, multigrid for the first-order discretization combined with defect correction of the second-order discretization and multigrid with the KAPPA smoother directly for the second-order discretization). We choose the FAS version of multigrid, with nonlinear line relaxation. In order to keep the discussion as simple as possible, we use only W( 1,l) cycles and fix the multigrid components for all problems considered here: we use F W and its transpose (2.3.8) as transfer
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operators. For the first-order discretization we always employ (collective) alternating symmetric line Gauss-Seidel smoothing. This smoother is also used within the defect correction procedure. The KAPPA smoother is also of alternating symmetric type. The generalization of this smoother to the case of the system of incompressible Navier-Stokes equations is straightforward. Only the coefficients of the first-order accurate discretization appear on the left-hand side of the linewise relaxation; the second-order discretization is used in the right-hand side. For all smoothers, we use an underrelaxation parameter of 0.9. In all cases, the calculation starts on the coarsest grid (nested iteration) to obtain a first approximation on the finest grid.



Example 8.8.4 (analytic test problem) As a first example, we use the prescribed smooth solution u = sinnx sinny



u = cos nx cos n y



p = sin nx



(8.8.30)



+ cos n y



on C? = (0, 1)2, for which we can easily check the accuracy of the flux splitting discretization. The right-hand side of the incompressible system is set accordingly. Note that the right-hand side of the continuity equation is zero. This easy test can be used to evaluate the discretization scheme. We prescribe Dirichlet boundary conditions for u and u, but, not, however, for the pressure for which we use second-order extrapolation at the boundary. Table 8.10 shows the measured accuracy in the Euclidian norm I I . I 12 of the discrete solution with first- and second-order flux difference splitting discretization for Re = 5000. The 0 ( h ) and 0 ( h 2 ) accuracy is obvious when comparing the discrete solutions for h = 1/64 and h = 1/128, respectively. Table 8.1 1 presents the corresponding convergence factors. Convergence factors (defect reduction) for 20 iterations are presented in the maximum norm 1 1 . Ilm. In the defect correction iteration, one multigrid cycle for the 0 ( h ) discretization is applied per defect correction step. The defect correction does not converge for h = 1/16. Multigrid using the KAPPA smoother is more robust and somewhat faster than the defect correction iteration for this problem. Table 8.10. Measured accuracy for an analytic test problem with flux difference splitting, Re = 5000. ~



It=



I/h



O ( h ) discr.



u:



u: p: O ( h 2 )discr.



u:



u: p:



16



32



64



128



5.7 (-2) 5.5 (-2) 6.7 (-2) 1.9 (-2) 1.1 (-2) 8.7 (-3)



3.0 (-2) 3.4 (-2) 3.8 (-2) 5.4 (-3) 3.1 (-3) 3.1 (-3)



1.7 (-2) 2.0 (-2) 2.1 (-2) 1.4 (-3) 8.2 (-4) 9.4 (-4)



9.3 (-3) 1.0 (-2) 1.1 (-2) 3.6 (-4) 2.0 (-4) 2.6 (-4)
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Table 8. I I . Measured convergence factors for Example 8.8.4.



n = I/h 0 ( h ) discr. 0 ( h 2 )with defect correction 0 ( h 2 )with KAPPA smoother



16



32



64



128



0.10 Div. 0.23



0.20 0.58 0.39



0.17 0.64 0.46



0.10 0.66 0.50



However, within only a few iterations of the defect correction iteration or of the multigrid cycle using the KAPPA smoother (less than five in both cases), the discretization accuracy from Table 8.10 is already achieved. Qualitatively the same results with respect to accuracy are obtained at lower Reynolds numbers. The multigrid convergence depends, however, on the Reynolds number. For example, for Re = 500 the multigrid convergence factor with the KAPPA smoother on the 1282 grid is 0.20, for Re = 50 it is 0.46. For Re = 5 , the convergence is only 0.81. This behavior reflects the fact that the flux difference discretization is oriented to compressible flow discretizations, which corresponds to high values of Re. (The unsatisfactory convergence for Re = 5 can be improved by a recombination of iterants (see Section 7.8) to 0.57 when A using two iterants and to 0.53 when using five iterants.)



Example 8.8.5 (driven cavity flow) As the next test problem, we consider the driven cavity flow problem introduced in Example 8.7.1 at Re = 5000, which has a boundary layer. Fig. 8.14 presents some streamlines obtained for the second-order discretization of this test problem. Fig. 8.15 shows centerline velocity profiles, i.e. velocity u is shown at the line x = 1 /2, obtained with first- and second-order discretizations and compares them with a reference profile [ 1571. The need for second-order discretizations is obvious for this problem. Actually, only the second-order discretization approximates the reference profile well. The fact that we have a boundary layer here can also be seen in Fig. 8.15. We find u = I at the top boundary y = 1, whereas u M 0.4 at a short distance from the boundary. A similar observation can be made for y = 0. With respect to the multigrid convergence, note that we are dealing with a recirculating flow problem at a relatively high Reynolds number. For such flow problems, we cannot expect good multigrid convergence factors. This is confirmed by the results in Table 8.12. In this case, even if the first-order problems are solved exactly, the defect correction iteration does not converge. The recombination of multigrid iterants leads to a significant improvement of the multigrid convergence with the KAPPA smoother. Using only rh = 2 improves A the convergence factors from 0.74 to 0.5 1.



Example 8.8.6 (block-structured grid) As an example of a flow problem in a nonCartesian block-structured grid, we consider the domain sketched in Fig. 8.16. Here, two obstacles (plates) are placed inside the domain (indicated by the bold lines). The domain consists of five blocks (see Fig. 8.16). The grid is shown in the right picture of the same
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Figure 8.14. Streamlines for the driven cavity problem at Re = 5000.
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Figure 8.15. Centerline velocity profile for the driven cavity problem at Re = 5000. Table 8.12. Measured multigrid W( I, I) cycle convergence for the cavity problem at Re = 5000, h = 1/128.



O ( h ) discr. O ( h 2 )with KAPPA smoother O ( h 2 )with KAPPA smoother and iterant recombination h = 2



0.59 0.74 0.5 1



figure. Block 1 and Block 5 consist of 16 x 32 cells, Block 2 of 8 x 88 cells, Block 3 of 32 x 88 cells and Block 4 of 16 x 88 cells. The inflow boundary is at the upper part of Block 1. A parabolic velocity profile is prescribed there. At the outflow, in Block 5 , Neumann boundarytype conditions are set. At all other boundaries and at the obstacles, zero velocities are prescribed.
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Figure 8.16. Domain and grid for Example 8.8.6.



Figure 8.17. Streamlines of the flow in Example 8.8.6at Re = 100 (left) and Re = 1000 (right).



In this block-structured application, collective line relaxation is performed “blockwise”, i.e. lines in the context of the relaxation end at the boundaries of the blocks. Figure 8.17 shows the streamlines for the laminar flow at Re = 100 (left picture) and Re = 1000 (right picture) with a second-order accurate discretization. The influence of the Reynolds number can be clearly seen. For Re = 1000 larger recirculation zones occur. The corresponding multigrid convergence with the KAPPA smoother is 0.22 for Re = 100 and 0.63 for Re = 1000. A



Example 8.8.7 (a 3D example) A well-known channel flow, which is often studied as a test case for 2D discretizations (for example in [215,390]) is the laminar flow over a backwardfacing step. This channel flow is solved in 3D here. The flux splitting discretization can be generalized to 3D in a straightforward way [290]. The flow domain consists of nine rectangular blocks (see Fig. 8.18). The geometry is defined by L1 = 50, L2 = 10, H = 2,
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Figure 8.18. Domain for flow over a 3D backward-facingstep and i t s division into nine blocks.



h 1 = 1, h2 = 1. At the left boundary, a fully developed 2D velocity profile is prescribed. At the right boundary, Neumann boundary conditions are applied. We consider this problem for Re = 200, 400, 600 and 800. Here, we are interested in the length (x,) of the recirculation zone at the bottom of the channel. This length depends on the Reynolds number. The shape of the recirculation length along the y-axis is shown in Fig. 8.19. In Fig. 8.20 two selected streamlines show the recirculation at the step for Re = 400. The recirculating region is clearly visible. The recirculation due to the step results in a real 3 0 effect; the flow direction moves towards the channel centerline. In 3D, recirculation zones are generally not determined by closed characteristics (closed streamlines), which is the case in 2D. With respect to the multigrid convergence, this example is easy. The recirculation is a harmless one; it is not of convection dominating type. Correspondingly the convergence is fast and defect correction works well enough to obtain the second-order accuracy. The defect correction convergence shown in Fig. 8.21. is satisfactory for all Reynolds numbers considered. A



8.9 COMPRESSIBLE EULER EQUATIONS



In this section, we will discuss the multigrid solution of the compressible Euler equations. These equations are an important basis for many industrial applications. Physically, they model inviscid compressible flow. Section 8.9.1 introduces the PDE system and gives a brief survey of some of its properties. In Section 8.9.2, we describe the idea of one particular finite volume discretization,
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Figure 8.19. The shape of the recirculation length along the y-axis for different Reynolds numbers.



Figure 8.20. 3D flow over a backward-facing step (the different 163 blocks are also visible) at Re = 400: two selected streamlines showing the recirculation.



which is based on the so-called Godunov upwind approach with Osher’s flux difference splitting for the convective terms. This is one example of many different discretizations that have been used in multigrid algorithms for the compressible Euler equations. A general survey on discretization schemes for compressible flow equations is given in [196].
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Figure 8.2 I. Nine-block defect correction convergence for 3 D backward-facing step flow; grid 164 x 32 x 32 cells.



In Section 8.9.2, we restrict ourselves to the stationary Euler equations to find steadystate solutions. The generalization to implicit discretizations of the time-dependent case is then straightforward and can be done as outlined in Section 2.8.2. In Section 8.9.3, we give some examples for the multigrid treatment of the Euler equations, including an example with shocks. In Section 8.9.4, we briefly discuss the application of the multistage Runge-Kutta approach, as introduced in Section 1.4.2, to the Euler equations. We also refer to Appendix C , which gives general guidelines on how to apply multigrid efficiently to CFD problems including the compressible Euler equations. 8.9. I Introduction



In 2D, the time-dependent compressible Euler equations can be written as au



-++Nu:=



at



with



-a u+ - +afat ax



ag



ay



=o



(8.9.1)
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and where



are the two components of the flux vector. E is the total energy. In order to close the system, we use the thermodynamic equation of state for a perfect gas p = (y



-



1)(E - ; p ( u 2



+ u2>),



(8.9.2)



where y is the (constant) ratio of specific heats at constant pressure and constant volume. The first equation represents the conservation of mass. The second and the third equations represent the conservation of momentum (neglecting viscosity). The vector u is represented in the variables of the conservation laws: mass (or density), momentum and energy per unit volume. The equations are a reasonable model for flows at high Reynolds numbers away from solid wall boundaries, i.e. if viscous effects (such as boundary layers) can be neglected. The Mach number Moo is defined by luml Moo = -, coo



where coois the speed of sound and urn is the velocity of the undisturbed flow (“at infinity”). In the literature, often also ( p , u , u , p ) or ( u , u , c, z ) are used as the unknown functions, where



(8.9.3) is the local speed of sound and z=ln- P



(8.9.4)



P’



is a measure for the specific entropy. Essential features of the Euler equations are the following: First, the Euler equations are ajrst-order system (only first derivatives are present). Although the physical assumptions for the compressible Euler equations are quite different compared to the incompressible Navier-Stokes equations (compressible versus incompressible flow, viscid versus inviscid flow), some formal relations between the first three of the compressible Euler equations and the incompressible Navier-Stokes equations are easily recognized (assuming constant density p ) . The compressible Euler equations are an example of a hyperbolic system of PDEs. In nonconsewative (differentiated) form, they read



au at



-



af au ag au +- + - - = 0. a u ax au ay



(8.9.5)
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The Jacobian matrix



has real eigenvalues for all directions (nl,122). The corresponding eigenvalues are (nlu n2v) c, ( n l u n2v) - c and the double eigenvalue nlu n2v. The sign of the eigenvalues determines the direction in which the information on the solution is propagated in time along the characteristics governed by (n 1, n2). Because of the nonlinear terms, solutions of the Euler equations may develop discontinuities like shocks and contact discontinuities, even if the initial flow solution at t = to is smooth. Formally, discontinuities are allowed if a weak formulation of the PDE system is used instead of (8.9.1). The weak formulation is known to give nonunique solutions. The physically relevant solution, which is the limit solution of the flow with disappearing viscosity, satisfies the so-called entropy condition [229]. Here, we depart from the integral form



+



+



+



+



(8.9.6) where aC2 is the boundary of S2 and (n,, n y ) is the outward normal unit vector at the boundary aS2. 8.9.2 Finite Volume Discretization and Appropriate Smoothers



Much progress has been made in the discretization and in the multigrid-based solution for complex compressible flow problems [196]. At first sight, due to the fact that we are dealing with a hyperbolic system, it may be surprising that multigrid can contribute to efficient solution methods. Heuristically, this can be understood since one basically deals with several “equations of convection type”. We have seen for the example of the convectiondiffusion equation, but also for the incompressible Navier-Stokes equations discretized by flux splitting discretizations, that some h-ellipticity is introduced by an appropriate discretization of convective terms. For the finite volume discretization, the domain C2 is divided into quadrilaterals Q j , j . For each quadrilateral, (8.9.1) holds in integral form



(8.9.7) for each (i, j ) , where n, and n y are the components of the unit outward normal vector on aS2j,j and where we assume steady-state flow. The flux splitting concepts, that we have described in Section 8.8.4 were originally developed for the Euler equations. Proceeding as for the incompressible Navier-Stokes equations, the discretization results in (8.8.14), with f h and g h as defined in the Euler case. Again, Fj+io,j+jo is a suitable approximate Riemann solver, which approximates (n, f h n y g h ) k at the corresponding side s k of ai,,. The discretization requires a calculation of the convective flux at each control volume side sk.
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Flux difference splitting, which has been described in detail for the discretization of the inviscid terms of the incompressible Navier-Stokes equations, can also be applied here. Of course, the definition of the matrices A1 and A2 in (8.8.19) has to be adapted accordingly (see, for example [124]). In the examples in this section, we use the Godunov upwind approach [ 1581. An approximate solution F;+ l p , , of the ID Riemann problem is obtained by an approximate Riemann solver proposed in [288] in the so-called P-variant [188]:



Here, u = ( u , u , c , z ) T is the state vector (see (8.9.3) and (8.9.4)). IA(u)l(= A + ( u ) A - ( u ) ) is a splitting of the Jacobian matrix A into matrices with positive and negative eigenvalues, F = n , f h n y g h is again the flux along the normal vector, and the integral corresponds to a special choice of the dissipative term d in (8.8.16). This approximation is first-order accurate. Details on the discretization and on boundary conditions are given in [145, 188, 220, 3721. With respect to the multigrid solution, the FAS is commonly used for the discrete Euler equations. Since the unknowns occur in all equations, one can, in principle, use well-known collective relaxation methods. The equations are of "convection type", so, as in the flux splitting for the incompressible Navier-Stokes equations, Gauss-Seidel-type relaxations can very efficiently be used for the jirst-order discretization. Typical relaxation schemes for this nonlinear system for ur" are the lexicographic collective Gauss-Seidel (CGSLEX) point or line smoothers [ I S , 220, 274, 3711. For the (approximate) solution of the nonlinear system, one local Newton linearization per grid point or grid line is usually sufficient. Symmetric CGS-LEX (forward followed by backward ordering) or even four-direction CGS-LEX and the corresponding alternating symmetric line smoothers are robust smoothing variants. Second-order accurate discretizations can be obtained by the use of van Leer's K-scheme [233]. The vectors ui,; and u ; + l , j in (8.9.8) are replaced accordingly. TVD schemes (as described in Section 7.3.2) need to be employed if the solution has discontinuities. As discussed for the convection-diffusion equation, the CGS-type smoothers are wellsuited for the first-order discretization, but not for second-order schemes. For second-order discretizations, there are again three possibilities: first, we can combine a multigrid algorithm described above for the first-order scheme with defect correction (as described in Section 5.4.1), which has been done, for example, in [124, 188, 220, 3711. Another possibility is to use the KAPPA smoothers as introduced in Section 7.4.1, which have also been applied successfully to the Euler equations in [293]. The third possibility is to use multistage smoothers (see Section 8.9.4). This last option is actually most commonly used in practice when solving the Euler equations.
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8.9.3 Some Examples



Here, we will present two examples of multigrid as described above for subsonic and transonic compressible flow.



Example 8.9.1 (KAPPA smoothers for transonic flow) We consider a transonic Euler problem at Mach number Moo = 0.85 in a channel with a small circular bump; the height of the channel is 2.1, its length is 5 and the bump length is 1. For this transonic channel flow problem, we measured the multigrid convergence for the first- and the second-order discretization on three grids, a 24 x 16, a 48 x 32 and a 96 x 64 grid. The grids are moderately stretched (see Fig. 8.22). The pressure distribution is presented in Fig. 8.23. Obviously, the solution of this problem has a shock starting near the end of the bump. Correspondingly, we use van Leer’s K-scheme as described above together with the van Leer limiter (7.3.4) in order to avoid oscillations that may appear near shocks. The V(2,l) cycle convergence for the first-order discretization with alternating line Gauss-Seidel smoothing is very fast: it is about 0.1 on all three grids.



Figure 8.22. The 48 x 32 grid in a channel with a bump.



Figure 8.23. The pressure distribution for the transonic test M , = 0.85 on a 96 x 64-grid.
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Figure 8.24. Multigrid convergence for a transonic Euler example ( M , = 0.85) with the KAPPA smoother on a 96 x 64 stretched grid.



The second-order discretization of the Euler equations is solved directly with V(2,l)cycles using the (alternating symmetric line) KAPPA smoother (w = 0.7). With the KAPPA smoother, we find defect reduction factors of 0.3-0.4. The convergence on the finest grid is presented in Fig. 8.24. It is similar to the convergence obtained for scalar problems with the van Leer limiter (7.3.4). A single-grid version, however, does not lead to fast convergence in this case. Although the multigrid convergence for the first-order discretization is excellent and the multigrid convergence with the KAPPA smoother is very satisfactory, the algebraic A convergence of the defect correction iteration is slow. In the following example, we will see that for the defect correction approach, the convergence of relevant physical quantities such as the drag or the lift coefficient may be fast even if the algebraic convergence is slow. The “differential convergence” is faster than the algebraic convergence indicated by the defects. Example 8.9.2 (flow around an airfoil) A classical test case for 2D compressible Euler discretizations is the flow around a NACAOO12 airfoil. Figure 8.25 shows a part of the 128 x 24 grid used in the computations. A well-known case is the Euler flow at M , = 0.63 with a (flow) angle of attack a! = 2”. The corresponding flow is subsonic. Shocks are not present in the solution. The resulting pressure distribution (isobars) near the airfoil are presented in Fig. 8.26(a). The pressure at the airfoil is usually described by the pressure coefficient c p . It is presented in Fig. 8.26(b). For a multigrid Euler solver, this is an easy test. The measured multigrid convergence with the KAPPA smoother is 0.28 for an F(1,l) cycle.
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Figure 8.25. Part of the computational grid for the flow around an airfoil. -2
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Figure 8.26. Subsonic Euler flow around a NACAOO12 airfoil, M , = 0.63, B = 2”. (a) pressure distribution; (b) pressure coefficient, c p .
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Figure 8.27. The convergence of the lift coefficient cL versus the number of defect correction iterations. (a) M , = 0.63, w = 2"; (b) M , = 0.85, w = 1".



Although the convergence of the (second-order) defects is slow in the case of defect correction, it is found that convergence of the lift and drag coefficients, c~ and c g , which are the interesting quantities for such calculations is extremely fast. Figure 8.27(a) shows that the lift coefficient C L for the subsonic case has converged after only a few defect correction iterations. This phenomenon has been described in detail [220]. A second classical test case is the transonic flow at Moo = 0.85 with angle of attack a = 1". In this case two shocks appear in the flow solution; one at each side of the airfoil (see both parts of Fig. 8.28). The multigrid convergence with the van Leer limiter remains satisfactory. The F( 1,l)cycle with the KAPPA smoother converges with an average reduction factor of 0.59. However, in this case, an underrelaxation parameter o = 0.5 needs to be used for convergence. The defect correction iteration also shows a good convergence, A for example, of the lift coefficient (see Fig. 8.27(b)). 8.9.4 Multistage Smoothers in CFD Applications



In computational fluid dynamics (CFD), when complicated steady-state problems are to be solved, the following approach is often used. Instead of solving the discrete problem N h U h = 0 directly, a time variable is introduced and



(8.9.9) is considered, a system of ordinary differential equations (ODES).An advantage of using this time-dependent formulation is that the corresponding initial value problem is "well posed", irrespective of the particular type o f flow considered, sub- or supersonic, invicid or viscous. This initial value problem can be solved by a suitable ODE solver.
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Figure 8.28. Transonic Euler flow around a NACAOO12 airfoil, M , = 0.85, distribution; (b) pressure coefficient, cp.



B = 1”.



(a) Pressure



This approach is the starting point for the multistage Runge-Kuttu smoothers. Certain time-integration schemes like the classical Runge-Kutta methods are slowly convergent (because of the stifiess of the ODE system) but have reasonable smoothing properties with respect to the original steady-state problem N h U h = 0. In fact, the multistage Runge-Kutta smoothers turn out to be equivalent to the multistage smoothers introduced in Section 7.4.2. (The respective parameters B j in (7.4.3) can consequently be interpreted as Runge-Kutta coefficients scaled by the time step t and the mesh size h.) This idea is the basis of the work and software development of Jameson et al. [202,203]. Jameson successfully solved complicated 3D inviscid and viscous flow problems around aircraft [204] using four- and five-stage Runge-Kutta schemes for smoothing. This success for inviscid flow problems and the simplicity of the multistage approach has motivated many groups in industry to choose this approach for compressible flow problems. Multistage smoothers can be applied directly to second-order upwind discretizations of the Euler equations. Their smoothing properties depend on the choice of the coefficients B j (see Section 7.4.2).



Remark 8.9.1 Using LFA smoothing analysis, it is possible to find optimal smoothing parameter sets for different equations (replacing the classical Runge-Kutta parameters). Since these smoothers are often used for solving inviscid CFD equations, a simple reference equation, for which the optimal multistage parameters are calculated, is the limit case 6 + 0 of the convection-diffusion equation (see, for example, [96]) uux + b u y = 0



(0).
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Often, the multistage parameters obtained are then also used for more complicated problems. For systems of PDEs, they are, however, not suitable in all cases [234]. >> A very popular multistage smoother for central discretization schemes with artificial viscosity (also called artificial dissipation) is the Jameson-Schmidt-Turkel scheme 12021. A variety of modifications in the form ofpreconditioners has been proposed for the multistage smoother from [202] in order to make it more efficient. An overview is given in [205]. The idea of these modifications is to introduce a preconditioner C = Ch 1234,3851 so that the system (8.9.9) is replaced by (8.9.10) The preconditioning can, for instance, be based on collective Jacobi iteration [4, 126, 127, 31 81. This leads to a clustering of eigenvalues, for which the optimal coefficients are not significantly different from those obtained for the convection equation [385] (which then can also be applied).



Remark 8.9.2 The multiple semicoarsening approach has been pioneered in [275, 2761 for the Euler equations. The idea is to make the multigrid method with pointwise smoothers more robust, in particular in the case that the flow is aligned with the grid. The combination of multistage smoothing, preconditioning and semicoarsening has been shown to work well for the 2D Euler equations 11 181. >> 8.9.5 Towards Compressible NavieLStokes Equations



In this section, we will survey multigrid for the compressible Navier-Stokes equations instead of giving a detailed discussion. These equations describe viscous and heatconducting fluids. In contrast to the compressible Euler equations, they take, in particular, all the shear stresses into account. Generally speaking, efficient multigrid based solution methods for the compressible Navier-Stokes equations remain a topic of current research. A survey of multigrid approaches for this PDE system can be found in 14161. In Section 10.5, we will outline the difficulties that arise when dealing with the compressible Navier-Stokes equations in an industrial aerodynamic design environment. A typical boundary condition for the compressible Navier-Stokes equations at solid walls is the “no flow” boundary condition u = u = 0. As a result, sharp boundary layers appear in the physical $ow solutions which is an essential difference compared to the compressible Euler equations. In order to resolve such thin boundary layers, highly stretched cells (with aspect ratios of up to lo4) need to be employed. As usual, the anisotropies resulting from such grids can be dealt with by line relaxations and/or semicoarsening approaches. For compressible Navier-Stokes applications, semicoarsening techniques are starting to be accepted. A semicoarsening variant for the Navier-Stokes equations is presented in 13071. Smoothing results for semicoarsening are given in [4,303, 3051.
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Due to these anisotropies, the "straightforward" application of multistage smoothers does not lead to efficient multigrid solution methods in this case, in contrast to the case of the Euler equations. However, the multistage scheme can be made more suitable for compressible NavierStokes by using special preconditioners Ch which take care of such anisotropies [304,404]. For example, one may choose Ch corresponding to collective line-Jacobi iteration, with lines chosen perpendicular to the boundary layer. Significant improvements in the efficiency can be obtained by combining the multistage smoother with Jacobi preconditioning and semicoarsening. Approaches, that also work on unstructured meshes, are decribed in [257-260,27 1,2721. The grid coarsening is done algebraically in that case (AMG-like, see Appendix A). A coarse grid operator for the compressible Navier-Stokes equations is then constructed by a Galerkin coarse grid approximation. Turbulence modeling brings additional difficulties, that are typical for reactive flows as well. Some references for this topic are [15, 128, 156,238,245, 3531. Appendix C gives some general guidelines on how to apply multigrid to CFD problems including the compressible Navier-Stokes equations and the modeling of turbulence.
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