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ABSTRACT. These lecture notes contain a review of the results of [15, 16, 17, 19] about combinatorial Dyson-Schwinger equations and systems. Such an equation or system generates a subalgebra of a Connes-Kreimer Hopf algebra of decorated trees, and we shall say that the equation or the system is Hopf if the associated subalgebra is Hopf. We first give a classication of the Hopf combinatorial Dyson-Schwinger equations. The proof of the existence of the Hopf subalgebra uses pre-Lie structures and is different from the proof of [15, 17]. We consider afterwards systems of Dyson-Schwinger equations. We give a description of Hopf systems, with the help of two families of special systems (quasicyclic and fundamental) and four operations on systems (change of variables, dilatation, extension, concatenation). We also give a few result on the dual Lie algebras. Again, the proof of the existence of these Hopf subalgebras uses pre-Lie structures and is different from the proof of [16].
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Introduction In Quantum Field Theory, the Green’s functions of a given theory are developed as a series in the coupling constant, indexed by the set of Feynman graphs of the theory. These series can be seen at the level of the algebra of Feynman graphs. They satisfy then a certain system of combinatorial Dyson-Schwinger equations. These equations use a combinatorial operator of insertion, and they allow to inductively compute the homogeneous components of the Green’s functions lifted at the level of Feynman graphs [2, 26, 28, 29, 30, 31, 32, 33, 40, 41, 42, 44]. As the Feynman graphs are organised as a Hopf algebra, a natural question is to know if the graded subalgebra generated by the Green’s functions is Hopf or not. This problem, and related questions about the nature of the obtained Hopf subalgebras, are the main object of study in [15, 16, 17, 19].



3 Here is an example coming from Quantum Electrodynamics [44], see the first section of this text for more details. For any Feynman graph γ, the operator Bγ is combinatorially defined by the operation of insertion into γ. The system holds



          



on three series in Feynman graphs, denoted by



,



and



. After a



truncation, it is given by the following equations: 



 = B γ1  
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The insertion operators appearing in this system are 1-cocyles of a certain subspace of a quotient of the Hopf algebra of Feynman graphs, that is to say for all x in this subspace: ∆ ◦ Bγ (x) = Bγ (x) ⊗ 1 + (Id ⊗ Bγ ) ◦ ∆(x). This allows to lift the problem to the level of rooted trees. Replacing insertion by grafting of trees on a root, we obtain a system in the Hopf algebra of rooted trees decorated by {1, 2, 3}:   (1 + x1 )3 x1 = B1 , (1 − x2 )(1 − x3 )2  x2 = B2



(1 + x1 )2 (1 − x3 )2







 ,



x3 = B3



(1 + x1 )2 (1 − x2 )(1 − x3 )



 ,



where, for all trees t1 , . . . , tn , Bi (t1 . . . tn ) is the tree obtained by grafting t1 , . . . , tn on a common root decorated by i. The graph of dependence of this system is: ?>=< 89:; o 6 1 >^ > >> >> >> > ?>=< 89:; 2



?>=< / 89:; @3 h



This system has a unique solution X = (x1 , x2 , x3 ). Here are the components of



4 degree ≤ 3 of X: x1 x2 x3



q1 q2 q3 q1 q3 q1 q 1 + 3 qq 11 + qq 21 + 2 qq 31 + 9 qq 11 + 3 qq 11 + 6 qq 11 + 2 qq 21 + 2 qq 21 + 4 qq 31 qq 2 qq 3 3 q q3 2 q q3 2 q q2 1 q q3 1 q q2 1 q q1 +2 q 31 + 2 q 31 + 3 ∨q1 + 3 ∨q1 + 6 ∨q1 + ∨q1 + 2 ∨q1 + 3 ∨q1 + . . . q1 q2 q3 q1 q2 q3 q q q q q q q q = q 2 + 2 q 12 + 2 q 32 + 6 q 12 + 2 q 12 + 4 q 12 + 4 q 32 + 2 q 32 + 2 q 32 1 q q3 3 q q3 1 q q1 + ∨q2 + 3 ∨q2 + 4 ∨q2 + . . . q1 q2 q3 q1 q3 q1 q q q q q q q q q = q 3 + 2 q 13 + q 23 + q 33 + 6 q 13 + 2 q 13 + 4 q 13 + 2 q 23 + 2 q 23 + 2 q 33 qq 2 qq 3 3 q q3 2 q q3 2 q q2 1 q q3 1 q q2 1 q q1 + q 33 + q 33 + ∨q3 + 2 ∨q3 + 2 ∨q3 + ∨q3 + ∨q3 + ∨q3 + . . . =



It can be proved that the subalgebra generated by the homogeneous components of x1 , x2 and x3 is a Hopf subalgebra. In fact, this system is an example of a fundamental system (definition 51). The aim of this text is to present the classification of the systems of combinatorial Dyson-Schwinger equations which give a Hopf subalgebra. We shall limit ourselves to systems with only one 1-cocycle per equation. More general cases are studied in [18]; it turns out that if the corresponding subalgebra is Hopf, then the truncation of the equations to 1-cocycle of degree 1 allows to get back the whole system. We begin with a single equation x = B(f (x)), where f is a formal series in one indeterminate, with f (0) = 1. The question is answered in the third and fourth sections. The subalgebra generated by the components of the solution is Hopf, if, and only if, f is constant, or f = eαh for a certain α, or f = (1 − αβh)−1/β for a certain couple (α, β), with β 6= 0 (theorem 24). The direct sense is proved using a "leaf-cutting" result (proposition 21), applied on two families of trees, q qq qq q q q q qqq the ladders q , q , q , q . . . and the corollas q , q , ∨q , ∨q . . .. The other sense uses a complementary structure on the dual of the Hopf algebra of trees HCK . By the Cartier-Quillen-Milnor-Moore theorem, it is an enveloping algebra. The associated Lie algebra is based on trees, and is in fact a free pre-Lie algebra (definition 6 and theorem 8), that is to say it has a (non-associative) product ◦ such that: (x ◦ y) ◦ z − x ◦ (y ◦ z) = (y ◦ x) ◦ z − y ◦ (x ◦ z). The Lie bracket is given by [x, y] = x ◦ y − y ◦ x. For example, the space of Feynman graphs is a pre-Lie algebra, with a product defined by insertions. In the case of trees, the pre-Lie product is defined by graftings. This pre-Lie algebra is denoted by gT . Another especially interesting pre-Lie algebra is the Faà di Bruno Lie algebra gF dB , related to the group of formal diffeomorphisms of the line. As gT is a free pre-Lie algebra (theorem 8), this allows to define morphisms φλ from gT to gF dB (proposition 14). This morphism is computed with the help of an explicit construction of the enveloping algebra of a pre-Lie algebra (theorem 9, applied in propositions 10 and 12). Dually, we obtain a Hopf algebra morphism from the Faà di Bruno Hopf algebra HF dB to the Connes-Kreimer Hopf algebra, and the image of the generators of HF dB , which are linear spans of trees, satisfy a Dyson-Schwinger equation (proposition 16); as a consequence, this



5 Dyson-Schwinger equation is Hopf. This result is proved in [15, 17] in a different way, with the help of an identity on a family of symmetric polynomials which is not used here. The case of systems of Dyson-Schwinger equations (briefly, SDSE) is studied in the last four sections. We first generalize the results on a single equation, especially the "leaf-cutting" result and its consequences (proposition 29 and lemma 30). Four operations are introduced on SDSE, change of variables, dilatation, extension and concatenation. The latter leads to the notion of connected SDSE, that is to say a SDSE which cannot be obtained by a concatenation of two smaller ones. The main objects of study are now connected systems. Another tool is also introduced, the graph of dependence. A graph-theoretical study proves that this graph always contains an oriented cycle (proposition 41). A study of SDSE whose graph is an oriented cycle allows to separate the SDSE into two classes, the quasi-cyclic and the fundamental case. The quasi-cyclic case is entirely described in theorem 45. The fundamental case is the object of the seventh section. We first introduce the notion of the level of a vertex of the graph of dependence. This notion defines a sort of gradation of the graph (proposition 48). A study of vertices, level by level, finally allows to describe all fundamental SDSE. As a conclusion, any SDSE which gives a Hopf subalgebra is obtained from the concatenation of quasi-cyclic or fundamental systems, after the application of a dilatation, a change of variables, and a finite number of extensions. This text is organised as follows. The first section of the text deals with Feynman graphs. The algebraic structures (product, coproduct, insertions) on Feynman graphs of a given theory are introduced here, and this leads to the first example of a system of Dyson-Schwinger equations, coming from Quantum Electrodynamics. The second section gives the alternative Hopf algebras in quantum field theory, namely the Connes-Kreimer Hopf algebras of decorated rooted trees. Their universal property (theorem 5) allows to define Hopf algebra morphisms from rooted trees to Feynman graphs. The role of the insertion operators on graphs are played for trees by the grafting operators, and Dyson-Schwinger equations are lifted to the level of trees. The third section adopts the dual point of view. We give the pre-Lie products on gT and gF dB , and construct the pre-Lie morphism φλ from gT to gF dB with the help of an explicit description of their enveloping algebra. Dually, the image under φ∗λ of the generators of the Faà di Bruno Hopf algebra satisfies a Dyson-Schwinger equation (proposition 16). Single Dyson-Schwinger equations are reviewed in the fourth section. Proposition 21 gives a combinatorial criterion of "leaf-cutting" to know if the solution of the considered Dyson-Schwinger equation is Hopf. This criterion and proposition 16 for the other direction, imply the main theorem for Dyson-Schwinger equations (theorem 24). The study of systems of Dyson-Schwinger equations is achieved in the last sections. The fifth section introduces the tool of "leaf-cutting" for systems (lemma 30), and the four operations on Hopf SDSE. The oriented graph of dependence of



6 the equations of a Hopf SDSE is also studied here. The next section introduces quasi-cyclic SDSE, and achieves their description. The second family of SDSE (fundamental ones) is studied in the seventh section. In particular, the notion of level is introduced, and the vertices are separated according to their level being 0, 1, or ≥ 2. The last section gives a few more results and comments on fundamental SDSE, especially on the dual pre-Lie algebras, as well as several examples found in the literature. Thanks. I would like to thank the organizers of the meeting DSFdB2011, especially for the opportunity of giving a mini-course on the algebraic aspects of Dyson-Schwinger equations. The lecture notes of this mini-course are the framework of the present text. I would also like to thank both referees, for their useful and relevant comments which help me to greatly improve the quality of this document. Notations. (1) Let K be a commutative field of characteristic zero. All the vector spaces, algebras, coalgebras, Lie algebras. . . of this text will be taken over K. (2) We use the convention N = {0, 1, 2, 3, . . .} and N∗ = {1, 2, 3, . . .}.



1 Feynman graphs 1.1 Definition For more precise results and definitions, see [8, 44] and more generally the references listed in the introduction. Let us consider a quantum field theory. In this theory, a certain number of particles interact in different possible ways. The possible configurations of interactions are described by the Feynman graphs of the theory. The graphs we shall consider here are described in the following way: (1) There are several types of edges (one for each particle of the theory). (2) The vertices can be external or internal. (a) There are at least two internal vertices. (b) If a vertex v is external, it is related to a single edge, which is said to be external. The other edges are said to be internal. (c) There are several types of internal vertices (one for each interaction of the theory). (3) The graph should be connected and 1-particle irreducible, that is to say that it remains connected if one deletes any internal edge. (4) The number of external vertices (or external edges) belongs to a certain set of integers (condition of global divergence in Renormalization).



7 The number of loops of a Feynman graph γ is: l(γ) = ]{internal edges of γ} − ]{internal vertices of γ} + 1. The condition of 1-particle irreducibility implies that l(γ) ≥ 1 for all Feynman graphs γ. Example. We take in this section the example of Quantum Electrodynamics (QED). In this theory:











(1) There are two types of particles, electrons and photons. So there are two types of edges: electron



and photon







.



(2) There is one interaction: an electron can capture or eject a photon. So there



  is one type of internal vertex



.



(3) The number of external edges is equal to 2 or 3.







Here are examples of Feynman graphs in QED: ,



,



,



,



,



,



,



,



,



,



...



Remark. Feynman graphs are often considered without external vertices. The external edges are then considered as half-edges; The internal edges are the union of two half-edges. A Feynman subgraph of γ is then a set of half-edges of γ which forms a Feynman graph.



1.2 Insertion Let us fix a QFT. For this theory, the external structures of the Feynman graphs correspond to the different types of vertices and edges of the theory. For example, in QED, there are three possible external structures:



 



(1) Two electron edges, corresponding to the edge (2) Two photon edges, corresponding to the edge



.



.



(3) One photon and two electron edges, corresponding to the vertex







.



Let γ and γ 0 be two Feynman graphs. Inserting γ 0 into γ consists in replacing in γ an internal edge or vertex corresponding to the external structure of γ 0 by γ 0 . For example, in QED:
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(1) There is one possible insertion of







  in



. The result is



(2) There are two possible insertions of .







(3) There are three possible insertions of



and



in











.



. Both of them give



in itself. The results are



.



 ,



More generally, one can insert a family γ1 , . . . , γk of Feynman graphs into a Feynman graph γ: one inserts γ1 , . . . , γn in γ in such a way that the set of internal edges and vertices of the copies of γ1 , . . . , γk are disjoint. It is not difficult to prove that if Γ is obtained by the insertion of γ1 , . . . , γn in γ, then: l(Γ) = l(γ) + l(γ1 ) + . . . + l(γk ). Let us describe the "dual" operation. For any Feynman graph Γ, let γ = γ1 . . . γk be a family of disjoint Feynman subgraphs of Γ. The contraction of Γ by γ1 , . . . , γk is the graph obtained from Γ by replacing any γi be an edge or a vertex corresponding to its external structure. It is denoted by Γ/γ. Moreover: l(Γ) = l(γ1 ) + . . . + l(γk ) + l(Γ/γ) = l(γ) + l(Γ/γ).



1.3 Algebraic structures on Feynman graphs See [11, 31, 35, 36, 44]. Let us consider the free commutative algebra generated by the set of Feynman graphs of a given theory. We denote it by HF G , without precising the considered QFT. A basis of this algebra is given by monomials in Feynman graphs, that is to say disjoint unions of Feynman graphs, or equivalently graphs such that every connected component is a Feynman graph. The unit is the empty graph 1. This algebra is given a coassociative coproduct. For any Feynman graph Γ: X γ ⊗ Γ/γ, ∆(Γ) = Γ ⊗ 1 + 1 ⊗ Γ + γ



where the sum is over all the family of disjoint Feynman subgraphs of Γ, not empty nor equal to Γ. With this coproduct, HF G is a Hopf algebra, graded by the number of loops.



   



9



For example, in QED:



∆(



∆(



 



)



=



⊗1+1⊗



+



)



=



⊗1+1⊗



+2



⊗



⊗



,



.



Remark. For any Feynman graph Γ, the right factors in the tensor products appearing in ∆(Γ) are 1 or Feynman graphs, wherear the left factors can be products of several Feynman graphs. This is an example of left combinatorial Hopf algebra [34]. As a consequence, the space of primitive elements of the dual of HF G inherits a left pre-Lie product (see definition 6 below); a basis of this pre-Lie algebra is given by the set of Feynman graphs and the pre-Lie product is given by insertion, see [29, 31].



 







For this coproduct, any Feynman graph with no proper Feynman subgraph is primitive. For example, the following Feynman graphs are primitive in QED:



,



,



,



Let us take a primitive Feynman graph γ. The insertion operator Bγ sends a monomial γ1 . . . γk to the sum of all possible insertions of γ1 , . . . , γk into γ, up to symmetries coefficients we won’t detail here (see [44]). In particular, Bγ (1) = γ. Moreover, Bγ is homogeneous for the number of loops, of degree l(γ).



1.4 Dyson-Schwinger equations See [2, 30, 33, 44]. The Green’s functions of the QFT are developped as a series in the coupling constant x (we assume here it is equal to 1), indexed by the set of Feynman graphs of the theory. To any Feynman graph is attached a scalar, by the Feynman rules and the procedure of renormalisation, [8, 10, 11, 12]. At the level of the Hopf algebra of Feynman graphs, we have then to consider the infinite sum of all Feynman graphs, with a fixed external structure, up to certain symmetry coefficients. Is there an easy way to describe these series?



 



Let us consider the example of QED. There are three possible external struc-







tures, so we have to consider three series, denoted here by . Let us consider a Feynman graph Γ appearing in



,



, and



. It can be ob-



tained by the insertions of certain γ1 , . . . , γk into a primitive Feynman graph with



   



10



an external structure of type



=



. So



X



can be written as:



  Bγ fγ



,







,



,



γ



where the sum runs over all the primitive Feynman graphs with a











external



structure, and fγ is a formal series in three indeterminates. Let us now determine fγ . For example, let us take γ =



.



                



(1) This graph has three vertices these vertices.



(2) It has two internal edges







, and we can insert 1 +



at any of



, and we can insert 1 +



+



, and we can insert 1 +



+



2



+ ...



at any of these edges.



(3) It has one internal edge



2



+ ...



at this edge. So:



fγ (



,



,



)



=



3



(1 +



)



∞ X



k



!2



k=0



!



k=0



.



=



(1 −



)2 (1 −



)



Treating any primitive Feynman graph in this way, one obtains:   1+2l(γ) (1 + ) X   . = Bγ    γ (1 − )2l(γ) (1 − )l(γ)







k



)3



(1 +



Let us then consider a graph appearing in insertion in



∞ X



. As this graph has two vertices



(1.1)



. It can be obtained by an







and two internal edges







11 , this gives:



            



=B



(1 +



(1 −



)2



)2







 . 



(1.2)



Similarly, we obtain for the last series:



=B







   



(1 −







)2



(1 +



)(1 −



)



 . 



(1.3)



The three equations (1.1), (1.2) and (1.3) are the Dyson-Schwinger equations of the QFT. They allow to inductively compute the irreducible components (for the number of loops) of



,



and



. For a more "physical" description,



see [44] (we did not pay here attention to signs and we took the coupling constant x equal to 1). The question we shall answer here is if the Hopf algebra generated by these homogeneous components is Hopf or not. We restrict ourselves to the case where a single insertion operator, homogeneous of degree 1, appears in any of these equations (this the case for (1.2) and (1.3) only; we should have to truncate (1.1) to apply the obtained result; see [18] for more details). For this, we shall use trees instead of Feynman graphs. The key point is the following:



Proposition 1. [2, 29] In a suitable subspace of a quotient of HF G , we can assume that the operators appearing in the Dyson-Schwinger equations satisfy the following assertion: for any x, ∆(L(x)) = L(x) ⊗ 1 + (Id ⊗ L) ◦ ∆(x).



2 Rooted trees We shall replace Feynman graphs by rooted trees and insertion operators by grafting operators, with the help of the universal property of the Hopf algebra of rooted trees (theorem 5).
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2.1 The Connes-Kreimer Hopf algebra Let T be the set of rooted trees: ( q q q q q qq qq q q q ∨ q q T = q , q , ∨q , q , ∨q , ∨q , q ,



) qq qq ...



q q q q q q ∨ ∨ q q Note that rooted trees are considered unordered; for example, = . The Connes-Kreimer Hopf algebra [10, 13] is the free commutative algebra generated by T . As a consequence, a basis of HCK is given by the set of rooted forests F: q q q qq q q q q q qq q qq q q q ∨ q q q q q q q F = {1, q , q , q q , ∨q , q , q q , q q q , ∨q , ∨q , q , q , ∨q q , q q , q q , q q q , q q q q , . . .}. The product of two forests is their disjoint union. The unit is the empty forest 1. We give HCK a coproduct, with the help of admissible cuts: Definition 2. Let t ∈ T . An admissible cut of t is a non-empty cut such that every downward path in the tree meets at most one cut edge. The set of admissible cuts of t is denoted by Adm(t). If c is an admissible cut of t, one of the trees obtained after the application of c contains the root of t: we shall denote it by Rc (t). The product of the other trees will be denoted by P c (t). The coproduct is given for any t ∈ T by: X ∆(t) = t ⊗ 1 + 1 ⊗ t +



P c (t) ⊗ Rc (t).



c∈Adm(t)



The counit ε sends any non-empty forest to 0 and the empty forest 1 to 1. Examples. qqq ∆( ∨q ) = q q q ∆( ∨q ) = q q ∨q ∆( q ) = qq q ∆( q ) =



qq q ∨q ⊗ 1 + 1 ⊗ q qq ∨q ⊗ 1 + 1 ⊗ qq ∨q q ⊗1+1⊗ qq qq qq ⊗ 1 + 1 ⊗ qq



qq q q q ∨q + 3 q ⊗ ∨q + 3 q q ⊗ qq + q q q ⊗ q , q q q q qq ∨q + qq q ⊗ q + qq ⊗ qq + q ⊗ qq + q q ⊗ qq + q ⊗ ∨q , qq q qq ∨q q + ∨q ⊗ q + q q ⊗ qq + 2 q ⊗ qq , q q q q q q + q ⊗ q + q ⊗ q + q ⊗ q.



Moreover, this Hopf algebra is graded by the number of vertices of the forests. For any F ∈ F, we shall denote by |F | its degree, that is to say the number of vertices of F . The following operator will replace the insertion operators:



13 Definition 3. The operator B : HCK −→ HCK is the linear map which sends any rooted forest F = t1 . . . tn to the rooted tree obtained by grafting the trees t1 , . . . , tn on a common root. q qq qq q For example, B( ) = ∨q . Clearly, B induces a bijection of degree 1 from F to T . Notations. We shall need two families of special rooted trees: for all n ≥ 1, q qq qq qq n q q (1) ln = B (1) is the ladder of degree n: l1 = , l2 = , l3 = , l4 = q . . . q q qqq q (2) cn = B( q n−1 ) is the corolla of degree n: c1 = q , c2 = q , c3 = ∨q , c4 = ∨q . . .



2.2 Decorated rooted trees In order to treat Dyson-Schwinger systems, we will use decorated rooted trees. We fix a (nonempty) set of decorations I. A decorated rooted tree is a pair (t, d), where t is a rooted tree and d is a map from the set of vertices of t to I. The set of rooted trees decorated by I is denoted by T I . For example, here are the rooted trees decorated by D with n ≤ 4 vertices: qc q q qq b b q qc 2 ∨qa = c ∨qab , qq ba , (a, b, c) ∈ I 3 ; q a ; a ∈ I, a (a, b) ∈ I ; qd qc c q qd dq qc cq c d c ∨q b qq cb ∨q b b q q qd b qq q c d qq q b b q qd d q qb ∨qa = ∨qa = . . . = ∨qa , ∨qa = ∨qa , q a = q a , q a , (a, b, c, d) ∈ I 4 . The construction of HCK is generalized to decorated rooted trees, and we I I is given by the set of . A basis of HCK obtain in this way a Hopf algebra HCK I decorated forests, denoted by F . Here is an example of the coproduct: aq aq aq qq a q b q qc b q qc b q qc q q q b q qc ∆( ∨qd ) = ∨qd ⊗1+1⊗ ∨qd + q ab ⊗ q cd + q a ⊗ ∨qd + q c ⊗ q bd + q ab q c ⊗ q d + q a q c ⊗ q bd . For any i ∈ I, we define the operator Bi : HCK −→ HCK , sending a decorated rooted forest F to the decorated tree obtained by grafting the trees of F on a qd qd b q qc ∨ q q q common root decorated by i. For example, Ba ( b c ) = a . I : Proposition 4. For all i ∈ I, for all x ∈ HCK



∆ ◦ Bi (x) = Bi (x) ⊗ 1 + (Id ⊗ Bi ) ◦ ∆(x). Proof. If x is a forest, by a study of the admissible cuts of the trees of x and the admissible cuts of Bi (x). Remark. In other words, Bi is a 1-cocycle for a certain cohomology of coalgebras [10], called the Cartier-Quillen cohomology, dual to the Hochschild homology for algebras.



14 Theorem 5 (Universal property). Let A be a commutative Hopf algebra and let Li be a 1-cocycle of A for all i ∈ I. There exists a unique Hopf algebra morphism I φ : HCK −→ A such that φ ◦ Bi = Li ◦ φ for all i ∈ I. Proof. We define φ(F ) for any decorated forest F inductively on the degree of F in the following way: (1) φ(1) = 1. (2) If F is not a tree, let us denote F = t1 . . . tk , with k ≥ 2 for trees t1 , . . . , tk . We put φ(F ) = φ(t1 ) . . . φ(tk ). (3) If F is a tree, there exists a unique i ∈ I and a unique forest G such that F = Bi (G). We put φ(F ) = Li ◦ φ(G). This is well-defined, as A is commutative: in the second point, φ(F ) does not depend on the way to write F as a product of trees (that is to say up to the order of the appearing trees). From the first and second point, it is an algebra morphism. From the third point, φ ◦ Bi = Li ◦ φ for all i ∈ I. Let us now prove that it is a coalgebra morphism. We put: I A = {x ∈ HCK | (φ ⊗ φ) ◦ ∆(x) = ∆ ◦ φ(x)}. I As φ and ∆ are algebra morphisms, A is a subalgebra of HCK . Let us take x ∈ A. For all i ∈ I:



(φ ⊗ φ) ◦ ∆(Bi (x))



= = = = =



(φ ⊗ φ)(Bi (x) ⊗ 1 + (Id ⊗ Bi ) ◦ ∆(x)) φ ◦ Bi (x) ⊗ 1 + (φ ⊗ φ ◦ Bi ) ◦ ∆(x) Li ◦ φ(x) ⊗ 1 + (Id ⊗ Li ) ◦ (φ ⊗ φ) ◦ ∆(x) Li (φ(x)) ⊗ 1 + (Id ⊗ Li ) ◦ ∆(φ(x)) ∆(Li (x)).



So Li (x) ∈ A, and A is stable under Bi for all i. It is not difficult to show then I that A contains any decorated forests, so is equal to HCK . Hence, φ is a Hopf algebra morphism. It is not difficult to prove that ε ◦ φ = εA . Remarks. (1) The first part of this proof means that (HCK , B) is an initial object in a certain category, see [37, 43] for applications. (2) If Bγ is an insertion operator of HF G , homogeneous of degree 1, from theorem 5 there exists a Hopf algebra morphism φγ : HCK −→ HF G , such that φγ ◦ B = Bγ ◦ φγ . It is not difficult to prove that φγ is homogeneous of degree 1. (3) If we consider a Dyson-Schwinger equation (E) : X = Bγ (f (X)) in HF G , it can be lifted to a Dyson-Schwinger equation (E 0 ) : X = B(f (X)) in HCK . Moreover, if X is the solution of (E 0 ), then the solution of (E) is φγ (X). As a consequence, if the homogeneous components of X generate a Hopf subalgebra of HCK , the homogeneous components of the solution of (E) generate a Hopf subalgebra of HF G . This result is easily extended to Dyson-Schwinger systems.



15 (4) The construction of the morphism φγ can easily be extended when we consider several insertion operators, replacing trees by decorated trees, see [27] for a construction of this kind.



2.3 Completion of a graded Hopf algebra In order to treat Dyson-Schwinger equations, we shall consider series in trees, instead of polynomials in trees, which are elements of HCK . Let us give a general frame to this purpose. Let H be a graded Hopf algebra. We define a valuation on H by:    M  val(a) = max n ∈ N | a ∈ Ak .   k≥n



In particular, val(0) = +∞. We define a distance on H by d(a, b) = 2−val(a−b) . This metric space is not complete. Its completion is denoted by H. It is equal, as ∞ Y a vector space, to Hn . n=0



The product of H, being homogeneous, is continuous, so can be extended as a product from H ⊗H to H. The coproduct can also be extended from H to H ⊗ H. Note that H is not in general a Hopf algebra, as H ⊗ H ( H ⊗ H (except if H is finite-dimensional). X For example, the elements of HCK can be uniquely written as aF F , where F ∈F



the coefficients aF are scalars.



3 Pre-Lie algebras We already mentioned that the space of Feynman graphs is given a pre-Lie algebra structure by insertion. A similar result is here described for rooted trees, and we apply a freeness result (theorem 8) to the Faà di Bruno pre-Lie algebra in order to obtain solutions of Dyson-Schwinger equations. As a consequence, the subalgebras associated to the Dyson-Schwinger equations of proposition 16 are Hopf. This was proved in a different way in [15, 17].



3.1 Definition and examples Definition 6. A (left) pre-Lie algebra (or left-symmetric algebra, or Vinberg algebra) is a pair (g, ◦), where g is a K-vector space and ◦ : g ⊗ g −→ g, with the following axiom: for all x, y, z ∈ g, (x ◦ y) ◦ z − x ◦ (y ◦ z) = (y ◦ x) ◦ z − y ◦ (x ◦ z).



16 Remark. A right pre-Lie algebra satisfies: (x ◦ y) ◦ z − x ◦ (y ◦ z) = (x ◦ z) ◦ y − x ◦ (z ◦ y). If (g, ◦) is right pre-Lie, then (g, −◦op ) is left pre-Lie. In the sequel all the pre-Lie algebras will be left, and we shall write everywhere "pre-Lie algebra" instead of "left pre-Lie algebra". Proposition 7. Let (g, ◦) be a pre-Lie algebra. Then [x, y] = x ◦ y − y ◦ x defines a Lie bracket on g. Proof. This bracket is obviously skew-symmetric. The Jacobi identity is proved by a direct computation. Remarks. (1) The pre-Lie axiom can be reformulated as [x, y] ◦ z = x ◦ (y ◦ z) − y ◦ (x ◦ z). In other words, (g, ◦) is a left-module over (g, [−, −]). (2) There exists other types of products which induce a Lie bracket by skewsymmetrization: see [21] for other examples. Examples. (1) Associative algebras are obviously pre-Lie. (2) Let gF dB = V ect(ei | i ≥ 1) and let λ ∈ K. One defines a product on gF dB by ei ◦ ej = (j + λ)ei+j . For all i, j, k ≥ 1: (ei ◦ ej ) ◦ ek − ei ◦ (ej ◦ ek ) = (j + λ)(k + λ)ei+j+k − (k + λ)(j + k + λ)ei+j+k = −k(k + λ)ei+j+k . This expression is symmetric in i, j, so gF dB is pre-Lie. The associated Lie bracket is given by [ei , ej ] = (j − i)ei+j , so does not depend of λ. This Lie algebra is the Faà di Bruno Lie algebra. The graded dual of the enveloping algebra of gF dB is known as the Faà di Bruno Hopf algebra or Hopf algebra of formal diffeomorphisms, see [9, 10] for the link with the Hopf algebra of trees. (3) Let gT be the vector space generated by the set T of rooted trees. We define a product on gT by: X t ◦ t0 = grafting of t over s0 . s0 vertex of t0



q q q q q q q q q q qq q q q q q q q q q q q ∨q = ∨q + ∨q + ∨q = ∨q + 2 ∨q . This product is called For example, q ◦ natural growth [3, 13]. It is indeed a pre-Lie product: if t, t0 , t00 are three



17 rooted trees, t ◦ (t0 ◦ t00 ) − (t ◦ t0 ) ◦ t00



X



=



s00 ∈t00 ,



X



−



s00 ∈t00 ,



=



grafting of t0 over s00 , t over s0



s0 ∈t0 ∪t00



X



grafting of t0 over s00 , t over s0



s0 ∈t0



grafting of t over s0 , t0 over s00 .



s0 ,s00 ∈t00 0



This is symmetric in t, t , so ◦ is pre-Lie. This construction is easily generalized to rooted trees decorated by a set I. The obtained pre-Lie algebra is denoted by gT I . For example, if a, b, c, d ∈ I: qa aq q q q q qqc q qq q a ◦ c ∨qb d = a ∨qb d + c ∨qb d + c ∨qb d . Theorem 8. [7] gT is, as a pre-Lie algebra, freely generated by q , that is to say: if g is a pre-Lie algebra and if x ∈ g, there exists a unique pre-Lie algebra morphism from gT to g sending q to x. More generally, for any set I, the pre-Lie algebra gT I of rooted trees decorated by I is freely generated by the elements q i , i ∈ I. Other examples of pre-Lie algebras are known, see [38] for a list of examples, including vector fields on an affine variety. Generalization of the Faà di Bruno pre-Lie algebras are described in [1].



3.2 Enveloping algebra of a pre-Lie algebra Let V be a vector space and let S(V ) be the symmetric algebra generated by V . It is a cocommutative Hopf algebra, with the coproduct defined by ∆(v) = v⊗1+1⊗v for all v ∈ V . So, if v1 , . . . , vn ∈ V : X ∆(v1 . . . vn ) = vI ⊗ v{1,...,n}−I , I⊆{1,...,n}



where for all I ⊆ {1, . . . , n}, vI is the product of the vi ’s, i ∈ I. The underlying coalgebra is denoted by coS(V ). The Poincaré-Birkhoff-Witt theorem implies that the coalgebras U(g) and coS(g) are isomorphic: choosing a basis (vi )i∈I of g indexed by a totally ordered set I, we obtain a coalgebra isomorphism sending the element of the Poincaré-Birkhoff-Witt via11 . . . viann ∈ U(g), with i1 < . . . < in in I, to via11 . . . viann ∈ S(g). Except if g is abelian, it is not an algebra morphism; moreover, this construction depends of the choice of the basis of g, especially of the total order on the set of indices I. When g is pre-Lie, one can describe a "canonical" coalgebra isomorphism from U(g) to coS(g). For this, we can give coS(g) a new product denoted by ?, defined



18 by induction on g with the help of the pre-Lie product g. This makes coS(g) a Hopf algebra, and it is now isomorphic to U(g). Here are the formulas defining ?: Theorem 9. [20, 38] Let (g, ◦) a pre-Lie algebra. Let S+ (g) the augmentation ideal of S(g). One can extend the product ◦ to S(g) in the following way: if a, b, c ∈ S+ (g), x ∈ g,  a ◦ 1 = ε(a),    1 ◦ b = b,  (xa) ◦ b = x  P◦ (a0 ◦ b) −00(x ◦ a) ◦ b,  a ◦ (bc) = (a ◦ b)(a ◦ c). P 0 00 One then defines P a product on S+ (g) by a ? b = a (a ◦ b), with the Sweedler notation ∆(a) = a0 ⊗ a00 . This product is extended to S(g), making 1 the unit of ?. With its usual coproduct, S(g) is a Hopf algebra, isomorphic to U(g) via the isomorphism:  Φg :



U(g) −→ (S(g), ?) v ∈ g −→ v.



The proof in [38] is inductive. In particular, the fact that ◦ is well-defined (in the second point, the choice of the first letter x in the commutative word xa is arbitrary) uses the pre-Lie axiom. The computations are direct but rather complex. Examples. If x, y, z, t ∈ g : x ◦ (yz) = (x ◦ y)z + y(x ◦ z) (xy) ◦ z = x ◦ (y ◦ z) − (x ◦ y) ◦ z x ◦ (yzt) = (x ◦ y)zt + y(x ◦ z)t + yz(x ◦ t) (xy) ◦ (zt) = (x ◦ (y ◦ z))t + (y ◦ z)(x ◦ t) + (x ◦ z)(y ◦ t) +z(x ◦ (y ◦ t)) − ((x ◦ y) ◦ z)t − z((x ◦ y) ◦ t) (xyz) ◦ t = x ◦ (y ◦ (z ◦ t)) − x ◦ ((y ◦ z) ◦ t) − y ◦ ((x ◦ z) ◦ t) +(y ◦ (x ◦ z)) ◦ t − z ◦ ((x ◦ y) ◦ t) + (z ◦ (x ◦ y)) ◦ t. Remarks. (1) An easy induction proves that for all n ≥ 0, g ◦ Sn (g) ⊆ Sn (g). So (Sn (g), ◦) is a g-module for all n ≥ 0. Moreover, (Sn (g), ◦) is isomorphic to Sn (g, ◦) as a g-module (4th point). (2) (S+ (g), ◦) is not pre-Lie. For example, in gT : qq qq q q q q q q q q ◦ q = q ◦ ( q ◦ q ) − ( q ◦ q ) ◦ q = q ◦ q − q ◦ q = ∨q + q − q = ∨q ,



19 so: q q ◦ ( q ◦ q)



= = = =



( q q ◦ q) ◦ q



= =



= q ◦ ( q q ◦ q) =



( q ◦ q q) ◦ q



= = = =



q qq◦ q q q q ◦ ( q ◦ q ) − ( q ◦ q) ◦ q qq qq q q q ◦ ( ∨q + q ) − q ◦ q q q q q qq q q q q q ∨ ∨q + 2 ∨q + ∨q + qq + q q q qq q q q ∨ ∨q + 2 ∨q + qq , qq ∨q ◦ q qq ∨q q , qq q ◦ ∨q q q q qq q ∨q + 2 ∨q , (( q ◦ q ) q + q ( q ◦ q )) ◦ q q 2q q◦ q q qq 2 ∨q .



q q qq q q q − ∨q −



q qq q



q q q 6 0. So q q ◦ ( q ◦ q ) − ( q q ◦ q ) ◦ q − q ◦ ( q q ◦ q ) + ( q ◦ q q ) ◦ q = 2 ∨q =



Remark. It turns out that S≥n (g) is a left ideal for ?. In particular, S≥2 (g) is a left ideal such that S+ (g) = g ⊕ S≥2 (g). One deduces that U(g) contains a left ideal I such that U+ (g) = g ⊕ I. Dually, we recover the notion of left-sided combinatorial Hopf algebra [34].



3.3 Examples Let us start by gT . A basis of S(gT ) is given by the set of rooted forests F.



Proposition 10. Let F = t1 . . . tn , G ∈ F. Then: F ◦G=



X



grafting of t1 over s1 ,. . ., tn over sn .



s1 ,...,sn ∈G



Proof. Inductively on n. Let us start with n = 1. We put G = s1 . . . sm and we proceed inductively on m. If m = 1, it is the definition of ◦ on gT . Let us assume



20 the result at rank m − 1. We put G0 = s1 . . . sm−1 . Then: t1 ◦ G



= t1 ◦ (G0 sm ) = (t1 ◦ G0 )sm + G0 (t1 ◦ sm ) X X (grafting of t1 over s)sm + G0 (grafting of t1 over s) = s∈G0



=



X



s∈sm



grafting of t1 over s.



s∈G



So the result is true at rank 1. Let us assume it at rank n−1. We put F 0 = t2 . . . tn . Then: F ◦G



= t1 ◦ (F 0 ◦ G) − (t1 ◦ F 0 ) ◦ G X X = grafting of t2 over s2 ,. . ., tn over sn , t1 over s s2 ,...,sn ∈G s∈F 0 ∪G



X



−



X



grafting of t2 over s2 ,. . ., tn over sn , t1 over s



s2 ,...,sn ∈G s∈F 0



=



X



X



grafting of t2 over s2 ,. . ., tn over sn , t1 over s



s2 ,...,sn ∈G s∈G



=



X



grafting of t1 over s1 ,. . ., tn over sn .



s1 ,...,sn ∈G



So the result is true for all n. Corollary 11. If F = t1 . . . tm , G ∈ F, then: F ?G =



m X



X



X



(grafting of t1 over s1 , . . ., tk over sk )



k=0 1≤i1 
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