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Abstract In many situations it is important to be able to propose N independent realizations of a given distribution law. We propose a strategy for making N parallel Monte Carlo Markov Chains (MCMC) interact in order to get an approximation of an independent N -sample of a given target law. In this method each individual chain proposes candidates for all other chains. We prove that the set of interacting chains is itself a MCMC method for the product of N target measures. Compared to independent parallel chains this method is more time consuming, but we show through examples that it possesses many advantages. This approach is applied to a biomass evolution model.
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Introduction



Markov chain Monte Carlo (MCMC) algorithms [23,14,22] allows us to draw samples from a probability distribution



π(x) dx



known up to a multiplicative



constant. They consist of sequentially simulating a single Markov chain whose limit distribution is



π(x) dx.



There exist many techniques to speed up the



convergence toward the target distribution by improving the mixing properties of the chain [15,16]. Moreover, special attention should be given to the convergence diagnosis of this method [1] [8] [19].



An alternative is to run many Markov chains in parallel. The simplest multiple chain algorithm is to make use of parallel independent chains [11]. The rec-
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ommendations concerning this idea seem contradictory in the literature (cf. the many short runs



vs



one long run debate described in [12]). We can



note with [13] and [22, Ÿ 6.5] that independent parallel chains could be a poor idea: among these chains some may not converge, so one long chain could be preferable to many short ones. Moreover, many parallel independent chains can articially exhibit a more robust behavior which does not correspond to a real convergence of the algorithm.



In practice one however makes use of several chains in parallel. It is then tempting to exchange information between these chains to improve mixing properties of the MCMC samplers [6,7,20,5,9,10]. A general framework of Population Monte Carlo has been proposed in this context [17,21,4]. A recent review of population-based simulation for static inference problems is presented in [18]. In this paper we propose an interacting method between parallel chains which provides an independent sample from the target distribution. Contrary to papers previously cited, the proposal law in our work is given and does not adapt itself to the previous simulations. Hence, the problem of the choice of this law still remains.



The corresponding Metropolis within Gibbs (MwG) algorithm and its theoretical properties are presented in the following section. In Section 3, two simple numerical examples illustrate how the introduction of interactions can speed up the convergence.
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Parallel/interacting Metropolis within Gibbs (MwG) algorithm



π(x) be the probability density function of a target distribution dened n n on (R , B(R )). We propose a method for sampling N independent values 1 N X , . . . , X ∈ Rn of the law π(x) dx. For ` = 1, . . . , n, we dene the condiLet



tional laws:



def



π` (x` |x¬` ) = π(x1:n )/ π(x1:n ) dx¬` . where



def



¬` = {m = 1 : n; m 6= `}.



R



(1)



When we know to sample from (1), we are



able to use the Gibbs sampler. It is possible to adapt our interacting method to parallel Gibbs sampler. But very often we do not know how to sample from (1) and therefore we consider proposal conditional densities



π`prop (x` ) dened for all



`. In this case, we use MwG algorithm, see [22]. We present in the following how to make interactions between parallel MwG algorthims. The MwG algorithm is more general than Gibbs algorithm, so a parallel/interacted Gibbs algorithm can easily be deduced from the parallel/interacted MwG algorithm.
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2.1 Notations Let



X = X 1:N = X1:n ∈ Rn×N , N i n n so that X` ∈ R and X ∈ R (the same for Y and Z ); x ∈ R so that x` ∈ R (the same for y and z ); ξ, ξ 0 ∈ R. Here X 1:N = (X 1 , . . . , X N ) and X1:n = (X1 , . . . , Xn ). We also dene ¬` = {1, . . . , n} \ {`}. Note that the structure of the matrix X is: Xi ↑ 



1  X1



X1i







X1N



··· ··· X=  . . .. ..  .. .    X1 · · · Xi · · · XN  ` ` `  . .. ..  . . .  .  Xn1 · · · Xni · · · XnN



 .      → X `     



2.2 The parallel/interacted MwG algorithm One iteration



X → Z



of the parallel/interacting MwG method consists of



updating the components



X`



successively for



` = 1, . . . , n,



i.e.



[X1:n ] → [Z1 X2:n ] → [Z1:2 X3:n ] · · · [Z1:n−1 Xn ] → [Z1:n ]. For each



` xed, the subcomponents X`i



are updated sequentially for



i=1:N



in two steps: (1)



Proposal step: We sample independently N to:



candidates



`,prop Y`j ∼ πi,j (ξ|JZ, X`i , XKi` ) dξ ,



1  Z` .  .  .  i−1   Z`  def   i ξ JZ, ξ, XK` = Z1:`−1 . X X i+1 `+1:n     ` ..   . XN 



Y`j ∈ R



according



1≤j≤n







where



`



We also use the following lighter notation:



3



`,prop `,prop πi,j (ξ|ξ 0 ) = πi,j (ξ|JZ, ξ 0 , XKi` ).



(2)



Selection step: The subcomponent X`i



could be replaced by one of the



N



Y`1:N



or stay unchanged according to a multinomial sampling, i the resulting value is called Z` , i.e.:



candidates



Z`i ←



  1   Y`     ..    .   Y`N         i



X`



with probability



1 N



α`i,1 (X`i , Y`1 ) ,



with probability



1 N



α`i,N (X`i , Y`N ) ,



with probability



ρ˜i` (X`i , Y`1:N )



where:



def



α`i,j (ξ, ξ 0 ) =



i ) π `,prop (ξ|ξ 0 ) π` (ξ 0 |X¬` i,j i π` (ξ|X¬` ) π `,prop (ξ 0 |ξ) i,j



def



ρ˜i` (X`i , Y`1:N ) = 1 −



∧ 1,



1 N



PN



j=1



α`i,j (X`i , Y`j ) .



2.3 Description of the MH kernel Lemma 1



is



The Markov kernel on Rn×N associated with the MwG algorithm def



P (X, dZ) = P1 (X1:n ; dZ1 ) P2 (Z1 , X2:n ; dZ2 ) · · · Pn (Z1:n−1 , Xn ; dZn ) .



(2)



At iteration `, the kernel P` (Z1:`−1 , X`:n ; dZ` ) generates Z`1:N from the already 1:N 1:N updated components Z1:`−1 and the remaining components X`:n . Each component Z`i , for i = 1 · · · N , is updated independently one from each other: N def Y



P` (Z1:`−1 , X`:n ; dZ` ) =



P`i (JZ, X`i , XKi` ; dZ`i ) .



(3)



i=1



Here Z`i is generated from JZ, X`i , XKi` according to: N def 1 X



P`i (JZ, ξ, XKi` ; dξ 0 ) =



N



`,prop 0 α`i,j (ξ, ξ 0 ) πi,j (ξ |ξ) dξ 0 + ρi` (ξ) δξ (dξ 0 )



j=1



4



(4)



Acceptance probabilities are: α`i,j (ξ, ξ 0 )



r`i,j (ξ, ξ 0 )



def



=



  i,j   r (ξ, ξ 0 ) ∧ 1



if (ξ, ξ 0 ) ∈ R`i,j ,



  0



otherwise,



`



`,prop 0 i 0 i def π` (ξ |Z1:`−1 , X`+1:n ) πi,j (ξ|ξ ) , = π (ξ|Z i , X i ) `,prop 0 `



def



ρi` (ξ) = 1 −



1:`−1



`+1:n



πi,j



(ξ |ξ)



N Z 1 X `,prop 0 αi,j (ξ, ξ 0 ) πi,j (ξ |ξ) dξ 0 . N j=1 R `



(5)



(6)



(7)



Finally, R`i,j is the set of ordered pairs (ξ, ξ 0 ) ∈ R2 such that `,prop i i π` (ξ 0 |Z1:`−1 , X`+1:n ) πi,j (ξ|ξ 0 ) > 0 , `,prop 0 i i π` (ξ|Z1:`−1 , X`+1:n ) πi,j (ξ |ξ) > 0 .



Note that the functions α`i,j (ξ, ξ 0 ), ρi` (ξ), r`i,j (ξ, ξ 0 ) and the set R`i,j depend on Z1:`−1 and X`+1:n . The proof is given in the appendix A.



2.4 Invariance property First, assume that the following lemma holds:



Lemma 2 (conditional detailed balance)



sures dened on R × R



The following equality of mea-



i i P`i (JZ, ξ, XKi` ; dξ 0 ) × π` (ξ|Z1:`−1 , X`+1:n ) dξ i 0 i i i , X`+1:n ) dξ 0 = P` (JZ, ξ , XK` ; dξ) × π` (ξ 0 |Z1:`−1



(8)



holds true for any ` = 1 · · · n, i = 1 · · · N and Z1:`−1 ∈ RN ×(`−1) , X`+1:n ∈ RN ×(n−`) . The proof is given in the appendix B.



Proposition 3 (invariance)



The measure



Π(dX) = π(X 1 ) dX 1 · · · π(X N ) dX N 5



is invariant for the kernel P , that is ΠP = Π i.e.: Z



P (X, dZ)



Y N



X







π(X i ) dX i =



i=1



N Y



π(Z i ) dZ i .



(9)



i=1



Proof Z



P (X, dZ)



Y N



X



i



π(X ) dX



i







i=1



=



Z X



P1 (X1:n ; dZ1 ) P2 (Z1 , X2:n ; dZ2 ) · · · Pn (Z1:n−1 , Xn ; dZn ) N n Y



i i i ) dX1i π¬1 (X2:n ) dX2:n π1 (X1i |X2:n



o



i=1



=



Z X



P1 (X1:n ; dZ1 )



Y N



i ) dX1i π1 (X1i |X2:n







i=1



P2 (Z1 , X2:n ; dZ2 ) · · · Pn (Z1:n−1 , Xn ; dZn )



Y N



i i π¬1 (X2:n ) dX2:n







i=1



=



Y N



Z X



P1i (JZ, X1i , XKi1 ; dZ1i )



 Y N



i π1 (X1i |X2:n ) dX1i Y i=1 N



i=1



P2 (Z1 , X2:n ; dZ2 ) · · · Pn (Z1:n−1 , Xn ; dZn )



 i i π¬1 (X2:n ) dX2:n







i=1 Moreover



P1 (X1:n ; dZ1 )



Y N







i π1 (X1i |X2:n ) dX1i =



i=1



=



Y N



P1i (JZ, X1i , XKi1 ; dZ1i )



 Y N



= =



i=1 N Y







i=1



i=1 N Y



i π1 (X1i |X2:n ) dX1i



i P1i (JZ, X1i , XKi1 ; dZ1i ) π1 (X1i |X2:n ) dX1i



i P1i (JZ, Z1i , XKi1 ; dX1i ) π1 (Z1i |X2:n ) dZ1i



i=1 this last equality follows from Equation (8) in the lemma 2. Hence,



Z



P (X, dZ)



X



Y N



π(X i ) dX i







i=1



=



Z



N Y



X i=1











i P1i (JZ, Z1i , XKi1 ; dX1i ) π1 (Z1i |X2:n ) dZ1i P2 (Z1 , X2:n ; dZ2 ) · · ·



· · · Pn (Z1:n−1 , Xn ; dZn )



Y N i=1
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i i π¬1 (X2:n ) dX2:n







i = 1, . . . , N ,



P1i (JZ, Z1i , XKi1 ; dX1i )



is a i measure for the variable X1 which no longer appears in the integrand. Using i the fact that the integral of the kernel w.r.t. X1 is 1 we get:



In this last expression, for



Z



Y N



P (X, dZ)



X



π(X i ) dX i



the kernel







i=1



=



Z



N Y







X2:N i=1



i π1 (Z1i |X2:n ) dZ1i







P2 (Z1 , X2:n ; dZ2 ) · · ·



· · · Pn (Z1:n−1 , Xn ; dZn )



Y N



i i ) dX2:n π¬1 (X2:n







i=1



=



Z



N Y



X2:N i=1



P2 (Z1 , X2:n ; dZ2 ) · · · · · · Pn (Z1:n−1 , Xn ; dZn )



Y N



i i ) dZ1i dX2:n π(Z1i X2:n







i=1



Repeating this process successively for



3



X2



to



Xn



2



leads to (9).



Numerical tests



We present two examples in the context of hidden Markov models with hidden state variable



x`



and unknown parameter



θ.



In this case the natural choice



i



[3] for proposal distributions when using MwG samplers is ( ) the transition kernel of the state variable



x`



ii ) the prior distribution for the parameter



and (



θ.



3.1 A linear hidden Markov model We apply the parallel/interacting MwG sampler to a toy problem where a good estimate



π ˆ



of the target distribution



x`+1 = a x` + w` ,



is available. Consider



y` = b x` + v`



x1 ∼ N (¯ x1 , Q1 ), w1:n and v1:n are centered white Gaus2 2 sian noises with variances σw and σv . Suppose that b is known and a = θ is 2 unknown with a priori law N (µθ , σθ ). We also suppose that w1:n , v1:n , x1 and θ are mutually independent. for



` = 1 · · · n,



π



where



The state variable is



def



(x1:n , θ) and the target law is π(x1:n , θ) dx1:n dθ = law(x1:n , θ|y1:n ). 7



This law is not Gaussian, but we can perform a Gibbs sampler:



def



πx` (x` |x¬` , θ) dx` = law(x` |x¬` , θ, y1:n ) = N (m` , r2 ) , def



πθ (θ|x1:n ) dθ = law(θ|x1:n , y1:n ) = N (m, ˜ ˜r2 ) where



r2 , m` , ˜r2



( )



parallel/interacting MwG samplers, (



i N



samplers, (



and



m ˜



iii ) NGibbs



are known, see [2]. We will perform three algorithms:



ii ) N



parallel/independent MwG



parallel/independent Gibbs samplers.



Our aim is to show that making parallel samplers interact could speed up the convergence toward the stationary distribution. Because of its good con-



iii ) is



vergence property, method (



considered as a reference method. Here we



NGibbs = 5000 independent Gibbs samplers. π ˆ of the target density based on the NGibbs = 5000 nal values. Let π ˆx` be the corresponding `-th marginal denint,k sity. For methods (i ) and (ii ) we perform N = 50 parallel samplers. Let π ind,k be the kernel density estimates of the target density based on the and π int,k and π ind,k be the nal values of methods (i ) and (ii ) respectively. Let πx x` ` corresponding `-th marginal densities. k = 10000



perform



iterations of



We obtain a kernel density estimate



The parameter values for the simulations are



x1 ∼ N (4, 9), θ ∼ N (1, 4)



and



a = 2, b = 2, σw2 = 9, σv2 = 25,



n = 10.



For this example, in case of parallel/interacting MwG samplers, the proposal distribution of the



ith



chain to update the



`th



element of the



j th



chain is



`,prop j πi,j (x` |x¬` , θ) = N (θ xi`−1 , σw2 ) and the proposal distribution of the the



j th



chain



ith



chain to update the



θ



component of



`,prop j πi,j (θ |x1:n ) = N (1, 4) .



In the parallel/independent MwG samplers, these are the same distributions except that the chains are updated only with their own proposed candidate.



i



ii ), that is for πxk` = πxind` ,k



For each algorithm ( ) and (



k = Hence



1 n+1



k



Pn+1 k  `=1



`



with



def R



k` =



|πxk` (ξ) − π ˆx` (ξ)| dξ ,



and



πxint` ,k ,



we compute



` = 1···n + 1.



(10)



is a criteria of the error between the target probability distribution



and its estimation provided by the algorithm used. These estimations are based on a sample of size



N = 50



only, so they suer



from variability. This is not problematical, indeed we do not want to estimate L1 errors but to diagnose the convergence toward the stationary distribution. k So we use ` as an indicator which must decrease and remain close to a small value when convergence occurs.
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Fig. 1. : Evolution of the indicator k , see (10), for the parallel/independent MwG sampler (- -), and for the parallel/interacting MH sampler (). This evolution is depicted as a function of the CPU time and not as a function of the iteration number k . The residual error of about 0.22 for the second method is due to the limited size of the sample. : Evolution of the indicator k , see (10), for the parallel/independent MwG sampler (- -). After 5000 sec. CPU time, the convergence of this method is still unsatisfactory.



Right



To compare fairly the parallel/independent MwG algorithm and the paralk lel/interacted MwG algorithm, we represent on Figure 1 the indicator  for each algorithm not as a function of



k



but as a function of the CPU time. In



i



Figure 1 (left) we see that even if one iteration of algorithm ( ) needs more CPU than one of (



ii ), still the rst algorithm converges more rapidly than the



second one. This shows the ineciency of parallel/independent MwG on this simple model.



3.2 Ricker model We consider the Ricker discrete-time stock-recruitment model perturbated by a noise:



x`+1 = x` er−b x` ew` , where



r



is the growth parameter and



w`



` = 1 · · · n.



is a white Gaussian noise



N (0, σw2 ).



We suppose that measurements satisfy:



y` = h x` + v` where



v`



N (0, σv2 ). For notational convenience we only r is unknown so that the target law is



is a white Gaussian noise



h = 1. law(x1:n , θ|y1:n ).



assume that



Suppose that



We ran two parallel MwG samplers with and without interaction. The pa2 2 rameter values for the simulations are b = 0.02, r = 1.5, σw = 1, σv = 0.5, x1 ∼ N (3, 1), θ ∼ N (4, 22 ) and n = 20.
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For this example, in case of parallel/interacting MwG samplers, the proposal distribution of the



ith



`th



chain to update the



element of the



j th



chain is



`,prop j πi,j (x` |x¬` , θ) = LogNormal(log(xi`−1 ) + r − b xi`−1 , σw2 ) and the proposal distribution of the the



j th



chain



ith



chain to update the



θ



component of



`,prop j πi,j (θ |x1:n ) = N (4, 4) .



In the parallel/independent MwG samplers, these are the same distributions except that the chains are updated only with their own proposed candidate. To compare fairly the parallel/independent MwG algorithm and the parallel/interacted MwG algorithm, we represent on Figure 2 the chains which estimate the parameter



r for each algorithm, as a function of the CPU time. The



Figure 2 shows that interaction deeply improves the behavior of the algorithm. Indeed the chains of the MwG with interaction reach the neightbourhood of



r = 1.5



faster than the chains of MwG without interaction.
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Fig. 2. Evolution of the estimation of the parameter r versus the MCMC iterations: N = 50 parallel samplers without interaction (left) and 50 parallel samplers with interaction (right). Interactions clearly improve the convergence behavior.
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Conclusion



This work showed that making parallel MCMC chains interact could improve their convergence properties. We presented the basic properties of the MCMC method, we did not prove that the proposed strategy speeds up the convergence. This dicult point is related to the problem of the rate of the convergence of the MCMC algorithms. In the eld of particle ltering, it has been shown that making dierent copies of the same Markov chain interact improves the mixture properties and thus the rate of convergence of the associated algorithms. The approach presented in the paper is inspired by such a technique. As shown by the two examples of



10



Section 3, this argument also seems to be valid within the context of MCMC methods. Furthermore, this approach, as in the case of particle ltering, concentrates the computing eort in the relevant areas of space to be explored. Finally, the advantage of this method is to improve the convergence by mixing the parallel chains while maintaining the independence of the simulated sample. Through simple examples we saw that the MwG strategy could be a poor strategy. In this situation our strategy improved the convergence properties.
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A



Proof of the lemma 1



This construction follows the general setup proposed by Luke Tierney in [24]. The kernel is dened by:



P`i (JZ, ξ, XKi` ; dξ 0 )



def



=



Z RN



S i (JZ, ξ, XKi` , ζ 1:N ; dξ 0 ) × Qi` (JZ, ξ, XKi` ; dζ 1:N ) .



|`



selection kernel {z



}



proposal kernel



|



{z



This kernel consists rstly of proposing a population of RN sampled from:



N def Y



Qi` (JZ, ξ, XKi` ; dζ 1:N ) =



N



candidates



`,prop j πi,j (ζ |ξ) dζ j ,



}



ζ 1:N ∈



(A.1)



j=1 then secondly of selecting among these candidates or rejecting them according to a MH technique, i.e.



N def 1 X



S`i (JZ, ξ, XKi` , ζ 1:N ; dξ 0 ) =



where



α`i,j



N



is given by (5) and



α`i,j (ξ, ζ j ) δζ j (dξ 0 ) + ρ˜i` (ξ, ζ 1:N ) δξ (dξ 0 )



j=1



def



ρ˜i` (ξ, ζ 1:N ) = 1 − 11



1 N



PN



j=1



α`i,j (ξ, ζ j ).



(A.2)



Hence:



P`i (JZ, ξ, XKi` ; dξ 0 ) =



def



=



Z ζ 1:N



S`i (JZ, ξ, XKi` , ζ 1:N ; dξ 0 ) Qi` (JZ, ξ, XKi` ; dζ 1:N )



N Z N Y 1 X `,prop k α`i,j (ξ, ζ j ) δζ j (dξ 0 ) πi,j (ζ |ξ) dζ k N j=1 ζ 1:N k=1







+ 1−



 N Z N Y 1 X `,prop k α`i,j (ξ, ζ j ) πi,j (ζ |ξ) dζ k δξ (dξ 0 ) N j=1 ζ 1:N k=1



N Z 1 X α`i,j (ξ, ζ j ) δζ j (dξ 0 ) π`prop (ζ j |ξ) dζ j = j N j=1 ζ



 N Z 1 X i,j prop j j j α (ξ, ζ ) π` (ζ |ξ) dζ δξ (dξ 0 ) + 1− N j=1 ζ j ` 



=



N 1 X αi,j (ξ, ξ 0 ) π`prop (ξ 0 |ξ) dξ 0 N j=1 `







+ 1−



 N Z 1 X α`i,j (ξ, ξ 00 ) π`prop (ξ 00 |ξ) dξ 00 δξ (dξ 0 ) N j=1 ξ00



2



which correspond to Equations (4) to (7).



B



Proof of the Lemma 2



First let us consider the following lemma:



Lemma 4



For almost all (ξ, ξ 0 ) ∈ R2 :



`,prop 0 i i α`i,j (ξ, ξ 0 ) π` (ξ|Z1:`−1 , X`+1:n ) πi,j (ξ |ξ)



`,prop i i = α`i,j (ξ 0 , ξ) π` (ξ 0 |Z1:`−1 , X`+1:n ) πi,j (ξ|ξ 0 )



j j i i , X`+1:n ). for any `, i, j , (Z1:`−1 , X`+1:n ), and (Z1:`−1



Proof



For



(ξ, ξ 0 ) 6∈ R`i,j ,



the result is obvious. For



(ξ, ξ 0 ) ∈ R`i,j



a.e.:



i i , X`+1:n ) π`prop (ξ 0 |ξ) (r`i,j (ξ, ξ 0 ) ∧ 1) π` (ξ|Z1:`−1 i i i i = min π` (ξ 0 |Z1:`−1 , X`+1:n ) π`prop (ξ|ξ 0 ) , π` (ξ|Z1:`−1 , X`+1:n ) π`prop (ξ 0 |ξ)











i i = (r`i,j (ξ 0 , ξ) ∧ 1) π` (ξ 0 |Z1:`−1 , X`+1:n ) π`prop (ξ|ξ 0 ) .



2 12



ν(dξ 0 ×dξ) dened on (R2 , B(R2 )). that ν(A1 × A2 ) = ν(A2 × A1 ).



The left hand side of equality (8) is a measure For all



A1 , A2 ∈ B(R),



we want to prove



We have:



ν(A1 × A2 ) =



Z



i i P`i (JZ, ξ, XKi` ; A1 ) 1A2 (ξ) π` (ξ|Z1:`−1 , X`+1:n ) dξ



and



P`i (JZ, ξ, XKi` ; A1 )



N Z 1 X = 1A1 (ξ 0 ) α`i,j (ξ, ξ 0 ) π`prop (ξ 0 |ξ) dξ 0 + ρi` (ξ) 1A1 (ξ) N j=1



so that



ν(A1 × A2 ) =



N ZZ 1 X 1A1 (ξ 0 ) 1A2 (ξ) α`i,j (ξ, ξ 0 ) N j=1 i i π` (ξ|Z1:`−1 , X`+1:n ) π`prop (ξ 0 |ξ) dξ dξ 0



+



Z



i i ρi` (ξ) 1A1 (ξ) 1A2 (ξ) π` (ξ|Z1:`−1 , X`+1:n ) dξ



(B.1)



Using Lemma 4 we get:



N ZZ 1 X 1A1 (ξ 0 ) 1A2 (ξ) α`i,j (ξ 0 , ξ) ν(A1 × A2 ) = N j=1 i i π` (ξ 0 |Z1:`−1 , X`+1:n ) π`prop (ξ|ξ 0 ) dξ 0 dξ



+



Z



i i ρi` (ξ) 1A1 (ξ) 1A2 (ξ) π` (ξ|Z1:`−1 , X`+1:n ) dξ



Exchanging the name of variables



ξ ↔ ξ0



in the rst term of the right hand



side of the previous equality leads to the same expression as (B.1) where and



A2



were interchanged, in other words



ν(A1 × A2 ) = ν(A2 × A1 ).



A1 2
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