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ABSTRACT: The objective of this work is to develop a general framework for updating predictive models starting from observations taken from experience feedback. This paper aims at presenting a Markov chain Monte-Carlo sampling method that allows to update the PDF of input random variables. A general probabilistic updating scheme is developed, combining prior information on model parameters and data uncertainties. Then, the posterior output distribution is computed from the posterior PDF of input parameters. The approach is illustrated on the problem of updating the prediction of long-term creep strains in concrete. Another approach based on FORM and an inverse reliability algorithm is used for benchmarking. Although based on completely different assumptions, both methods provide remarkably close results, i.e. the updated 95% confidence interval of the creep strains. Keywords: creep. 1
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INTRODUCTION



are non physical. The alternative then is to rely upon expert judgment to feed the probabilistic model. From another point of view, large scale structures such as bridges, nuclear power plants, dams, etc. are often monitored all along their construction and service life. This kind of data may be in large amount. It usually deals with quantities (e.g. displacements, strains, etc.) which are response quantities instead of input parameters with respect to the model(s) of the structure. This monitoring data is used for itself, and rarely to infer model parameters. Different numerical methods (Geyskens et al. (1993); Yuen and Katafygiotis (2002)), dealing with Bayesian integration, have been proposed to evaluate the PDF of input parameters using response measurements. The aim of this paper is to present a so-called probabilistic updating method, with intends to compute the PDF of input parameters from a model and measures of response quantities. Precisely, the data is



Probabilistic methods in engineering mechanics have gained a lot of attention in the academic research in the past three decades, in domains ranging from structural reliability to computational stochastic mechanics (Ditlevsen and Madsen (1996)). In most problems, the accurate probabilistic description of the model input parameters remains a great challenge. This is of crucial importance though, if accurate probabilistic results are sought (e.g. probabilities of failure, etc.). When data on input parameters is available in a sufficient amount, classical statistics is used in order to prescribe the probabilistic model, e.g. the joint probability density function (PDF) of the input parameters. Unfortunately, in many situations, the data is hard to get or may even be inaccessible. This is the case when parameters are difficult to measure, when their collection in a sufficiently large amount is too expensive, or when they
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Provided x˜ is known, the above equation can be interpreted as the fact that e is a realization of a Gaussian random variable whose mean value is M(x, ˜ t) − ymes (t) and whose standard deviation is σ. Suppose the analyst has performed N measurements of the response quantity at time instants {tj , j = 1, . . . N }. The likelihood of experimental data, conditioned on x, ˜ reads:



introduced in a Bayesian framework. A prior density is given to those input parameters that are not well characterized. The posterior density is obtained using the Markov chain Monte Carlo method, in the form of a cascade Metropolis-Hastings algorithm (Tarantola (2005)). The approach is quite general, since it does not suppose that the model is linear nor that the input parameters are normally distributed. This kind of methodology has been successfully applied with the identification of dynamical models (Pillet et al. (2006)). In this paper, we also develop a FORM based approach for Bayesian updating of models: the methodology used in this paper refers to a first-order failure probability updating method proposed by Madsen (1987). Such a reliability method has been successfully applied on several industrial studies, see for example (Ellingwood 1996; Black and Makris (2003)). Both methods are illustrated and compared on updating of the long-term creep deformations in concrete containment vessels. 2 2.1



As said before, the true value of the input parameters x˜ is not known in practice. Casting the problem in a Bayesian framework, we consider the input vector as a random vector X(ω) with prior distribution px . The posterior PDF, denoted by fx , reads according to Bayes theorem (Droesbeke et al. (2004)):



MCMC BAYESIAN UPDATING where c is a normalizing constant value.



Formulation



Let y˜ (t) be the true value of the time-dependent response quantity y(t) of a mechanical system. Suppose that this quantity can be predicted by a mathematical model M, which depends on a vector x of input parameters. If the mechanical model M is “perfect” and if the true value x˜ of the input parameters is known for the system under consideration, one can write:



2.2 Markov chains Despite the conceptual appeal of Bayesian analysis, the implementation of Bayesian methods faces a major obstacle due to the requirement of evaluating posterior integrals which are often analytically intractable and even difficult to compute. A group of methods collectively known as Markov chain Monte-Carlo (MCMC) allow to draw a sample of dependent observations from the posterior PDF in Eq. (6). The availability of these methods has been the main reason for the increasing use of Bayesian methods in the recent years. MCMC methods simulate a discrete-time homogeneous chain: considering a PDF fX (x), realizations xi are sequentially generated, starting from an arbitrary x0 , and where xi+1 is independent from xi−1 , xi−2 , . . . . The various properties of MCMC methods allow to ensure the convergence of a Markov chain starting from any starting point x0 in a finished number of iterations k. A detailed presentation of the various properties of Markov chains is given in O’Hagan and Forster (2004). The algorithm of Metropolis-Hastings Metropolis et al., (1953) is an iterative sampling method which evaluates a Markov chain. The transition between xi and xi+1 reads:



In practice, none of these assumptions hold. Indeed, the input parameters are usually not well known, leading to the introduction of a random vector X(ω) for modeling them. In some cases, the random response Y (ω, t) is measured at a time instant t by an analyst through experimental investigations. The true value y˜ (t) may differ from the measurement value ymes (t):



where e is a realization of the measurement error  which is supposed to be a zero-mean Gaussian random variable with variance σ 2 :



From Eqs. (2),(3), one can write the consistency equation between measurement and model:
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where q(˜x | xi ) is the transition distribution and the acceptance probability α(xi , x˜ ) is defined by:



(b) else go to 2. (rejection), 5. evaluate the “likelihood” acceptance probability:



where Lx (˙) refers to Eq. (5). 6. compute a sample uL ∼ U[0,1]



For the transition distribution, a possibility is to generate a candidate x˜ by adding a random disturbance to xi . In this case, the transition distribution is:



(a) if uL < αL (xi , x) ˜ (acceptation) then xi + 1 ← x˜ and i = ← i + 1, (b) else go to 2. (rejection) Finally, K realizations of the random vector X with posterior PDF fX are generated. These samples allow to define a new stochastic model which can be coupled with the mechanical model M. Thus, the complete PDF of the response Y (t) = M(X , t) can be updated using posterior samples of the new input random vector, obtained by the “cascade” Metropolis-Hastings algorithm.



Moreover, if q is symmetrical, i.e. q(˜x − xi ) = q(xi − x˜ ) the acceptance probability defined in Eq. (8) becomes:



Eq. (10) means that any proposed transition to a parameter value, where the PDF of X is greater than the current value, is automatically accepted. This implies that the chain will have more samples in regions of high values of fX . A common choice for the transition distribution corresponds to:



2.4 Convergence In practice, the transition distribution qX is generally selected as uniform or Gaussian. The parameters of this PDF and more particularly the standard deviation, which is nothing but a scale parameter, must ensure that the support of fX is completely explored. If the scale parameter is small, the Markov chain will converge slowly. In contrast, if it is too large, the rate of acceptance α(xi , x˜ ) will be too low and the chain will not converge quickly either. The adjustment of the scale parameter can be carried out with a few samplings in order to obtain an acceptance rate between 0,25 et 0,5 (Droesbeke et al. (2004)). It is important to make sure that the final Markov chain of size K obtained by the Metropolis-Hastings algorithm is likely to be generated by the PDF fX of interest. It is possible to distinguish several classes of methods that ensure the control of convergence of the Metropolis-Hastings algorithm. One can find in (Mengersen, et al. (1998); Brooks and Roberts (1999)) various monitoring methods that can be classified as follow:



where ξ is random increment whose distribution does not depend on xi . Practically, ξ is zero-mean Gaussian or uniform random variable and its variance is the key feature which determines how fast the algorithm will perform in approximating the PDF fX . This implementation refers to a so-called random walk algorithm and this was the original version of the method suggested by Metropolis et al. (1953). 2.3



Metropolis-hastings algorithm



From the inverse probabilistic formulation made in the paragraph 2.1, the random vector X can be sampled from the posterior PDF given by Eq. (6). The MCMC method used in this work is a “cascade” Metropolis-Hastings as proposed by Tarantola (2005). The proposed algorithm is described below:



•



graphical methods such as the layout of the rough chain which allows to find the zones of non stationarity or slow sampling; • methods of discretization of the final chain such as Raftery and Lewis approach (Raftery and Lewis (1992)) which consists in evaluating the number of samples nm necessary to estimate the proposed PDF accurately, the length of the burn-in period n0 (i.e. the number of iterations that allow to eliminate the effect of the starting value) and the minimum batch (i.e. subsampling) step i0 ; • methods of inter-chains comparison where M chains are generated simultaneously and one chain



1. i = 0, initialize the chain to x 0 (in a deterministic or random way); while i ≤ K 2. generate a random increment ξ, compute x˜ = xi + ξ 3. evaluate the “prior” acceptance probability:



4. compute a sample up ∼ U[0,1] : ˜ (acceptation) then go to 5., (a) if up < αp (xi , x)
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Or:



is compared from each other. Non parametric statistic tests are performed to know if all subsamplings are independent and come from the same distribution.



In order to solve the inverse reliability problem efficiently, Der Kiureghian et al. (1994) proposed an algorithm based on the First Order Reliability Method (FORM). Associating to the target probability of failure Pfc a target reliability index βc = −−1 (Pfc ), where  is the standard normal cumulative distribution function (CDF), Eq. (16) is rewritten:



In this work, the Raftery et Lewis method is applied. The final Markov chain is obtained without the n0 first samplings and with K > nm where K is the length of the final chain. In fact, this method estimates the convergence rate of the chain only for a particular fractile of interest and does not provide a global information on the convergence of the entire chain. In this work, we apply the test on several fractiles and use the largest of the estimated burn-in times. Graphical methods such as Yu and Mykland tests (Yu and Mykland (1998)) are also performed in order to validate the sampling chains. 3 3.1



where PFORM (·) means that the probability of failure is computing using FORM analysis (Ditlevsen and Madsen (1996)). The algorithm proposed by Der Kiureghian et al. is a modification of the HLRF algorithm usually used in FORM analysis, see details in the referred paper.



BAYESIAN RELIABILITY UPDATING Inverse form method



Of interest here is the evolution in time of the yet-tobe-determined response PDF fY (y, t) of Y (t), and more precisely α-fractiles of the latter, which are denoted by yα (t) and defined by:



3.2 Computation of updated fractiles From Eqs. (2) and (3), one can define measurement events {Hj = 0} as:



In reliability theory, the performance function g(x), which depends from realizations of the input random vector x, allows to define the failure domain Df (resp. safety domain Ds ) as the set of points x satisfying g(x) ≤ 0 (resp. g(x) > 0). The limit-state surface is defined by the set of points satisfying g(x) = 0. The failure probability, corresponding to a specified failure event, is given by:



where yj represents the measurement value at time tj and e is supposed to be a realization of the error measurement , which is a zero-mean Gaussian random variable with variance σ 2 . Experimental measurements constitute an additional source of information which allows to update the failure probability by using the conditional events {Hj = 0}. A first order reliability approximation is proposed by Ditlevsen and Madsen (1996), chap. 13. The main results are summarized in the sequel, see Perrin (2006) for more details. The conditional probability P(g(X , t) ≤ 0 | H1 = 0 ∩ . . . ∩ HN = 0) is given by:



Fractiles yα (t) can be computed by considering Eq. (12) as an inverse reliability problem. In this case, the performance function is defined by:



where M is the model of the response quantity Y . The failure probability associated to the threshold y reads: where β0 (t) is the original reliability index associated to {g(X , t) ≤ 0}, β is the vector of the reliability indices associated to the events {{Hj ≤ 0}, j = 1, . . . N }, R is the matrix of generic term Rij = αi · αj and z is a vector of generic term zj = α0 · αj . In the latter equations, the α-vectors correspond to the usual unit normal vector to the limit state surface at the design point,



Finding the fractile yα (t) of the random response Y (t) can be cast as the following problem:
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the subscript “0” referring to the reliability problem {g(X , t) ≤ 0}, and the subscript “j” referring to the problems {{Hj ≤ 0}, j = 1, . . . N }. Thus, the updated counterpart of Eq. (17) is given by:



•



εdc (t, td , tl ) is the drying creep.



The following models are used for each component. The elastic strains are related to the stress tensor σ by Hooke’s law:



This problem can be solved by adapting the inverse FORM algorithm, and Eq. (21) becomes:



where Ei is the elastic Young’s modulus (measured at t = tl ) and νel is the Poisson’s ratio. The autogeneous and drying shrinkage are modeled by (time unit is the day in the sequel):



The original inverse FORM algorithm by (Der Kiureghian et al. (1994)) is taken as is, except that the current reliability index β(k) at iteration k is replaced by: ds In these equations, εas ∞ (resp. ε∞ ) is the asymptotic autogeneous shrinkage (resp. the asymptotic drying shrinkage), RH is the relative humidity in %, Rm is the drying radius (half of the containment wall thickness, in cm) and 1 is the unit tensor, meaning that these strains are isotropic. The basic creep is modeled by:



Note that matrix R does not change from one iteration to the next (it may computed and stored once and for all), in contrary to vector z.



4 APPLICATION EXAMPLE In this example, we consider the current part of a (cylindrical) containment vessel submitted to shrinkage and creep, see Sudret et al. (2006) and Heinfling et al. (2005) for further details. 4.1



where νc is the so-called creep Poisson’s ratio. The drying creep is modelled by:



Model for creep deformations



The total strain tensor ε can be decomposed into the elastic, creep and shrinkage components (Granger (1995)):



4.2 Random variables and measurment data In a prestressed concrete containment vessel, the stress tensor in concrete may be regarded as bi-axial in the current zone, i.e. having a vertical component σzz0 = 9.3 MPa and an orthoradial component σzz0 = 13.3 MPa. The drying radius, which is equal to half of the wall thickness, is 0.6 m. The cable tensioning is supposed to occur two years after the casting of concrete (tl − td = 2 years). Due to the presence of reinforcing bars and prestressed cables, the above equations for creep and shrinkage (initially obtained for unreinforced concrete) are corrected by a multiplicative factor λ = 0.82 obtained from the design code and experimental results. The other parameters



where: • td



• •



• •



(resp. tl ) denotes the time when drying starts (resp. the time of loading, i.e. cable tensioning in the present case); εel (t) is the elastic strain; εas (t, td ) is the autogeneous shrinkage, corresponding to the shrinkage of concrete when insulated from humidity changes; εds (t, td ) is the drying shrinkage; εbc (t, tl ) is the basic creep corresponding to the creep of concrete when insulated from humidity changes;
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Probabilistic input data.



Parameter Concrete Young’s modulus Poisson’s ratio Creep Poisson’s ratio Relative humidity Maximal autogeneous shrinkage strain Maximal drying shrinkage strain



Notation



Type of distribution



Mean



COV †



Ei νel νc RH εas ∞ εds ∞



Lognormal Beta [0,0.5] Beta [0,0.5] Lognormal Lognormal Lognormal



33,700 MPa 0.2 0.2 40% 90.10−6 526.10−6



7.4% 50% 50% 20% 10% 10%



† coefficient of variation.



Figure 1. Prior and Posterior PDFs of the most important parameters.



ones and are not shown here. The global influence of the random variables onto the uncertainties of the response model is taken into account by the sampling Markov chain method. For example, the prior and posterior PDFs of the so-called creep Poisson’s ratio νc , which is a non physical parameter, are strongly different. In particular, the variance of the posterior distribution is reduced by a factor 2 compared to the prior variance. Considering prior confidence interval plots shown in Figure 2, the MCMC approach and the Bayesian reliability approximation method give equivalent results. The probabilistic model largely underestimates (by a 40% factor) the median creep deformation and leads to a large scatter compared to the experimental measurements. The 95% confidence interval on the total strain is about five times as large as the 95% of the measurments, which makes the former useless in practice.



are supposed to be random. The related data is given in Table 1. No correlation was considered between the input random variables. A set of ten values for the total orthoradial strain are available. They have been obtained every 150 days between 1,150 and 2,500 days after the concrete drying process has started. Each strain measure has a standard deviation of 15.10−6 , meaning that the measured value is supposed to lie within a range of ±30.10−6 at a confidence level of 95%. 4.3 Results The cascaded Metropolis-Hastings algorithm has been applied and a 10,000-sample Markov chain is obtained. Plots of the PDFs of the four most important parameters of the stochastic model are given in Figure 1. The posterior PDFs of the less sensitive parameters of the model are very closed to the prior
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Figure 2. prior results.



Figure 3. posterior results.



days, for which a measured value ( = 1116 ± 30), which is of course not introduced in the updating scheme, is available. It clearly appears that the median updated curves obtained by both methods are almost identical and close the measurements. Moreover, the variance of the prediction (viewed here as the bandwith



Figure 3 presents the posterior 95%-confidence interval predicted by the two updating schemes presented above.Again, the measured values have been reported in the same figure. In order to judge the accuracy of the method, the prior and updated models are used to predict the total orthoradial strain at t = 3,968
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viscous heating of fluid dampers. Proc. ICASP 8, Applications of Statistics and Probability in Civil Engineering. Brooks, S. and G. Roberts (1999). Assessing convergence of Markov chain Monte-Carlo algorithms. Statist. Comput., 319–335. Der Kiureghian, A., Y. Zhang, and C. Li (1994). Inverse reliability problem. J. Eng. Mech. 120, 1154–1159. Ditlevsen, O. and H. Madsen (1996). Structural reliability methods. J. Wiley and Sons, Chichester. Droesbeke, J.-J., J. Fine, and G. Saporta (2004). Méthodes Bayésiennes en statistique. Technip. Ellingwood, B.-R. (1996). Reliability-based condition assessment and LRFG for existing structures. Struct. Safe. 18, 67–80. Geyskens, P., A. D. Kiureghian, and P. Monteiro (1993). BUMP: Bayesian Updating of Models Parameters. University of Berkeley, report UCB/SEMM-93/06. Granger, L. (1995). Comportement différé du béton dans les enceintes de centrales nucléaires. Ph. D. thesis, Ecole Nationale des Ponts et Chaussées. Heinfling, G., A. Courtois, and E. Viallet (2005). Reliabilitybased approach to predict the long-time behaviour of prestressed concrete containment vessels. In G. PijaudierCabot, B. Gérard, and P. Acker (Eds.), Proc. Concreep-7, ”Creep, shrinkage and durability of concrete and concrete structures”, pp. 323–328. Madsen, H. (1987). Model updating in reliability theory. Proceeding of ICASP-5, Vancouver, 564–577. Mengersen, L., M. Robert, and C. Guihenneuc-Jouyaux (1998). MCMC convergence diagnostics: a reviewww. In J. M. Bernardo (Ed.), Bayesian statistics 6, Oxford: Clarendon Press, pp. 415–440. Metropolis, N., A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E. Teller (1953). Equations of state calculations by fast computing machine. J. Chem. Phys., 1087–1091. O’Hagan, A. and J. Forster (2004). Kendall’s Advanced Theory of Statistics Vol 2B Bayesian Inference. Arnold. Perrin, F. (2006). Méthodes fiabilistes d’actualisation de modèles paramétriques. Technical Report RT-9999MPA007-002-A. Pillet, E., N. Bouhaddi, and S. Cogan (2006). Bayesian experimental design for parametric identification of dynamical structures. In B. H. V. Topping, G. Montero, and R. Montenegro (Eds.), Proc. 8th International Conference on Computational Structures Technology, Las Palmas de Gran Canaria, 2006. Raftery, A. and A. E. Lewis (1992). How many iterations in Gibbs sampler ? In ”Bayesian statistics 4, Oxford: University Press”. Sudret, B., F. Perrin, M. Berveiller, and M. Pendola (2006). Bayesian updating of long-term creep deformations in concrete containment vessels. In Proc. 3rd Asranet Colloquium, Glasgow, 2006. Tarantola, A. (2005). Inverse problem theory and methods for model parameter Estimation. Society for Industrial and Applied Mathematics. Yu, B. and P. Mykland (1998). Looking at Markov samplers through CUSUM path plots: a simple diagnostic idea. Statist. Comput. 8, 275–286. Yuen, K.-V. and L.-S. Katafygiotis (2002). Bayesian modal updating using input complete and incomplete response measurements. J. of Eng. Mech. 128 (3), 340–350.



between the curves) has decreased compared to the prior model. By taking MCMC results as a reference, the FORM based approach gives a larger 95% confidence interval. Note however that the maximum relative error between both approaches is about 4%. The bandwidth of the posterior 95% confidence interval is devided by 4 compared to the prior case.
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CONCLUSION



Predictive models of mechanical systems can reveal inaccurate when the physics is grossly described by the models and/or when the model parameters are not well known. In contrast, large mechanical systems are often monitored, and this valuable information is hardly used in order to improve the predictions. This paper compares two approaches that allow to update predictions in a Bayesian framework by including monitoring data. The first approach is based on the Bayesian updating of the prior densities of the input parameters.The posterior densities are simulated using a cascade Metropolis-Hasting. They are finally propagated through the model in order to obtain the updated PDF of response quantities. The second approach directly deals with the response quantities.The computation of “updated fractiles” of these quantities is cast as a modified inverse FORM problem, which is solved by an appropriate algorithm. Both approaches are compared for the prediction of long-term creep deformations in concrete. The prior model reveals poor and unable to predict the observed delayed strains. The posterior models obtained from both approaches allow to update the prediction in a way that is consistent with the data introduced. The capability in prediting long-term delayed strain is also checked by comparing the posterior prediction with a measured value (not included in the data used for updating). The posterior variance of the response obtained by MCMC reveals smaller than that obtained by the inverse FORM approach. As presented in this paper, the MCMC approach requires a large number of calls of the mechanical model, which was not a problem in the application example since the model was analytical. In order to apply this method to, say finite element models, appropriate metamodels should be used, which can be adapted within the Metropolis-Hastings algorithm. This work is currently in progress. REFERENCES Black, C. J. and N. Makris (2003). Uncertainty, parameter sensitivity and Bayesian updating in the problem of
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Series and Monte Carlo study of high-dimensional Ising models 

1 School of Physics and Astronomy, Beverly and Raymond Sackler Faculty of Exact Sciences,. Tel Aviv University ... in Glauber kinetics (heat bath). Our largest ...
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Monte Carlo and molecular dynamics ... - Michel Perez 

Jun 10, 2015 - locking by Cottrell atmospheres in low carbon Feâ€“C alloys. R.G.A. Veiga a,* .... journal homepage: www.elsevier.com/locate/scriptamat ... In spite of that, the MC simulations capture the main driving forces for carbon ...
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MONTE CARLO METOODS IN 6INANCE 

hope to predict some features of the process such as the average change in price ...... The table below gives some values of the spectral test statistic for some ...
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Owner's Manual - Monte Carlo Fans 

15 janv. 2003 - using the wire nuts already attached. White to white and blue to black. For. Canadian mount, attach blue /white molex from switch housing to black / white molex from light kit. 8. 3. 5. Lock ring installation. See â€œSHADE INSTALLATIO
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La Champagne - Monte-Carlo SBM 

Branzino del Mediterraneo ai ferri con finocchi / Grilled sea bass with fennel / Ð¡Ñ€ÐµÐ´Ð¸Ð·ÐµÐ¼Ð½Ð¾Ð¼Ð¾Ñ€Ñ�ÐºÐ¸Ð¹ Ð²Ð¾Ð»Ðº : Ð�Ð° Ð³Ñ€Ð¸Ð»Ðµ Ñ� ÑƒÐºÑ€Ð¾Ð¿Ð¾Ð¼. Sole entiÃ¨re petit bateau ...
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