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Chapter 11: Markov Chain Monte Carlo Methods

The main application of the MCMC methods that we present in this chap- ter is to .... A Markov chain is a sequence of random variables such that the next value. 
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Chapter 11 Markov Chain Monte Carlo Methods



11.1 Introduction In many applications of statistical modeling, the data analyst would like to use a more complex model for a data set, but is forced to resort to an oversimplified model in order to use available techniques. Markov chain Monte Carlo (MCMC) methods are simulation-based and enable the statistician or engineer to examine data using realistic statistical models. We start off with the following example taken from Raftery and Akman [1986] and Roberts [2000] that looks at the possibility that a change-point has occurred in a Poisson process. Raftery and Akman [1986] show that there is evidence for a change-point by determining Bayes factors for the changepoint model versus other competing models. These data are a time series that indicate the number of coal mining disasters per year from 1851 to 1962. A plot of the data is shown in Figure 11.8, and it does appear that there has been a reduction in the rate of disasters during that time period. Some questions we might want to answer using the data are: • What is the most likely year in which the change occurred? • Did the rate of disasters increase or decrease after the change-point? Example 11.8, presented later on, answers these questions using Bayesian data analysis and Gibbs sampling. The main application of the MCMC methods that we present in this chapter is to generate a sample from a distribution. This sample can then be used to estimate various characteristics of the distribution such as moments, quantiles, modes, the density, or other statistics of interest. In Section 11.2, we provide some background information to help the reader understand the concepts underlying MCMC. Because much of the recent developments and applications of MCMC arise in the area of Bayesian inference, we provide a brief introduction to this topic. This is followed by a discussion of Monte Carlo integration, since one of the applications of
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MCMC methods is to obtain estimates of integrals. In Section 11.3, we present several Metropolis-Hastings algorithms, including the random-walk Metropolis sampler and the independence sampler. A widely used special case of the general Metropolis-Hastings method called the Gibbs sampler is covered in Section 11.4. An important consideration with MCMC is whether or not the chain has converged to the desired distribution. So, some convergence diagnostic techniques are discussed in Section 11.5. Sections 11.6 and 11.7 contain references to MATLAB code and references for the theoretical underpinnings of MCMC methods.



11.2 Background



Bayes yesi an Inferenc Inference Bayesians represent uncertainty about unknown parameter values by probability distributions and proceed as if parameters were random quantities [Gilks, et al., 1996a]. If we let D represent the data that are observed and θ represent the model parameters, then to perform any inference, we must know the joint probability distribution P ( D, θ ) over all random quantities. Note that we allow θ to be multi-dimensional. From Chapter 2, we know that the joint distribution can be written as P ( D, θ ) = P ( θ )P ( D θ ) , where P ( θ ) is called the prior and P ( D θ ) is called the likelihood. Once we observe the data D, we can use Bayes’ Theorem to get the posterior distribution as follows P ( θ )P ( D θ ) P ( θ D ) = ----------------------------------------- . ∫ P ( θ )P ( D θ ) dθ



(11.1)



Equation 11.1 is the distribution of θ conditional on the observed data D. Since the denominator of Equation 11.1 is not a function of θ (since we are integrating over θ ), we can write the posterior as being proportional to the prior times the likelihood, P ( θ D ) ∝ P ( θ )P ( D θ ) = P ( θ )L ( θ ;D ) . We can see from Equation 11.1 that the posterior is a conditional distribution for the model parameters given the observed data. Understanding and



© 2002 by Chapman & Hall/CRC



Chapter 11: Markov Chain Monte Carlo Methods



427



using the posterior distribution is at the heart of Bayesian inference, where one is interested in making inferences using various features of the posterior distribution (e.g., moments, quantiles, etc.). These quantities can be written as posterior expectations of functions of the model parameters as follows



∫ f ( θ )P ( θ )P ( D θ ) dθ E [ f ( θ ) D ] = --------------------------------------------------- . ∫ P ( θ )P ( D θ ) dθ



(11.2)



Note that the denominator in Equations 11.1 and 11.2 is a constant of proportionality to make the posterior integrate to one. If the posterior is nonstandard, then this can be very difficult, if not impossible, to obtain. This is especially true when the problem is high dimensional, because there are a lot of parameters to integrate over. Analytically performing the integration in these expressions has been a source of difficulty in applications of Bayesian inference, and often simpler models would have to be used to make the analysis feasible. Monte Carlo integration using MCMC is one answer to this problem. Because the same problem also arises in frequentist applications, we will change the notation to make it more general. We let X represent a vector of d random variables, with distribution denoted by π ( x ). To a frequentist, X would contain data, and π ( x ) is called a likelihood. For a Bayesian, X would be comprised of model parameters, and π ( x ) would be called a posterior distribution. For both, the goal is to obtain the expectation



∫ f ( x )π ( x ) dx E [ f ( X ) ] = ------------------------------- . ∫ π ( x ) dx



(11.3)



As we will see, with MCMC methods we only have to know the distribution of X up to the constant of normalization. This means that the denominator in Equation 11.3 can be unknown. It should be noted that in what follows we assume that X can take on values in a d-dimensional Euclidean space. The methods can be applied to discrete random variables with appropriate changes.



Monte C ar lo Int Int egration gration As stated before, most methods in statistical inference that use simulation can be reduced to the problem of finding integrals. This is a fundamental part of the MCMC methodology, so we provide a short explanation of classical Monte Carlo integration. References that provide more detailed information on this subject are given in the last section of the chapter.
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Monte Carlo integration estimates the integral E [ f ( X ) ] of Equation 11.3 by obtaining samples X t , t = 1, …, n from the distribution π ( x ) and calculating n



1 E [ f ( X ) ] ≈ --- ∑ f ( X t ) . n



(11.4)



t=1



The notation t is used here because there is an ordering or sequence to the random variables in MCMC methods. We know that when the X t are independent, then the approximation can be made as accurate as needed by increasing n. We will see in the following sections that with MCMC methods, the samples are not independent in most cases. That does not limit their use in finding integrals using approximations such as Equation 11.4. However, care must be taken when determining the variance of the estimate in Equation 11.4 because of dependence [Gentle, 1998; Robert and Casella, 1999]. We illustrate the method of Monte Carlo integration in the next example.



Example 11.1 For a distribution that is exponential with λ = 1, we find E [ X ] using Equation 11.4. We generate random variables from the required distribution, take the square root of each one and then find the average of these values. This is implemented below in MATLAB. % Generate 500 exponential random % variables with lambda = 1. % This is a Statistics Toolbox function. x = exprnd(1,1,1000); % Take square root of each one. xroot = sqrt(x); % Take the mean - Equation 11.4 exroothat = mean(xroot); From this, we get an estimate of 0.889. We can use MATLAB to find the value using numerical integration. % Now get it using numerical integration strg = 'sqrt(x).*exp(-x)'; myfun = inline(strg); % quadl is a MATLAB 6 function. exroottru = quadl(myfun,0,50); The value we get using numerical integration is 0.886, which closely matches what we got from the Monte Carlo method.
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The samples X t do not have to be independent as long as they are generated using a process that obtains samples from the ‘entire’ domain of π ( x ) and in the correct proportions [Gilks, et al., 1996a]. This can be done by constructing a Markov chain that has π ( x ) as its stationary distribution. We now give a brief description of Markov chains.



Markov Chains Chains A Markov chain is a sequence of random variables such that the next value or state of the sequence depends only on the previous one. Thus, we are generating a sequence of random variables, X 0, X 1, … such that the next state X t + 1 with t ≥ 0 is distributed according to P ( X t + 1 X t ) , which is called the transition kernel. A realization of this sequence is also called a Markov chain. We assume that the transition kernel does not depend on t, making the chain time-homogeneous. One issue that must be addressed is how sensitive the chain is to the starting state X 0 . Given certain conditions [Robert and Casella, 1999], the chain will forget its initial state and will converge to a stationary distribution, which is denoted by ψ. As the sequence grows larger, the sample points X t become dependent samples from ψ. The reader interested in knowing the conditions under which this happens and for associated proofs of convergence to the stationary distribution is urged to read the references given in Section 11.7. Say the chain has been run for m iterations, and we can assume that the sample points X t , t = m + 1, …, n are distributed according to the stationary distribution ψ. We can discard the first m iterations and use the remaining n – m samples along with Equation 11.4 to get an estimate of the expectation as follows n



1 E [ f ( X ) ] ≈ -------------n–m



∑



f(Xt ) .



(11.5)



t = m+1



The number of samples m that are discarded is called the burn-in. The size of the burn-in period is the subject of current research in MCMC methods. Diagnostic methods to help determine m and n are described in Section 11.5. Geyer [1992] suggests that the burn-in can be between 1% and 2% of n, where n is large enough to obtain adequate precision in the estimate given by Equation 11.5. So now we must answer the question: how large should n be to get the required precision in the estimate? As stated previously, estimating the variance of the estimate given by Equation 11.5 is difficult because the samples are not independent. One way to determine n via simulation is to run several Markov chains in parallel, each with a different starting value. The estimates from Equation 11.5 are compared, and if the variation between them is too
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great, then the length of the chains should be increased [Gilks, et al., 1996b]. Other methods are given in Roberts [1996], Raftery and Lewis [1996], and in the general references mentioned in Section 11.7.



Analy Analyzing the O ut put put We now discuss how the output from the Markov chains can be used in statistical analysis. An analyst might be interested in calculating means, standard deviations, correlations and marginal distributions for components of X . If we let X t , j represent the j-th component of X t at the t-th step in the chain, then using Equation 11.5, we can obtain the marginal means and variances from n



X,j



1 = -------------n–m



∑



Xt , j ,



t=m+1



and n



S



2 ,j



1 = ----------------------n–m–1



∑



2



( Xt , j – X , j ) .



t=m+1



These estimates are simply the componentwise sample mean and sample variance of the sample points X t , t = m + 1, …, n. Sample correlations are obtained similarly. Estimates of the marginal distributions can be obtained using the techniques of Chapter 8. One last problem we must deal with to make Markov chains useful is the stationary distribution ψ. We need the ability to construct chains such that the stationary distribution of the chain is the one we are interested in: π ( x ). In the MCMC literature, π ( x ) is often referred to as the target distribution. It turns out that this is not difficult and is the subject of the next two sections.



11.3 Metropolis-Hastings Algorithms The Metropolis-Hastings method is a generalization of the Metropolis technique of Metropolis, et al. [1953], which had been used for many years in the physics community. The paper by Hastings [1970] further generalized the technique in the context of statistics. The Metropolis sampler, the independence sampler and the random-walk are all special cases of the Metropolis-
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Hastings method. Thus, we cover the general method first, followed by the special cases. These methods share several properties, but one of the more useful properties is that they can be used in applications where π ( x ) is known up to the constant of proportionality. Another property that makes them useful in a lot of applications is that the analyst does not have to know the conditional distributions, which is the case with the Gibbs sampler. While it can be shown that the Gibbs sampler is a special case of the Metropolis-Hastings algorithm [Robert and Casella, 1999], we include it in the next section because of this difference.



Metropol Metropol is- Has Hast ing ings Sampler Sampler The Metropolis-Hastings sampler obtains the state of the chain at t + 1 by sampling a candidate point Y from a proposal distribution q ( . X t ) . Note that this depends only on the previous state X t and can have any form, subject to regularity conditions [Roberts, 1996]. An example for q ( . X t ) is the multivariate normal with mean X t and fixed covariance matrix. One thing to keep in mind when selecting q ( . X t ) is that the proposal distribution should be easy to sample from. The required regularity conditions for q ( . X t ) are irreducibility and aperiodicity [Chib and Greenberg, 1995]. Irreducibility means that there is a positive probability that the Markov chain can reach any non-empty set from all starting points. Aperiodicity ensures that the chain will not oscillate between different sets of states. These conditions are usually satisfied if the proposal distribution has a positive density on the same support as the target distribution. They can also be satisfied when the target distribution has a restricted support. For example, one could use a uniform distribution around the current point in the chain. The candidate point is accepted as the next state of the chain with probability given by  π ( Y )q ( X t Y )  α ( X t, Y ) = min  1 , ---------------------------------  .  π ( X t )q ( Y X t ) 



(11.6)



If the point Y is not accepted, then the chain does not move and X t + 1 = X t . The steps of the algorithm are outlined below. It is important to note that the distribution of interest π ( x ) appears as a ratio, so the constant of proportionality cancels out. This is one of the appealing characteristics of the Metropolis-Hastings sampler, making it appropriate for a wide variety of applications.
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PROCEDURE - METROPOLIS-HASTINGS SAMPLER



1. Initialize the chain to X 0 and set t = 0 . 2. Generate a candidate point Y from q ( . X t ) . 3. Generate U from a uniform ( 0, 1 ) distribution. 4. If U ≤ α ( X t, Y ) (Equation 11.6) then set X t + 1 = Y , else set X t + 1 = Xt . 5. Set t = t + 1 and repeat steps 2 through 5. The Metropolis-Hastings procedure is implemented in Example 11.2, where we use it to generate random variables from a standard Cauchy distribution. As we will see, this implementation is one of the special cases of the Metropolis-Hastings sampler described later.



Example 11.2 We show how the Metropolis-Hastings sampler can be used to generate random variables from a standard Cauchy distribution given by 1 ; f ( x ) = ---------------------2 ( π 1+x )



–∞ < x < ∞ .



From this, we see that 1 f ( x ) ∝ --------------2 . 1+x We will use the normal as our proposal distribution, with a mean given by the previous value in the chain and a standard deviation given by σ . We start by setting up inline MATLAB functions to evaluate the densities for Equation 11.6. % Set up an inline function to evaluate the Cauchy. % Note that in both of the functions, % the constants are canceled. strg = '1./(1+x.^2)'; cauchy = inline(strg,'x'); % set up an inline function to evaluate the Normal pdf strg = '1/sig*exp(-0.5*((x-mu)/sig).^2)'; norm = inline(strg,'x','mu','sig'); We now generate n = 10000 samples in the chain. % Generate 10000 samples in the chain. % Set up the constants. n = 10000;
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sig = 2; x = zeros(1,n); x(1) = randn(1);% generate the starting point for i = 2:n % generate a candidate from the proposal distribution % which is the normal in this case. This will be a % normal with mean given by the previous value in the % chain and standard deviation of 'sig' y = x(i-1) + sig*randn(1); % generate a uniform for comparison u = rand(1); alpha = min([1, cauchy(y)*norm(x(i-1),y,sig)/... (cauchy(x(i-1))*norm(y,x(i-1),sig))]); if u 
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