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1. Introduction Die eigentliche Ursache für die Veränderung des Usus ist nichts anderes als die gewöhnliche Sprechtätigkeit.1



One of the basic truths of linguistics is that living languages change, and that dead languages do not. An obvious conclusion is that, therefore, language users might be to blame for language change. As the opening citation shows, I am not the ﬁrst one to voice this suspicion. However, linguistics as a discipline has been rather reluctant to formally investigate the exact impact of language users’ behaviour on language change. Of course, two centuries of linguistic investigation have shown in some detail how languages change, that some subsystems are more inclined to change than others, and that there are regularities in language change. But the question of why languages change the way they change has rarely been explicitly addressed. Many scholars have speculated on the causes of language change,2 but as far as I am aware, there are few formal studies of language change that can match what has been done in theoretical biology or in certain disciplines of social science.3 Paul’s citation can be reformulated in a slightly more modern, post-Saussurean way as follows: changes in the linguistic system of a language are the consequence of the pragmatic biases acting on the users of that language, and the fact that subsequent generations have to learn from the production of preceding generations. Thus, one important step in this kind of research program is to spell out what possible pragmatic biases acting on a speciﬁc subsystem of language are, and to explore in a systematic and precise way their implications and long-term consequences. The main issue I am interested in is the question of the change of meaning through time, and of changes in grammatical systems associated with changes of meaning. The basic take-home message is the following: linguistic change is not a causal force in itself; it is the eﬀect of the interaction of communicating agents. This paper will provide a formal model of the Aoristic Drift of the present perfect in terms of an inﬂation process, rendering operational an idea by Dahl (2001). In a nutshell, the idea is that speakers overrate the current relevance of



1)



The true cause of the change of the usus is nothing but the common activity of speaking. Hermann Paul (1995: 1, § 16). 2) As evidenced by the citation from Paul (1995). 3) Among the exceptions is the pioneering work of Mattausch (2004).
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their contributions, and that hearers do not fully adjust for this. The framework I will use for investigating this claim is an Iterated Learning Model (see Smith et al., 2003), which is a convenient way to study the impact of pragmatic forces and learning on the diachronic development of natural language. The vision of language endorsed is that language is a complex adaptive system (see Ellis and Larsen-Freeman, 2009), and that it can and should be studied using the same techniques as other complex adaptive systems in biology and the social sciences: game theory and simulation. This paper is structured as follows: in section 2, I will brieﬂy present the Aoristic Drift with respect to French, and I will motivate the decision to treat the phenomenon as an inﬂationary process. Section 3 introduces Iterated Learning Models and shows how they can be applied to the Aoristic Drift. Section 4 is concerned with some challenges posed by the data with respect to diachrony, and modiﬁes the model to deal with some of these. Section 5 concludes the paper. 2. The Aoristic Drift of the Present Perfect It was Antoine Meillet—the “father” of grammaticalisation, since he coined the term—who ﬁrst observed (in Meillet, 1909/1982) that present perfects often “invade” the domain of simple past tenses, and eventually replace them. This process has come to be known in the literature as the “Aoristic Drift of the present perfect”. Meillet’s original observation concerned Indo-Iranian languages, but he also explicitly made the connection with the situation in his native language, French, where the simple past form had become rather marginal compared to the compound present perfect. The Aoristic Drift is one of the best known grammaticalisation processes, and it has been investigated in many typologically unrelated languages (one important contribution was made by the so-called Bybee-Dahl school).4 Therefore, we understand relatively well the grammaticalisation paths of present perfects, and we also know of present perfects (and simple pasts) that did not follow these welltrodden paths. There is also a rich body of literature on the synchronic properties of present perfects and simple past tenses. All these facts make the Aoristic Drift of the present perfect a convenient starting point for an attempt at formalisation. Before we begin, let me brieﬂy review the diachronic development of Latin to French, where we see quite clearly what needs to be addressed. Taking French as our example has several advantages:



4)



See, e.g. Bybee and Dahl (1989), Bybee (1985), Dahl (1985).
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i) we know (a variant of ) the language spoken 2000 years ago—that is, Latin; ii) intermediate stages are relatively well attested; and iii) the Aoristic Drift has come close to its end: the older tense form (the passé simple) has been almost completely eliminated from the language. 2.1. From Latin to French Contemporary French—like many other languages—has at least two ways of locating past events: a morphologically simple tense-form (the passé simple) and a compound form (the passé composé).5 The passé simple has disappeared from oral conversation, and is only maintained in highly formal registers of written language; everywhere else, the passé composé prevails. It is a fair guess that the passé simple will disappear from French. I will show now very brieﬂy how this situation came about.6 The compound passé composé is a Romance innovation; it did not yet exist in (classical) Latin. However, the passé simple comes straight down from the Latin perfectum. This tense could have what one may call “current relevance” uses: (1)



Nunc intellexi.7 Now understand.perf.1sg “Now, I have understood/I have got it.”



Intuitively, in (1), what is at stake is not so much the past issue of understanding, but rather its consequences at speech time. In that sense, (1) illustrates a classic current relevance reading of the perfectum. On the other hand, the same tense could also have “aoristic”—that is, full-ﬂedged past—uses. This is illustrated in (2), containing a narrative sequence in the perfectum: (2)



Prandente eo quondam, canis extrarius e having-breakfast.abl he.abl one day, dog.nom foreign.nom from triuio manum humanam intulit mensæ=que road-junction.abl hand.acc human.acc bring.perf.3sg table.dat = and subiecit.8 put under.perf.3sg



5)



French, like other Romance languages, also has an “imperfective” past form, the imparfait, but for expository reasons, I will ignore this form. 6) For a more detailed description, see, e.g., Harris (1982), Lindstedt (2000), Caudal and Vetters (2007), de Acosta (2006). 7) Plautus, Cistelaria, 624. Cited from Guisard and Laizé (2001: 223). 8) Suetonius, Life of Vespasian, 5, 5–8. Cited following Deléani and Vermandern (2003: 122), my glosses and translation.



G. Schaden / International Review of Pragmatics 4 (2012) 261–292



265



“One day, when he [Vespasian] had breakfast, a foreign dog brought a human hand from a road junction and put it under the table.”



Note that in a language like English, one could not use the present perfect in (2), and the simple past tense would be obligatory (as opposed to (1), where the present perfect would be perfectly felicitous). One extremely simpliﬁed way of seeing Latin is that this language had one form (the perfectum) where languages like English have two (the present perfect and the simple past). While the perfectum was one of the diachronic sources of the passé simple, some of its forms are also thought to be one of the sources of the passé compose. The passive voice of the perfectum was constructed analytically, and some verbs, the so-called deponentia—which were formally passive, but semantically active—formed the perfectum with an auxiliary to be and a past participle. (3)



Locutus est mecum amicus tuus bonæ spoken.part.nom is with me friend.nom of you.nom good.gen indolis […]9 disposition.gen “A friend of yours of great promise has spoken to me.”



However, there was no direct equivalent to the later passé composé; there was no way of opposing (based on current-relevance criteria) the analytic form in (3) to the synthetic form in (2). Once a present perfect form had emerged (the passé composé), the successor to the perfectum, the passé simple, declined both in acceptable contexts and in absolute frequency, and lost terrain to its compound competitor. A well-known (but poorly understood) stage of development is the situation attained in the xviith century, with the so-called (and probably ill-named) “24-hour rule”: for anything that “is at least one day away from the day on which we speak”, one must use the passé simple; else one uses the passé composé.10 (4) a. J’écrivis hier. I wrote yesterday. b. *J’ai écrit hier. I have written yesterday. b. J’ai écrit ce matin | cette nuit. I have written this morning | this night.



9)



Seneca, Epistulæ Morales Ad Lucilium, I, 11. See Arnauld and Lancelot (1754: 150). The judgments in (4) are extrapolated from that same page. 10)
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b. *J’écrivis ce matin | cette nuit. I wrote this morning | this night.



While one may doubt whether the description oﬀered by Arnauld and Lancelot (1754) is completely appropriate, similar hodiernal present perfects have been described for various Spanish dialects.11 In French, this system broke down in the xviiith century: Bonnot de Condillac (1798: 172 f.) notes that for him, (4-b) is acceptable. In current French, even (4-a) has become unacceptable, because yesterday seems to have too strong a link to the moment of utterance for the passé simple. Thus, what needs to be explained given the French development—which is rather typical for the grammaticalisation process—is the following: i) what is the cause of the rarefaction of the passé simple; and ii) what is the cause of the thriving of the passé composé. Following Schaden (2009), I will assume that this is actually the same problem, which calls for a single causal explanation, and that competition is a driving factor in the change in frequency between present perfects and simple pasts. I also adopt the assumption that the diﬀerence between English and French (or medieval vs. contemporary French) present perfects is not an issue of diﬀerent grammatical encoding (i.e., of syntax or semantics),12 but of parameters of use (i.e., pragmatics), as will be made clearer below. It is important to stress that the present proposal does not deal with the question of how or why a given form can become a present perfect. I merely investigate what happens to the present perfect and the simple past once there is a “real” present perfect. Therefore, syntactic and semantic changes leading up to the creation of a present perfect are excluded from the inquiry. I assume here tentatively (like Sæbø, 2009) that once the subject of the HAVE + Participle can be the agent of the verb, no further syntactic or semantic change takes place.13



11)



See, e.g., Real Academia Española (2009: 1729ﬀ.). Unfortunately, hodiernal perfects are nearly completely absent from the formalist literature, probably because it is a mystery how such a system works. 12) There clearly are aspectual diﬀerences; the claim is however that with respect to temporal localisation, French and English present perfects are the same. 13) I am aware that this is a maximalist position that few scholars will agree with. Even in Schaden (2009), the boundary between a mere resultative and a full-ﬂedged present perfect is drawn in a more conservative manner. Crucially, there, a present perfect has to focalise on the event itself, whereas a resultative focalises on its resultant state.
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In section 3, I will ﬂesh out the causal mechanism that I will use in this paper. But before, let us have a brief look at a framework that traditionally deals with language change, namely grammaticalisation theory, and some of its oﬀ-shoots, where the idea of treating grammaticalisation as an eﬀect rather than a cause, was ﬁrst introduced. 2.2. The Aoristic Drift and Its Connection to Inﬂation We owe an enormous amount of descriptive work to scholars working in the framework of grammaticalisation theory. Yet what I call the “standard grammaticalisation-view” also has severe shortcomings. The most important is in my mind the strong tendency to see grammaticalisation as a force in itself, and as an explanatory principle.14 Several researchers15 feel that the time has come to take the step toward an explanation of grammaticalisation, and to see linguistic change not as a blind force in itself, but as the eﬀect of language use, returning thus to a position articulated a century ago by Hermann Paul. I fully agree with them, and this article should be seen as an outgrowth of this tradition. However, the existing proposals remain quite vague, or non-applicable; this article proposes to improve upon this situation. What is new here is not the underlying idea—which has already been stated in remarkably modern terms in the ﬁrst chapter of Paul (1995)—but its implementation in a very basic, but still running simulation. The general idea of explaining (at least some instances) of language change as inﬂation comes from Dahl (2001), though he did not study any particular case under this assumption. But while his basic intuition is valuable, his examples fall short of a true inﬂationary process, and are rather instances of once-only devaluations. For instance, Dahl gives the example of the professor-title (initially reserved to university professors) awarded at some point to a greater number of people. If we assume that the value of a title is inversely proportional to the number of persons bearing it, the value of the title will certainly be diminished. Therefore, there clearly is a correlation between the meaning and the frequency of a form in this case. However, this example simply illustrates a transition from one equilibrium into another. Once the new value has been attained, no further movement out of the equilibrium is expected. Furthermore, the cause of the change is purely exogenous: an external institution (for instance, the government) causes the ﬂuctuation, and not some inherent (meaning) component in the title.



14) 15)



See e.g. the discussion in Newmeyer (2001), Janda (2001). E.g., once again, the inevitable Dahl (2001), and Bybee (2003).
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Figure 1. The price-wages spirale.



A typical inﬂation process is diﬀerent. Inﬂation is generally seen as an autocatalytic cycle, that is, a process having eﬀects that reinforce the process. For instance, inﬂation provokes eﬀects that cause further inﬂation, and once in the cycle, there is no easy way out of it. The idea can be illustrated with the familiar price-wages spiral (see Figure 1). Once prices rise, the price-wages spiral is maintained by two forces: the desire of workers to maintain their standard of living (and their ability to do so, which will cause a rise in salaries when faced with higher living costs) and the desire of companies to maintain their level of proﬁts (and their ability to do so, which will cause a rise in prices when facing higher production costs). Inﬂation in this model is a runaway process, a dynamic system, and has clearly identiﬁed endogenous causes for instability. There is no need to appeal to an external intervening factor (such as a government, a central bank, or a mysterious “inﬂation force”). The aim of this paper is to propose an underlying causal mechanism for the Aoristic Drift, and to model it as an autocatalytic process. Before proposing such a model, I will brieﬂy discuss why this might be a good idea in the ﬁrst place. Grammaticalisation theory often suggests16 that grammaticalisation is a unidirectional and irreversible process (see Haspelmath, 1999). Inﬂation as illustrated in the price-wages spiral displays these properties of unidirectionality and irreversibility, which makes it a suitable model of the speciﬁc type of linguistic change that is grammaticalisation. If one is to investigate causal models of linguistic change, it must be based on explicit assumptions and in a dynamic system. Modelling the Aoristic Drift of the present perfect as an inﬂationary process can provide us with such a dynamic model.



16)



It is not very clear (to the author of these lines) what force one should attribute to this claim (suggestion, prediction, statistical correlation?). Generally, grammaticalisation theorists are rather unimpressed by counterexamples to this generalization.
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Figure 2. An iterated learning model.



Second, an inﬂation-based model of (an instance of ) grammaticalisation gives empirical content to grammaticalisation, and will—I hope—eventually lead to a falsiﬁable theory of linguistic change, based on the interplay between the use of language, and its reacquisition by a following generation. It may give us a way of providing an explicit model of the idea of Hyman (1984: 73), who famously suggested that grammaticalisation was “the harnessing of pragmatics by a grammar”. Finally, in developing a formal model of language change, we are required to explicitly state assumptions that generally remain implicit—which is likely to advance our comprehension of the phenomenon, and to suggest new and previously unexpected areas of data collection. 3. An Iterated Learning Model of the Aoristic Drift Iterated Learning Models (see Smith et al., 2003) provide a useful idealised model of language acquisition and transmission across time. Their basic outline is shown in Figure 2. The idea is that language acquisition depends on some input data (the primary linguistic data), and learners of generation n infer a grammar (their linguistic competence) based on that data and their learning bias. This linguistic competence in turn is the base of the agent’s actual linguistic behaviour, which will provide data for the acquisition process of the next generation n+1 of learners. These new learners acquire a grammar, produce data based on that grammar, and provide data to yet another generation of learners n+2, etc. The model is idealised in the sense that here, one generation of agents passively observes the language from the preceding one, without any linguistic interaction. These agents then turn from hearers into speakers, and produce data within that single generation (which is observed by the next generation), and ﬁnally, they die away. So, generations are discrete, and agents have the unique role of hearers when they are “young”, and speakers when they are “old”. I will use this framework to simulate the diachronic evolution of present perfects and simple pasts. Since we need an explicit learning mechanism, and explicit assumptions about (at least parts of ) the meaning of simple pasts and present perfects, these assumptions will be introduced next.
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3.1. Applying Iterated Learning Models I assume with standard non-formalist linguistics that present perfects encode some sort of “current relevance” of the eventuality with respect to speech time. Among formalists, appealing to current relevance has been largely frowned upon for not being a precise and operative notion. I think that given recent advances in pragmatics,17 those worries no longer apply, and that it is possible to give a precise deﬁnition of current relevance.18 In any case, I take it that a formalist’s perfect states or Extended Now intervals are technical devices to capture or to encode current relevance, and that there is no (necessary) contradiction between assuming that perfects encode current relevance and that they contain a perfect state (at least, this is the line of thought pursued in Schaden, forthcoming). I assume that current relevance is gradable, and that it has to be relativised with respect to a discourse participant. I assume furthermore that the degree of current relevance can be measured on an interval ranging from 0 (denoting the complete absence of current relevance) to 1 (denoting the absolute acme of current relevance). Since present perfects encode current relevance denoting devices (for instance, Extended Now intervals or perfect states) that past tenses lack, they are situated at the upper end of the interval (i.e., between some n and 1), and past tenses at the lower end (i.e., between 0 and some n). I assume that, for some n, the hearer infers—based on the data he is exposed to—the interval to which the simple past tense and the present perfect apply, following the schema illustrated in (5). (5) a. Past tense = [0,n]



b. Present perfect = [n,1]



In order to get a working model of acquisition of n, I need to make one more assumption, namely, that hearers have as a common prior a probability distribution of past events with respect to the current relevance these events have, along a graph as provided by the diagram in Figure 3.



17)



See Merin (2003), or Parikh (2009). In Schaden (forthcoming), I show a possibility of how this can be done (see also appendix 6 (: 289)). Technically, current relevance is a relation between two propositions, involving 18)



i) a proposition containing an event description situated before the moment of utterance (thus, ∃e [ e ≺ n ∧ … ]; and ii) a proposition containing a perfect state holding at the moment of utterance (thus, ∃s [ s ○ n ∧ …]). In order to avoid the rather laborious “the current relevance of a proposition containing a description for the event e”, I will grant myself the liberty of speaking sloppily of the “current relevance of e”.
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Figure 3. A probability distribution for current relevance of past events.



At ﬁrst sight, this assumption is extremely strange, and it is important to distinguish the components that are mere technical simpliﬁcations from the components containing actual theoretical commitments. I argue that the prior probability distribution is a convenient simpliﬁcation, allowing us to abstract away from one level of complexity in the data, and that its profound signiﬁcation is not that a learner comes preequiped with innate knowledge of past events’ probability distributions with respect to current relevance. As I see it, the actual theoretical commitments are the following: i) hearers can calculate the degree of current relevance of a sentence based on information contained in the sentence and the utterance-context of that sentence, and hearers keep track of the calculated degrees; ii) hearers maintain a probability distribution of the current relevance of events in the past that actually happened; and iii) the overall proﬁles of the two probability distributions remain stable across generations.
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If these three conditions hold, hearers will establish over time a probability distribution of past events’ current relevance. Therefore, assuming a common prior eliminates the need of doing the actual calculations entailed by the three conditions, and allows us to simply pass the value of n from generation to generation. In that sense, it is an idealisation, which allows a simpliﬁcation of the simulation, but does not imply any commitment to innate knowledge of a speciﬁc probability distribution. A further idealisation I make is that learning is perfect, and that the n acquired faithfully reﬂects the n in the production of the preceding generation. According to the probability distribution in Figure 3, if a hearer was exposed to 10% present perfects and 90 % simple pasts, (s)he would set n at around 0.7; for 50% present perfects and 50 % simple pasts, n would be set at 0.5. Note that the shape of the probability distribution in Figure 3 is not based on any empirical investigation, but for illustrative purposes, we will stick to it for the moment. It will turn out that the precise shape of the curve does matter, and so I will investigate the inﬂuence of diﬀerent types of probability proﬁles below in section 4. So far, we have considered the learning process. Let us now consider the production side, and how we can bring dynamics into the model. 3.2. A Pragmatically Driven Process The basic idea of the diachronic dynamics of present perfects and simple pasts is that using a form encoding current relevance is a rhetorical strategy of the speaker, inviting a pragmatic inference on the hearer side. Therefore, the process entails an eﬀort by the hearer. A rhetorical strategy will be the more eﬀective the rarer it is: if a speaker signals current relevance too often, the hearer will infer—based on world knowledge—that the base level from which the speaker is willing to signal current relevance cannot be very high. The basic idea driving the dynamics in the model is that speakers have a tendency to overestimate the current relevance of their contribution (as illustrated in the left diagram of Figure 4), and that hearers do not (or not fully) adjust for this. The interpretation (and acquisition) of the current relevance threshold n follows one line, and the production follows the other. Let us walk through an example. Assume that the initial value of n (noted n0) is 0.7, which means 10 % of present perfects in the input. Since the production probability distribution is shifted to the right, speakers will believe that by an n0 at 0.7, they are entitled not to a mere 10 %, but say 13 % of present perfects. In the next generation of hearers, the fact that the present perfect has become more frequent will entail setting n1 to a value below n0. Speakers will adopt n1, overuse the present perfect, such that n2 < n1 (and more generally, for each nk, if nk ≠ 0,



G. Schaden / International Review of Pragmatics 4 (2012) 261–292



Figure 4. Speaker-hearer divergence and its dynamics.
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nk+1 < nk). This will drive n towards 0, where the system has an equilibrium, that is, when the past tense is extinct, and the present perfect has taken over all of its uses. On the right side of Figure 4, I have plotted the values for diﬀerent initial n’s. It is obvious that this system has two equilibria, one where n is 1 (that is, where there is only a simple past tense), and one for n = 0 (that is, where the only available form is the present perfect). If the value of n falls below 1 (that is, if a present perfect form is used in the language), under our current assumptions, the system converges over time to n = 0. This is illustrated by the curve that appears to start at 1, but whose initial n is in fact 0.999 (that is, 1 ‰ of present perfects in the input and 999 ‰ of simple pasts). After 40 generations, the simple past tense will be close to extinction (actually, it takes 25 more generations before the plotting software reaches a frequency it considers indistinguishable from 0).19 The equilibrium at n = 1 is dynamically unstable, that is, if a slight error occurs, n will diverge from that point and not attain it again. However, n = 0 is a dynamically stable point: should an error occur (such as all misapprehension in learning or production), n will reconverge towards this equilibrium. The plot on the right side of Figure 4 adopts the speaker and hearer probability distributions displayed on the left diagram of the same ﬁgure. It is important to notice that the degree of overestimation will inﬂuence the speed of convergence to 0—higher overestimation leads to faster drops—but does not impact the behaviour of the system: if the speaker overestimates his current relevance contribution, and if the frequency of present perfects is not equal to 0, the simple past tense will mechanically end up being eliminated. Having now set up the basic model, and considered its properties, we need to evaluate its empirical predictions for the diachronic evolution of present perfects and simple past tenses. But before doing that (in section 4), I will brieﬂy discuss the plausibility of the proposed causal explanation.



19)



One should be careful and not equate the time of a generation in the present model— which should be simply thought of as an acquisition-production cycle—with something like a human generation of around 30 years, and try and make an estimate of how much a speaker overestimates his current relevance distribution based on some diachronic data. The graph in Figure 4 is simply meant to show that given my assumptions, the simple past will disappear, and it will disappear faster or more slowly depending on the divergence of speaker and hearer probability distributions and on the initial value of n.
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3.3. Why Should Anyone Overestimate One’s Current Relevance Contribution? An overestimate of current relevance by the speaker—so some might think— may sound plausible when it comes to modern, “Western” societies, given their focus on individualism, and the tendency of individuals to put themselves forward. But what about non-Western societies? And even for Western societies, are we entitled to assume that in the past, similar processes were at work? After all, Meillet’s original observation concerned Indo-Iranian languages, and the Aoristic Drift aﬀected those as well. In this section, I will address these worries, and provide two diﬀerent explanations for the current relevance overestimate: one based on self-serving biases, and the other one on the epistemic nature of current relevance. These explanations are not mutually exclusive, and may both account simultaneously for a part of the global phenomenon. I will start with the (partly) linguistic part of the explanation. Whatever deﬁnition one would like to adopt for current relevance (or for relevance generally), it should be obvious that it has to be relative to the epistemic state of an agent (that is, the sum of beliefs and knowledge held). Even for the perfectly cooperative speaker, wishing to objectively state the current relevance of his contribution φ, and having exactly the same metric of current relevance as the addressee, an identical assessment of the current relevance of φ by all parties involved can only be guaranteed if speaker and hearer share the same epistemic state. Of course, that latter condition will very rarely apply. Therefore, it is highly unlikely that two agents will concur in their judgement of the current relevance of a speciﬁc utterance. Yet this does not imply that speakers should overestimate their average current relevance contribution; it might just as well happen that they underestimate it, or that over the long run, the average estimated level of current relevance will be the same in hearers and speakers. However, because speaking is a costly type of signalling (even if it may not be very costly, being quiet will deﬁnitely save some eﬀort), one should expect speakers to utter only what seems important to them, or what a speaker considers to be important to others. But this can be restated in terms of relevance: signalling will concern what appears relevant, and this will again depend on the speaker’s epistemic state. Therefore, the epistemic nature of (current) relevance is a possible source of the speaker’s bias. Notice that this explanation does not exploit any conscious form of “putting oneself forward”; it merely requires that other agents’ epistemic states are (at least partly) private—which they arguably are. Let me now discuss the second possible cause for the proposed current relevance overestimate, which comes from the area of evolutionary psychology,20



20)



See Trivers (2011) for a recent book-length discussion.
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namely, the study of self-serving biases, that is, cognitive biases that favour a positive image of oneself, and that background or eliminate negative components. One well-known example of such a bias is that people do not do very well in self-ranking tasks, where they have to estimate their own merits compared to a larger group. Trivers (2011) reports a study according to which 94 % of academics judged themselves as belonging to the upper half of their profession. Needless to say, given any known method of calculating an average, this cannot correspond to reality. Trivers’ explanation of this phenomenon is that agents (humans, but also animals) resort to self-deception in order to better deceive others. For humans, conscious deception is diﬃcult, because it involves overhead in cognitive load (one simultaneously has to keep track of two conﬂicting narratives), which makes it prone to detection—and which may have detrimental eﬀects on ﬁtness. In order to minimize detection, it is advantageous if the deceiver is convinced that what he signals corresponds to reality. Once again, as Trivers stresses, deception is not speciﬁc to humans or higher primates; it is omnipresent in nature (think of cuckoos vs. their host birds). Moreover, as Trivers reasons, in the long run, evolution should favour agents capable of deceiving themselves, because their deception of others will be detected less. Therefore, since the overestimation of one’s own capabilities is by no means speciﬁc to humans, and because overestimating the current relevance of an utterance is an instance of that more general type of overassessment, there is no reason to doubt in principle that such a process aﬀects non-Western and premodern societies as well. In sum, the proposed causal mechanism for the Aoristic Drift of the present perfect does not rely on any cultural or social preconditions that would be speciﬁc to our human societies in the contemporary Western world. Instead, it uses much more fundamental principles that should aﬀect any community of evolved, non-omniscient and communicating agents. 4. Empirical Coverage of the Model and Predictions Let us now come to the empirical coverage of the proposed model, and the predictions one can extract from it. First of all, without the competition of two (or perhaps more) forms, there is no base for the proposed causal mechanism to operate on. I will not discuss the plausibility of this assumption here, but if it turned out that a present perfect changed its meaning without aﬀecting the meaning of the simple past, that would be a severe problem for my model. Second, and this is the point I will spend some time dwelling upon, the model—as it stands—deterministically and continuously drives the simple past out of the language, as soon as a present perfect comes into use. Even given the usual everything else being equal restrictions, this is probably not a realistic
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assumption. It seems that quite often, the relative distribution of past tense vs. present perfect remains stable for quite some time (see the situation in English, which has not moved in the expected direction for some time, as studied by Burgos, 2004). There are also cases in which the outcome of the process may be reversed: in Argentinean Spanish, the use of present perfects is extremely restricted, whereas the simple past form thrives (see Burgos, 2004). There might be several diﬀerent reasons for such a development, which may or may not be related to my proposed causal mechanism. One way of accounting for a third stable state or a reversal of the process would be to introduce another causal force heading in the opposite direction, which checks the inﬂuence of the overestimation by the speaker at some point. I will not adopt such an explanation in this paper, for it would complicate considerably the conceptual apparatus. Instead, I will explore how the present monocausal approach can be adapted to allow for multiple equilibria. As I alluded to previously, there are two assumptions I have made that are crucial to the continuous and deterministic nature of the displacement of the simple past tense: ﬁrst, the shape of the probability distribution (which has been unimodal so far, that is, it had one single highest point);21 and second, the idea that speakers globally overrate their current relevance contribution. 4.1. Exploring Multi-Modal Probability Distributions Let us turn ﬁrst to the assumption of unimodality in the current relevance probability distribution. There are good reasons to think that this assumption is false, because a major impact on the distribution of current relevance levels through data will be the genre the utterance belongs to. I would like to suggest that we see the notion of genre not as the usual literary notion, opposing novels to poetry or personal or oﬃcial letters, but to deﬁne it as a collection of similar language games (similar with respect to their average current relevance distribution, in our case).22



21)



Technically, the mode is the value (or the values) that occurs most frequently in a data set. The sensitivity of present perfects and simple pasts to discursive entities and relations was noted quite some time ago by scholars like Benveniste (1966/1974)—with his opposition between discours and récit—and Weinrich (1986, 1993)—who opposes the experienced world to the narrated world. However, the notion of genre used here has properties that are probably rather diﬀerent from what these authors had in mind. Under my assumptions, a genre—which one may see as well as a grammatical context—is not a well-delimited entity, which would be perfectly insulated from all other genres. It is probabilistic in nature and constituted of occurrences that 22)



278



G. Schaden / International Review of Pragmatics 4 (2012) 261–292



Assume for the sake of argument that we have two genres, with a rather clearcut separation with respect to their current relevance levels, as illustrated in Figure 5.23 These two genres might be dubbed “past narration” vs. “explaining present state by past event”. I will consider two cases in which the inﬂationary process might come to a stand-still: ﬁrst, it might very well be the case that the speaker does not globally overrate his current relevance contribution, but only for a given genre (or a set of genres). For instance, he might overrate the current relevance of his actions on a current state, but not the current relevance of his narration of Julius Caesar’s invasion of Gaul. Therefore, one might get the situation depicted in Figure 6. Here, we will not get a continuous drop of n leading to the elimination of the simple past tense, but a situation where two tenses coexist. Depending on the initial value of n, the situation will stabilize at one point or another. High values—except n = 1, which is again an equilibrium—will drop to some equilibrium point, whereas low initial values will remain stable (see the right side of Figure 6). It is important to stress at this point that under the present assumptions, one does not obtain a conﬁguration where the upper genre uses one tense exclusively, and the lower genre uses only the other.24 While the upper genre will be felicitous only with present perfects, the lower one will be divided between past tense and present perfect. The degree to which present perfects are appropriate with the lower genre will depend on the degree of separation between the two genres. The more the lower tail of the upper genre’s probability distribution penetrates the upper tail of the lower genre’s probability distribution, the more the present perfect will be admissible in the lower genre. This fact provides us with a means



cluster around some point along some common meaning dimension (here, current relevance) which provides a link between several genres. Therefore, in principle, genres can very well interpenetrate to diﬀerent degrees. Whether one would want to conceive of these genres as clearly separated or not is largely an empirical question and also an issue of the particular problem one has in mind. In this paper I will insist on the continuous meaning dimension that they have in common. On the empirical side, I only wish to make the point here that sometimes, it is not that clear which kind of genre (or grammatical context) a given linguistic entity exempliﬁes—which is a motivation for a probabilistic account, and interpenetrating genres. 23) Nothing hinges on the fact of having two or more genres. For the sake of simplicity, I will only consider the case of two genres in this paper. 24) This will only occur if both genres are cleanly separated. I will consider this possibility below.
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Figure 5. A bimodal current relevance distribution, as the result of the overlap of two genres.
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Figure 6. A bimodal speaker and hearer distribution with partial overestimation.
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of reconciling the position advocated here, where simple pasts and present perfects are neatly separated along a continuum, and the idea in Schaden (2009), where a [±current relevance] feature opposed simple past tenses and present perfects. Under these assumptions, one of the two forms is marked, and the other one unmarked, which means that, depending on the language, either the present perfect or the simple past is the passe-partout form. One way of reformulating this is that there exists a genre in which both forms are acceptable; it does not require us to say that those two forms would be entirely equivalent.25 Therefore, a semantico-pragmatic theory of the Aoristic Drift can account for multiple stable states, if genres are taken into account. The prediction is that the equilibrium should go down to the lower boundary of the genre for which the speaker overestimates his current relevance contribution.26 Let us consider now a second conﬁguration under which there is no unique stable state, even assuming that the speaker overestimates his current relevance contribution with respect to every single genre: namely when the genres are separated clearly enough, with a separating interval where the values of both genres are equal to 0. In this case, though the speaker will overestimate his contributions with respect to both genres, there is no possibility of “biting” on the curve of the second genre. Such a situation is depicted in Figure 7. As shown in the picture on the right, even though the overestimation is global, once again a stable equilibrium is attained where both tenses can coexist.27,28



25)



The present model is at least consistent with the German conﬁguration of Schaden (2009); the English conﬁguration—with the simple past tense as default—is trickier. According to the assumptions of the present paper, in a stable conﬁguration with partial overestimation, there should always be at least one genre that is restricted to the present perfect. 26) Technically, in a situation like displayed in Figure 6, we have inﬁnitely many equilibria, since low initial n’s will not undergo any change. 27) Interestingly, in Figure 7, for an initial value of n at 0.5, the value of n actually increases before reaching an equilibrium. This is caused by the fact that—although the speaker overestimates his current relevance contribution for every single genre—this does not lead to an overrating of the current relevance contribution for every single value of n. In fact, in the given conﬁguration, the speaker actually underrates it for values between 0.46 and 0.59—the area where the values rise rather than fall. Notice that this area represents a mere 3‰ of total cases, so the global impact on frequency will be rather low. Notice also that if one comes from “above”, the value will drop until it reaches a stable point, and will not miraculously go up again. 28) There also exists a dynamically unstable equilibrium at ≈ 0.46. However, for practical reasons this equilibrium is pointless, since the slightest deviation will cause the value of n to converge towards one of the stable equilibria, at 0.6 or at 0, respectively.
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Figure 7. A bimodal distribution with “holes”, and its impact on the evolution of n.
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For lower values of n, it will drop to 0. Here, we can make a generalization: if we have global overestimation by the speaker, with k genres, the system 2k equilibria, of which k are dynamically stable. To sum up, the proposed model does not inevitabely predict a continuous and deterministic disappearance of the simple past tense; depending on the parameters of the probability distributions, it may or may not become extinct. The relevant parameters are the shape of the probability distribution (whether it is unior multimodal), and whether the speaker overestimates the current relevance of his contributions systematically, or only with respect to certain genres. While these predictions are likely hard to test in practice, they are testable in principle, and the model is evaluable, as we will discuss below in further detail. Thus, there is no need to postulate a counter-acting force in order to account for multiple stable states. However, the proposed causal explanation excludes a situation where the value of n ﬁrst goes down, and then suddenly goes up again. Unfortunately, such processes do exist, as we will see in section 4.2. 4.2. Reversals of the Aoristic Drift (or Worse) Our overall goal should be to model all kinds of linguistic change, not only the ones corresponding to “grammaticalisation”—that is, directed grammatical change along pathways—or even grammatical change. Therefore, in the end, we should strive for a general explanation of language change in terms of the impact of language use. How does the present model of grammatical change in present perfects and simple past tenses fare with respect to this broader goal? Reversals of the Aoristic Drift may be rare,29 but they do exist. In Romance, we ﬁnd Portuguese (see Amaral and Howe, to appear) and some varieties of Spanish (notably in Argentina; see Burgos, 2004), where the present perfect is clearly used less today than in the past. These cases cannot be accounted for in the current model; however, adding a counter-acting force might provide us with a way to deal with them. What this counter-acting force is, and whether it will suﬃce, must be left for further research. Notice, however, that the impact of a more conservative written or older variety will not suﬃce to bring the process to a halt, if we assume that the variety of the immediately preceding generation is also taken into account. In Figure 8, I illustrate a case where the hearer calculates n as the arithmetic mean of the ns of k preceding generations. While such historical memory may slow down the process considerably, it will not be able to stop the process completely. 29)



I do not know of anybody having quantitatively assessed this issue, but grammaticalisation theorists’ metaphor of “pathways” implies that the frequency of forms going down the pathway must be higher than those swimming against the current.
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Figure 8. The impact of memory on the aoristic drift (for the unimodal distribution in Figure 4).



While reversals of the Aoristic Drift might be dealt with by the introduction of an additional causal factor with basically the same underlying assumptions, there are phenomena that require a more profound revision of the setup. One of these phenomena is languages that maintain the two tense-forms, but which have reanalysed them in unexpected ways. One example—once again in Romance—is provided by some dialects of Romanian (see Cojocaru, 2003: 145), which have maintained both the present perfect and the simple past forms, but where the present perfect form has become the general perfective past tense, and where the simple past has become an immediate past expression (i.e., he arrived means something like “he has just arrived”). Such cases cannot be dealt with in the present model, where the present perfect is semantically hardcoded to be situated on the upper end of the present perfect interval, and the simple past on the lower end. Probably, in such cases, the notion of current relevance ceases to be useful at some point, and another opposition in the meaning space emerges. Once again, how to deal with such cases must be left to further investigation. One crucial aspect of all of these phenomena is the breakdown of compositionality at some point in the historical development, and the emergence of
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what Laca et al. (2010) call “grammatical idioms”, that is, constructions having idiosynchratic restrictions. But since our model presupposes a certain degree of compositionality, involving the idea that present perfects code some kind of current relevance, such phenomena are beyond what can be investigated with the model in its current form. 4.3. Evaluating the Model The model presented here proposed a simple simulation of the diachronic evolution of simple pasts and present perfects in a given language. Before turning to the question of how it may be checked against data, and which of its theoretical assumptions may be problematic, let me brieﬂy summarize the main predictions and results obtained by using the model. One result is that in any kind of conﬁguration, there will be at least two stable states, namely one where there are only present perfects, and one where there are only simple past tenses. There may be more stable states, which under the assumptions of the model can be linked to the number of genres, their degree of separation, and the global or partial nature of the proposed cause for the diachronic change, namely the overestimation of current relevance by the speaker. All these results may be validated or invalidated by empirical investigations of the evolution of present perfects and simple pasts in individual languages. I also made a number of background assumptions, which may or may not stand up to empirical investigation. I will brieﬂy sketch in section 4.4 what kind of data would be needed to assess the validity of the basic assumptions and the obtained results, and I will discuss the more problematic theoretical issues in section 4.5. 4.3.1. Empirical Investigations to Validate (or Invalidate) the Model Any suggestion that the frequency of a form plays a role in the meaning of a form (which is not that uncommon; see Bybee, 2003) would gain from a frequency count of naturally occuring data, or here, from a frequency count of simple pasts vs. present perfects. Given modern computers, such frequency counts are possible; what is lacking is the appropriate data. Since genres are likely to play a decisive role, searching Project Gutenberg and counting all occurrences of tenses in its texts is not suﬃcient for our purposes. We need a corpus that reﬂects the right kinds of genres in the right proportions, that is, ideally, a complete corpus of the data (oral and written) that several persons are exposed to over several days (and this for as many languages as possible). Since the establishment of such a corpus would be extremely intrusive, we would already beneﬁt from an educated guess as to how such a corpus might be constituted. In order to empirically check the proposed idea, we will also need a way of
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assessing the current relevance of an event or proposition in a context without referring to the information provided by tense. This process of assessing current relevance could rely on the presence of temporal adverbials, but also of rhetorical relations. A temporal adverbial like then may indicate that the relevance of an event should not be calculated with respect to speech time, but with respect to another event in the context; similarly, within a narration or an elaboration, the relevance of an event may be directed towards another event rather than towards speech time. Given the extreme complexity of linguistic change, the number of factors that might impact it, and the very consequent level of simpliﬁcation I used here, it should be clear that naturally occurring data will rarely, if ever, precisely mirror the model. However, it should also be clear that constructing a model as complicated as the real world it represents will not help us much in understanding the interdependence of its features. I have chosen a plausible cause for a speciﬁc kind of linguistic change, and I have shown that it can be responsible for certain aspects of that change. Other causes certainly do exist; they remain to be identiﬁed, and it needs to be worked out precisely how they aﬀect the data. 4.3.2. Methodological Issues The present paper takes a rather inhabitual stance on some methodological issues,30 namely the assumption that there is a continuous parameter along which some grammatical phenomena may vary. I will defend this decision here, and mention some of its implications (which may seem worrying). There are basically two kinds of visions of how (language and other) evolution may work: the variationist and the transformist perspective.31 Under the variationist view, every species is internally diﬀerentiated, and change is the eﬀect of some subgroup reproducing more successfully than others. For instance, if a species shows bigger individual size as time goes by, it is because bigger individuals have for some reason greater reproductive success, which increases the proportion of big individuals in the population. This in turn will increase the mean size within the population. Darwinism is a transformationist theory of evolution, and as far as I am aware, in biology it is the only vision of evolution currently entertained. Transformationism holds that a given tendency (for instance a tendency of increase in size) applies to all members of a species, such that all oﬀspring will be bigger than their respective parents. This is a Lamarckian position, which has



30) 31)



This was pointed out to me by one of the anonymous reviewers. For a graphical representation of the diﬀerence, see Futuyma (2005: 7), in his Figure 1.4.
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been thoroughly discredited in biology. Now unfortunately, the view defended in this paper looks suspiciously transformationist—like much of the grammaticalisation literature (as I interpret it). So, do I need to reread my Darwin, and get things right—in a variationist perspective? I will argue that this is not necessary. First, the main focus of this paper is not the internal diversity of present perfects, but the interdependence of the distribution of present perfects and simple past tenses. Both of these may be internally diﬀerentiated, but this is simply not relevant for the issue at stake here. In a competition situation, there must be some parameter that allows us to indicate the dynamics of the long-term development, and this parameter may be (quasi-)continuous. For instance, if two species compete for a common food resource, if one of them has greater eﬃciency in harvesting it and gets more oﬀspring out per food-unit, this species will out-compete its competitor—and the oﬀspring/food-unit ratio will be the quasi-continuous parameter. In our case, we face a similar situation: present perfects and simple pasts compete for the current relevance resource, and present perfects simply do better. Second, the kind of evolution (variationist or transformationist) that prevails also depends on the interaction of the replicators, and on the kind of their transmission. If in biology variationist evolution seems to be the only type that exists, it is because (non-human) animals cannot directly modify the replicators (that is, their genes) when they are transmitted (by sexual reproduction, mostly). In language, the replicators (i.e., vocabulary items, constructions, grammatical rules) are at least in principle open to direct modiﬁcation by speakers, be that in a conscious or unconscious manner. Therefore, one cannot conclude that—because transformism has been shown to be false in biology—it must be false for linguistics and language evolution as well. Finally, let me situate the present work within the catchphrase-space of “grammaticalisation as X”. I perceive in both optimality theoretic and generativist investigations of language change a strong tendency to view change as driven principally by optimisation. The present paper takes a much more pessimistic position on (at least this particular instance of ) language change: it basically is a tragedy of the commons. Because speaker interests conﬂict with hearer interests, an existing (and useful) meaning opposition is lost in the long run, just like continued overﬁshing makes a ﬁshery unsustainable in the long run. I do not doubt that some instances of language change are eﬀectively due to optimisation processes; I simply think that language change due to conﬂicting speaker-hearer interests is more frequent than the current literature may suggest.
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5. Conclusions and Perspectives In this paper, I have presented a basic simulation of the Aoristic Drift of the present perfect and the disappearance of the simple past tense in the framework of an Iterated Learning Model, which is a rather straightforward implementation of the standard grammaticalisation view of the Aoristic Drift of the present perfect. I have shown that these phenomena may be caused by an overestimation of the current relevance contribution of a speaker, which is not completely checked for by the hearer. I provided justiﬁcation for why such an explanation is plausible. I have also shown that the model is sensitive to genres—deﬁned as collections of related language games—and that multiple equilibria are possible when there are multiple genres. Thus, this causal explanation does not commit me to a deterministic end of the Aoristic Drift inevitably resulting in the extinction of the simple past tense. I am committed, however, to the idea that—under the assumptions I stated—the grammatical change is irreversible, and that at best, a stable state may be achieved where the two forms co-occur. Let me conclude with some words on the utility and necessity of simulations in the investigation of language change. The factors that trigger and fuel language change are extremely complex, ranging (at least) from pragmatics (as proposed here) to sociolinguistics and politico-military factors (e.g., in case of foreign conquest). The data we have access to are very limited, and unlikely to augment in the future, and, due to accidents of transmission, hardly ever representative of the global linguistic situation of a population.32 Therefore, one position would be to simply abandon the idea of investigating the causes of language change, and to stick to the description of language change. While description is the indispensable base of any scientiﬁc endeavour, there is no need to abandon the search for causal explanations. Moreover, the outcome of the search for causal explanations may guide us with respect to where to look for new data, which may have been considered irrelevant so far. As pointed out by Gilbert (2008: 3), simulations have been developed to deal with situations where experiments are impossible or undesirable, as is generally the case with social systems (and language is, at some level of description, a social system). Clearly, we cannot choose a group of people, isolate them for a few hundred years, check to see what happened to their language, and compare that to a control group. Even if we could, that would teach us nothing about the causes of the observed changes. However, we



32)



The volcanic cataclysm of Mount Vesuvius in 79 ad for instance has considerably increased our knowledge of Latin spoken “in the street”. However, unfortunately for historical linguists, and fortunately for mankind, volcano eruptions of this kind are rather infrequent events.
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can set up a simulation, which is an experiment on a model, and then compare the assumptions made in the model with what happened eﬀectively “in the world”. The Edinburgh-group around Simon Kirby have demonstrated the fruitfulness of this approach for the investigation of the emergence of language; I think that subsequent work will show that simulation is also a fruitful way of investigating the historical development of natural languages. 6. Appendix: Current Relevance—a Sketch Current relevance is too complex an issue to be dealt with in a satisfactory manner in this appendix. However, by using a notion of current relevance that is gradable, and ranging from 0 to 1, I owe the readers at least a proof of concept that it is feasible. Therefore, I will provide a brief sketch of how one can integrate the work by Portner (2003) on the perfect state into the general formal theory of relevance established by Merin (1999, 2003).33 Portner’s basic idea is that the perfect state corresponds to a topic in discourse, and adding an event in the present perfect means that one can infer (maybe given intermediate steps) the truth of the perfect state at the moment of utterance. Merin uses conditional probabilities in order to formalise the notion of relevance in a decision theoretic framework, whose ambition is to get a grip on argumentative properties of language. I dispense with argumentation, and propose a nonargumentative version of current relevance.34 Intuitively, the basic idea is the following: contrary to Portner, I do not require that the event e allows us to infer the truth of the perfect state s. I merely require that the occurrence of e has an impact on the probability of s to hold at the moment of utterance. And this impact on the probability of s is the current relevance of e. Let us now look how this can be formally implemented. The formula in (6) is a relatively straightforward implementation of Merin’s notion of relevance, diﬀering essentially in that it ignores argumentativity and maps on the interval [0,1] instead of [–∞,+∞]. (6)



33)



The current relevance of an event e (where e precedes the moment of utterance n) with respect to a perfect state s (overlapping n) and an epistemic state i of an agent at n—written CRis ( e )—is deﬁned as follows:



For a more comprehensive treatment, see Schaden (forthcoming). For a more general discussion of why and where non-argumentative relevance is needed, see Winterstein and Schaden (2011). 34)
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First, P ( e|s) (or P (e|¬s )) notes the conditional probability of e on s (viz. ¬s), that is the probability of e given s (or ¬s). Since this is a probability, the result will be a number in the interval [0,1]. Since the minimum is always in the numerator, and the maximum always in the denominator, the fraction in the second case will always turn out to be inferior to 1. The ﬁrst condition illustrates the limiting case where both conditional probabilities are 0, that is, certainly false. Arguably, an event description guaranteed to be false both given the perfect state s and its negation ¬s should be completely irrelevant. Similarly, a tautological event-description (that is, guaranteed to be true given s and ¬s) should also be irrelevant, and this is derived by the formula (since 1–1 = 0). The greater the diﬀerence between the two conditional probabilities, the higher the current relevance of an event will be. Conditional probabilities of 1 will be assigned to events which have probability 0 given s (or ¬s), and a non-zero probability otherwise. This will notably be the case for non-reversible resultant states, like dying. Suppose that s is dead(John), and e corresponds to die(John). Here, if John is dead, it will certainly be the case that John has died (thus, P (e|s ) = 1), and if he is not dead, it cannot be the case that John has died (thus P ( e|¬s ) = 0). We therefore get a current relevance CRis (e ) of 1 (because e|¬s ) 1 – P(P (e|s) = 1 – 01 = 1). Summing up, the present sketch provides a means of situating current relevance within the general theory of relevance by Merin, and quite naturally extends Portner (2003). However, the question of whether it is an appropriate formalization needs to be left open. In order to deal successfully with such developments, we need a more general learning algorithm for the acquisition of meaning. At present, the proposed learning mechanism is a gross oversimpliﬁcation, and further investigations of the nature of semantic grammar-inference will be necessary in order to achieve progress. While there is work about the learning-procedures involved in the acquisition and change of lexical categories (see Benz, 2006), I am not aware of any such work on grammatical categories.
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