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Abstract: The field of microscopy is experiencing a new revolution, exactly in the same way as satellite imaging systems do, mainly due to dramatically improved storage and acquisition capabilities. The urge for intelligent interaction for image exploration tasks is gaining momentum. This paper gives it a try to define what should be a cognitive microscope regarding various criteria of cognitive vision systems and describes a first prototype of such a device highlighting the interest for the cognitive vision community to work on such dedicated biological issues. Keywords: cognitive knowledge management
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semantic



physician practice point of view for instance. To make it short, we might say that mammography systems rely on purely signal analysis processing such as registration issues while new microscopic devices dramatically need smart exploration strategies in the same way as robots need it when exploring hostile environments. In our project, the histopathological image can actually be considered as a challenging research playground of a new kind of autonomous, intelligent robot that is the virtual microscope system.



gap,



1. Introduction As the field of microscopy is experiencing a new revolution the same way as satellite imaging systems do, and this of course mainly due to dramatically improved storage and acquisition capabilities, the purposes that bioimaging fields are pursuing so far are twofold: - Assist the biologist in discovering or explaining biological mechanisms with high throughput image analysis algorithms; - Assist the physicians in clinical daily practice for diagnosis tasks by enhancing the visual screening process. In parallel, the means for achieving such ambitious goals are twofold: - Provide efficient signal analysis tools to extract information from numerical images; - Provide intelligent interaction with the imaging device to leverage the expert analysis capabilities. The MICO project (Cognitive Microscope) aims at designing an integrated virtual microscope system with image analysis, knowledge management and eventually reasoning capabilities. In the medical context, while mammography imaging has long been normalized, DICOM standard has just recently defined the equivalent norms for histopathology. In fact, the issues faced by histopathology imaging devices are far more challenging due to the amount of data and information available in the images and, hence, to the cognitive task involved in processing such data from the



(a)



(b) Figure 1. (a) Whole Slide Image at resolution x1 (b) Sample image at resolution x40 out of over 2000 ones tiling the histopathological image. For the sake of illustration, Tab. 1 gives an idea of the amount and complexity of the data to be processed by
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either the clinician or the numerical system for a diagnosis task for instance. The histopathological images are acquired at various resolutions ranging from low resolution to the highest magnification x40. The total amount of data to be stored and explored is up to about 8 Go just for one biological sample. Fig. 1 illustrates the high content nature of this new playground for cognitive vision tasks. All in all, the medical/biological experts urge information technology scientists for designing intelligent interfaces for such image exploration tasks to gain in efficiency and robustness in the diagnosis process. For sure, that topic is about to gain momentum in the coming years at a more fundamental level as well as in the field of applied biomedical research. Table 1. Histopathological image data complexity



x1



Size(pixels) 1018x768



Size(bytes) 3.05 Mo



x10 x20



3664x2763 14657x11054



39.54 Mo 632.48 Mo



x40



58630x44216



7.77 Go



The cognitive aspect of our system is an ambitious goal of this project but, first, cognitive added values is worth being correctly defined in the field of biological image analysis and especially within the scope of virtual microscopy as the fundamental concept of embodiment is as not straightforward in our case as it is in the field of classical robotics. This is mainly what this paper is concerned with. In addition, we describe the global architecture of the system and provide preliminary results achieved so far.



2. Defining the cognitive side in virtual microscopy 2.1 State of the art in virtual microscopy The existing virtual microscopy systems consist mainly in an emulation of real microscopes (see the WebMicroscope [1]), together with tools enabling image analysis. They are not designed to be computer-aided prognosis platforms because they lack the capacity of effective knowledge management. The most advanced tools consist in the possibility to manually annotate images or to trigger image analysis algorithms (segmentation, classification) in an attempt to detect regions of interest: cells, nucleus or membrane (see the survey in [2]). Cognitive augmented virtual microscopy is an emergent field. Adding knowledge to virtual slides is for instance done by the Center for Neuroscience, University of California, USA, for the purpose of research and teaching students the brain structure and function. Thus, their system BrainMaps.org is an interactive high-resolution



digital brain atlas and virtual microscope that is based on over 20 million megapixels of scanned images of serial sections of both primate and non-primate brains [3]. But, from an operational point of view, how can we define the cognitive capabilities of a cognitive virtual microscope? 2.2 The cognitive side To answer this fundamental question, which is challenging even in the field of classical robotic systems, we refer ourselves to the inspiring report of the European Research Network for Cognitive Computer Vision Systems [4]. Stating that computer vision is still a brittle technology, this group dramatically appeals for extending the performances of state-of-the-art computer vision systems in terms of:  Robustness: the state (or capacity) of a system that can absorb a stressor without adapting;  Resilience: the state (or capacity) of a system that is able to adapt to a stressor;  Adaptive capacities: more operational than resilience being related to reconfigurability. by adding cognitive capabilities like:  Learning and Adapting, entailing a subtle difference between the two concepts;  Weighting alternative solutions;  Developing new strategies to analyze and interpret;  Generalizing to new applicative contexts or domains;  Communicating with others systems, including humans. Then follows a description of the nature of a cognitive system into three axes: scientific foundations, functional capabilities and instantiated competencies as summed up in Tab. 2. In bold police are the items in which a cognitive microscope as ours can be involved at short/mid-term. Table 2. Description of the nature of a cognitive system according to the ECVision group. 10 scientific foundations Visual sensing Architecture Representation Memory Learning Recognition Deliberation &



8 functional capabilities Detection and Localization Tracking



Instantiated Competencies -Cognitive Home Assistant -Advanced Driver Assistance System Classification -Cognitive Prediction Assessment of behavior of shoppers Concept in retail outlets Formation & -Monitoring of Visualization Adaptative Inter-agent communication advertisements & Expression -Interactive Toys Assistance for the Visuo-motor
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Reasoning



coordination



Planning



Embodied exploration



ederly and infirm



Communication Action



As stated in this report, cognitive vision is now at its preparadigmatic status and a few challenges were identified as primordial in the coming years among which: -



Methods of continuous learning;



-



Utilization and Advancement Engineering Methodologies;



-



Development of Complete Systems with Welldefined Competences;



-



Research Tools for the community like software platforms or generic modules;



of



Systems



cells and lumina. Adopting a multiresolution approach, we developed image analysis algorithms able to detect the cells in the image at full resolution as well as the tubule formation inside the neoplasm detected at a low resolution [5] as illustrated in Fig. 2 and Fig. 3. For now, the biological concepts are given in advance by the pathologists and hence the algorithms are designed to detect these biological concepts based on the visual description given by the expert such as the colour, the shape etc. Now that the virtual microscope has been set up, we aim at discovering automatically these descriptions based on the continuous screening of the action and annotation of the physicians on our virtual microscope and eventually to discover new visual structures used by the physicians but that he did not explicitly expressed off line.



implicitly assuming two underlying outcomes of this research lines: -



To leverage the capabilities of designing robust vision software products



-



To design adaptable and adaptive interfaces between end-users and computer systems.



In that perspective, our virtual microscope exploring and eventually acting on microscopic images constitutes a good paradigm as a device to perform cognitive tasks in a closed universe. 3. The cognitive virtual microscope The cognitive microscope aims at enhancing the diagnosis process through a synergy between knowledge, context, cognition and experience based on a user-centred approach to provide visual prognosis assistance to pathologists. As for now, from the cognitive point of view as defined in the previous section, the system is able to: - Detect and localize biological objects of interest; - Visualize biological concepts by a seamless continuous mapping between spatio-temporal representation and symbolical concepts via knowledge representation tools; - Enhance the cognitive cooperation between the human agent and the virtual computerized system; with the ongoing ambition to develop a complete system for microscopic image exploration with added values like continuous learning and eventually knowledge discovery capabilities in the long term. 3.1 Detection and localization



Figure 2. Segmentation of the neoplasm. (top left) Low-resolution global image with neoplasm. (right) Segmented neoplasm.



Figure 3. Segmentation of epithelial cells and mitotic cells.



Histopathological images of breast cancer are visually structured into three major biological structures: tubules, COGIS 2009 – COGNITIVE SYSTEMS WITH INTERACTIVE SENSORS



3.2 Filling the semantic gap In this first release of the virtual cognitive microscope system, we particularly focused on the seamless mapping between the symbolical concepts given by the pathologists and the spatio-temporal representation given by the image analysis algorithms. Thus we developed a complete ontology with the help of Protégé environment about the biological concepts involved in the Breast Cancer Grading (BCG) based on the exploration of histopathological images [6]. This step is a tedious but necessary one in order to enhance the communication capabilities of the application between the end-user and the machine. The global process is depicted in Fig. 4. We used the current mainstream tools to acquire and translate knowledge in a structured XML representation with logical reasoning added value via Protégé (see Fig. 5 for a visualization of the ontology via a OWLViz graph visualization tool).



Figure. 5. OWLViz graph of BCG asserted model. 3.3. Cognitively enhanced interface To go further, we used the rule modeling and reasoning capacities like the Pellet reasoner and the rule modeling language SWRL to provide the system with the capacity of semantic query over the image (see Fig. 6 and Fig. 7). Thus, the end-user can make high-level query via a visualization interface making it possible to set up a seamless dialog between the end-user and the image he is currently exploring.



Figure 6. Mitosis definition using SWRL.



Figure 4. Knowledge modeling procedure for Breast Cancer Grading (BCG).



Figure 7. Some SWRL rules for BCG. 3.4. An integrated virtual microscopic platform. The system is currently working with all the capacities previously described implemented. It is used to assist the pathologist in the task of breast cancer grading based on histopathological images. A typical session with the cognitive virtual microscope makes it possible for the physician to interact seamlessly with the Whole Slide Image at different resolutions via the biological concepts represented in a graphical ontology. Besides, it has been experienced that semantic queries improve dramatically the cognitive power of interaction between the end-user and the machine. Fig. 8 gives a screenshot of the COGIS 2009 – COGNITIVE SYSTEMS WITH INTERACTIVE SENSORS



developed system pointing out that an effective connection exists between the real machine (the microscope or scanner), the virtual one and the physician. It means that if the physician selects a specific concept in the ontology -or by the more sophisticated means of a semantic query- not only the virtual slide shows up the spatio-temporal representation of this concept over the virtual Whole Slide Image but also the real microscope lens can move to the specific location in the real biological sample, giving the system capacities to act on the environment. Last Fig. 9 and Fig. 10 give screenshots of the cognitive interface providing seamless access to the conceptual part (the ontology window) to the image playground (the slide explorer window).



Figure 8. Screenshot of the virtual microscope for breast cancer grading 4. Conclusion By fulfilling some of the cognitive aspects of a cognitive vision system as stated in the roadmap in [4] drawn by a set of European experts, we paved the way towards a new microscopic device paradigm coined as the cognitive microscope project. We believe that the universe of microscopic images can be a very useful research playground to experiment new challenges and ideas in the field of cognitive enhanced vision systems, the microscope being considered as a robot acting on its environment under the supervision of the end-user. A major research issue we aim at exploring as for now is related to continuous learning based on the monitoring of typical session of a diagnosis exploration by biologist experts.
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Figure 9. Screenshot of the interface of the cognitive virtual microscope. Conceptual representation part.



Figure 10. Interface of the cognitive virtual microscope. Spatio-temporal representation part.
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