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Preface



In the past few decades, the Finite Element Method (FEM) has been developed into a key indispensable technology in the modelling and simulation of various engineering systems. In the development of an advanced engineering system, engineers have to go through a very rigorous process of modelling, simulation, visualization, analysis, designing, prototyping, testing, and finally, fabrication/construction. As such, techniques related to modelling and simulation in a rapid and effective way play an increasingly important role in building advanced engineering systems, and therefore the application of the FEM has multiplied rapidly. This book provides unified and detailed course material on the FEM for engineers and university students to solve primarily linear problems in mechanical and civil engineering, with the main focus on structural mechanics and heat transfer. The aim of the book is to provide the necessary concepts, theories and techniques of the FEM for readers to be able to use a commercial FEM package comfortably to solve practical problems and structural analysis and heat transfer. Important fundamental and classical theories are introduced in a straightforward and easy to understand fashion. Modern, state-of-the-art treatment of engineering problems in designing and analysing structural and thermal systems, including microstructural systems, are also discussed. Useful key techniques in FEMs are described in depth, and case studies are provided to demonstrate the theory, methodology, techniques and the practical applications of the FEM. Equipped with the concepts, theories and modelling techniques described in this book, readers should be able to use a commercial FEM software package effectively to solve engineering structural problems in a professional manner. The general philosophy governing the book is to make all the topics insightful but simple, informative but concise, and theoretical but applicable. The book unifies topics on mechanics for solids and structures, energy principles, weighted residual approach, the finite element method, and techniques of modelling and computation, as well as the use of commercial software packages. The FEM was originally invented for solving mechanics problems in solids and structures. It is thus appropriate to learn the FEM via problems involving the mechanics of solids. Mechanics for solid structures is a vast subject by itself, which needs volumes of books to describe thoroughly. This book will devote one chapter to try to briefly cover the mechanics of solids and structures by presenting the important basic principles. It focuses on the derivation of key governing xi
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equations for three-dimensional solids. Drawings are used to illustrate all the field variables in solids, and the relationships between them. Equations for various types of solids and structures, such as 2D solids, trusses, beams and plates, are then deduced from the general equations for 3D solids. It has been found from our teaching practices that this method of delivering the basics of the mechanics of solid structures is very effective. The introduction of the general 3D equations before examining the other structural components actually gives students a firm fundamental background, from which the other equations can be easily derived and naturally understood. Understanding is then enforced by studying the examples and case studies that are solved using the FEM in other chapters. Our practice of teaching in the past few years has shown that most students managed to understand the fundamental basics of mechanics without too much difficulty, and many of them do not even possess an engineering background. We have also observed that, over the past few years of handling industrial projects, many engineers are asked to use commercial FEM software packages to simulate engineering systems. Many do not have proper knowledge of the FEM, and are willing to learn via self-study. They thus need a book that describes the FEM in their language, and not in overly obtuse symbols and terminology. Without such a book, many would end up using the software packages blindly like a black box. This book therefore aims to throw light into the black box so that users can see clearly what is going on inside by relating things that are done in the software with the theoretical concepts in the FEM. Detailed description and references are provided in case studies to show how the FEM’s formulation and techniques are implemented in the software package. Being informative need not necessarily mean being exhaustive. A large number of techniques has been developed during the last half century in the area of the FEM. However, very few of them are often used. This book does not want to be an encyclopaedia, but to be informative enough for the useful techniques that are alive. Useful techniques are often very interesting, and by describing the key features of these lively techniques, this book is written to instil an appreciation of them for solving practical problems. It is with this appreciation that we hope readers will be enticed even more to FEM by this book. Theories can be well accepted and appreciated if their applications can be demonstrated explicitly. The case studies used in the book also serve the purpose of demonstrating the finite element theories. They include a number of recent applications of the FEM for the modelling and simulation of microstructures and microsystems. Most of the case studies are idealized practical problems to clearly bring forward the concepts of the FEM, and will be presented in a manner that make it easier for readers to follow. Following through these case studies, ideally in front of a workstation, helps the reader to understand the important concepts, procedures and theories easily. A picture tells a thousand words. Numerous drawings and charts are used to describe important concepts and theories. This is very important and will definitely be welcomed by readers, especially those from non-engineering backgrounds. The book provides practical techniques for using a commercial software package, ABAQUS. The case studies and examples calculated using ABAQUS could be easily repeated using any other commercial software, such as NASTRAN, ANSYS, MARC, etc. Commonly encountered problems in modelling and simulation using commercial software
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packages are discussed, and rules-of-thumb and guidelines are also provided to solve these problems effectively in professional ways. Note that the focus of this book is on developing a good understanding of the fundamentals and principles of linear FE analysis. We have chosen ABAQUS as it can easily handle linear analyses, however, with further reading readers could also extend the use of ABAQUS for projects involving non-linear FE analyses too. Preparing lectures for FEM courses is a very time consuming task, as many drawings and pictures are required to explain all these theories, concepts and techniques clearly. A set of colourful PowerPoint slides for the materials in the book has therefore been produced by the authors for lecturers to use. These slides can be found at the following website: www.bh.com/companions/0750658665. It is aimed at reducing the amount of time taken in preparing lectures using this textbook. All the slides are grouped according to the chapters. The lecturer has the full freedom to cut and add slides according to the level of the class and the hours available for teaching the subject, or to simply use them as provided. A chapter-by-chapter description of the book is given below. Chapter 1: Highlights the role and importance of the FEM in computational modelling and simulation required in the design process for engineering systems. The general aspects of computational modelling and simulation of physical problems in engineering are discussed. Procedures for the establishment of mathematical and computational models of physical problems are outlined. Issues related to geometrical simplification, domain discretization, numerical computation and visualization that are required in using the FEM are discussed. Chapter 2: Describes the basics of mechanics for solids and structures. Important field variables of solid mechanics are introduced, and the key dynamic equations of these variables are derived. Mechanics for 2D and 3D solids, trusses, beams, frames and plates are covered in a concise and easy to understand manner. Readers with a mechanics background may skip this chapter. Chapter 3: Introduces the general finite element procedure. Concepts of strong and weak forms of a system equations and the construction of shape functions for interpolation of field variables are described. The properties of the shape functions are also discussed with an emphasis on the sufficient requirement of shape functions for establishing FE equations. Hamilton’s principle is introduced and applied to establish the general forms of the finite element equations. Methods to solve the finite element equation are discussed for static, eigenvalue analysis, as well as transient analyses. Chapter 4: Details the procedure used to obtain finite element matrices for truss structures. The procedures to obtain shape functions, the strain matrix, local and global coordinate systems and the assembly of global finite element system equations are described. Very straightforward examples are used to demonstrate a complete and detailed finite element procedure to compute displacements and stresses in truss structures. The reproduction of features and the convergence of the FEM as a reliable numerical tool are revealed through these examples.
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Chapter 5: Deals with finite element matrices for beam structures. The procedures followed to obtain shape functions and the strain matrix are described. Elements for thin beam elements are developed. Examples are presented to demonstrate application of the finite element procedure in a beam microstructure. Chapter 6: Shows the procedure for formulating the finite element matrices for frame structures, by combining the matrices for truss and beam elements. Details on obtaining the transformation matrix and the transformation of matrices between the local and global coordinate systems are described. An example is given to demonstrate the use of frame elements to solve practical engineering problems. Chapter 7: Formulates the finite element matrices for 2D solids. Matrices for linear triangular elements, bilinear rectangular and quadrilateral elements are derived in detail. Area and natural coordinates are also introduced in the process. Iso-parametric formulation and higher order elements are also described. An example of analysing a micro device is used to study the accuracy and convergence of triangular and quadrilateral elements. Chapter 8: Deals with finite element matrices for plates and shells. Matrices for rectangular plate elements based on the more practical Reissner–Mindlin plate theory are derived in detail. Shell elements are formulated simply by combining the plate elements and 2D solid plane stress elements. Examples of analysing a micro device using ABAQUS are presented. Chapter 9: Finite element matrices for 3D solids are developed. Tetrahedron elements and hexahedron elements are formulated in detail. Volume coordinates are introduced in the process. Formulation of higher order elements is also outlined. An example of using 3D elements for modelling a nano-scaled heterostructure system is presented. Chapter 10: Special purpose elements are introduced and briefly discussed. Crack tip elements for use in many fracture mechanics problems are derived. Infinite elements formulated by mapping and a technique of using structure damping to simulate an infinite domain are both introduced. The finite strip method and the strip element method are also discussed. Chapter 11: Modelling techniques for the stress analyses of solids and structures are discussed. Use of symmetry, multipoint constraints, mesh compatibility, the modelling of offsets, supports, joints and the imposition of multipoint constraints are all covered. Examples are included to demonstrate use of the modelling techniques. Chapter 12: A FEM procedure for solving partial differential equations is presented, based on the weighted residual method. In particular, heat transfer problems in 1D and 2D are formulated. Issues in solving heat transfer problems are discussed. Examples are presented to demonstrate the use of ABAQUS for solving heat transfer problems.
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Chapter 13: The basics of using ABAQUS are outlined so as to enable new users to get a head start on using the software. An example is presented to outline step-by-step the procedure of writing an ABAQUS input file. Important information required by most FEM software packages is highlighted. Most of the materials in the book are selected from lecture notes prepared for classes conducted by the first author since 1995 for both under- and post-graduate students. Those lecture notes were written using materials in many excellent existing books on the FEM (listed in the References and many others), and evolved over years of lecturing at the National University of Singapore. The authors wish to express their sincere appreciation to those authors of all the existing FEM books. FEM has been well developed and documented in detail in various existing books. In view of this, the authors have tried their best to limit the information in this book to the necessary minimum required to make it useful for those applying FEM in practice. Readers seeking more advanced theoretical material are advised to refer to books such as those by Zienkiewicz and Taylor. The authors would like to also thank the students for their help in the past few years in developing these courses and studying the subject of the FEM. G. R. Liu and S. S. Quek
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1.1 INTRODUCTION The Finite Element Method (FEM) has developed into a key, indispensable technology in the modelling and simulation of advanced engineering systems in various fields like housing, transportation, communications, and so on. In building such advanced engineering systems, engineers and designers go through a sophisticated process of modelling, simulation, visualization, analysis, designing, prototyping, testing, and lastly, fabrication. Note that much work is involved before the fabrication of the final product or system. This is to ensure the workability of the finished product, as well as for cost effectiveness. The process is illustrated as a flowchart in Figure 1.1. This process is often iterative in nature, meaning that some of the procedures are repeated based on the results obtained at a current stage, so as to achieve an optimal performance at the lowest cost for the system to be built. Therefore, techniques related to modelling and simulation in a rapid and effective way play an increasingly important role, resulting in the application of the FEM being multiplied numerous times because of this. This book deals with topics related mainly to modelling and simulation, which are underlined in Figure 1.1. Under these topics, we shall address the computational aspects, which are also underlined in Figure 1.1. The focus will be on the techniques of physical, mathematical and computational modelling, and various aspects of computational simulation. A good understanding of these techniques plays an important role in building an advanced engineering system in a rapid and cost effective way. So what is the FEM? The FEM was first used to solve problems of stress analysis, and has since been applied to many other problems like thermal analysis, fluid flow analysis, piezoelectric analysis, and many others. Basically, the analyst seeks to determine the distribution of some field variable like the displacement in stress analysis, the temperature or heat flux in thermal analysis, the electrical charge in electrical analysis, and so on. The FEM is a numerical method seeking an approximated solution of the distribution of field variables in the problem domain that is difficult to obtain analytically. It is done by dividing the problem domain into several elements, as shown in Figures 1.2 and 1.3. Known physical laws are then applied to each small element, each of which usually has a very simple geometry. Figure 1.4 shows the finite element approximation for a one-dimensional 1
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Figure 1.1. Processes leading to fabrication of advanced engineering systems.



Figure 1.2. Hemispherical section discretized into several shell elements.



case schematically. A continuous function of an unknown field variable is approximated using piecewise linear functions in each sub-domain, called an element formed by nodes. The unknowns are then the discrete values of the field variable at the nodes. Next, proper principles are followed to establish equations for the elements, after which the elements are
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‘tied’ to one another. This process leads to a set of linear algebraic simultaneous equations for the entire system that can be solved easily to yield the required field variable. This book aims to bring across the various concepts, methods and principles used in the formulation of FE equations in a simple to understand manner. Worked examples and case studies using the well known commercial software package ABAQUS will be discussed, and effective techniques and procedures will be highlighted. 1.2 PHYSICAL PROBLEMS IN ENGINEERING There are numerous physical engineering problems in a particular system. As mentioned earlier, although the FEM was initially used for stress analysis, many other physical problems can be solved using the FEM. Mathematical models of the FEM have been formulated for the many physical phenomena in engineering systems. Common physical problems solved using the standard FEM include: • Mechanics for solids and structures. • Heat transfer.



Figure 1.3. Mesh for the design of a scaled model of an aircraft for dynamic testing in the laboratory (Quek 1997–98).
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Figure 1.4. Finite element approximation for a one-dimensional case. A continuous function is approximated using piecewise linear functions in each sub-domain/element.
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• Acoustics. • Fluid mechanics. • Others. This book first focuses on the formulation of finite element equations for the mechanics of solids and structures, since that is what the FEM was initially designed for. FEM formulations for heat transfer problems are then described. The conceptual understanding of the methodology of the FEM is the most important, as the application of the FEM to all other physical problems utilizes similar concepts. Computer modelling using the FEM consists of the major steps discussed in the next section.



1.3 COMPUTATIONAL MODELLING USING THE FEM The behaviour of a phenomenon in a system depends upon the geometry or domain of the system, the property of the material or medium, and the boundary, initial and loading conditions. For an engineering system, the geometry or domain can be very complex. Further, the boundary and initial conditions can also be complicated. It is therefore, in general, very difficult to solve the governing differential equation via analytical means. In practice, most of the problems are solved using numerical methods. Among these, the methods of domain discretization championed by the FEM are the most popular, due to its practicality and versatility. The procedure of computational modelling using the FEM broadly consists of four steps: • • • •



Modelling of the geometry. Meshing (discretization). Specification of material property. Specification of boundary, initial and loading conditions.



1.3.1 Modelling of the Geometry Real structures, components or domains are in general very complex, and have to be reduced to a manageable geometry. Curved parts of the geometry and its boundary can be modelled using curves and curved surfaces. However, it should be noted that the geometry is eventually represented by a collection of elements, and the curves and curved surfaces are approximated by piecewise straight lines or flat surfaces, if linear elements are used. Figure 1.2 shows an example of a curved boundary represented by the straight lines of the edges of triangular elements. The accuracy of representation of the curved parts is controlled by the number of elements used. It is obvious that with more elements, the representation of the curved parts by straight edges would be smoother and more accurate. Unfortunately, the more elements, the longer the computational time that is required. Hence, due to the constraints on computational hardware and software, it is always necessary to limit the number of
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elements. As such, compromises are usually made in order to decide on an optimum number of elements used. As a result, fine details of the geometry need to be modelled only if very accurate results are required for those regions. The analysts have to interpret the results of the simulation with these geometric approximations in mind. Depending on the software used, there are many ways to create a proper geometry in the computer for the FE mesh. Points can be created simply by keying in the coordinates. Lines and curves can be created by connecting the points or nodes. Surfaces can be created by connecting, rotating or translating the existing lines or curves; and solids can be created by connecting, rotating or translating the existing surfaces. Points, lines and curves, surfaces and solids can be translated, rotated or reflected to form new ones. Graphic interfaces are often used to help in the creation and manipulation of the geometrical objects. There are numerous Computer Aided Design (CAD) software packages used for engineering design which can produce files containing the geometry of the designed engineering system. These files can usually be read in by modelling software packages, which can significantly save time when creating the geometry of the models. However, in many cases, complex objects read directly from a CAD file may need to be modified and simplified before performing meshing or discretization. It may be worth mentioning that there are CAD packages which incorporate modelling and simulation packages, and these are useful for the rapid prototyping of new products. Knowledge, experience and engineering judgment are very important in modelling the geometry of a system. In many cases, finely detailed geometrical features play only an aesthetic role, and have negligible effects on the performance of the engineering system. These features can be deleted, ignored or simplified, though this may not be true in some cases, where a fine geometrical change can give rise to a significant difference in the simulation results. An example of having sufficient knowledge and engineering judgment is in the simplification required by the mathematical modelling. For example, a plate has three dimensions geometrically. The plate in the plate theory of mechanics is represented mathematically only in two dimensions (the reason for this will be elaborated in Chapter 2). Therefore, the geometry of a ‘mechanics’ plate is a two-dimensional flat surface. Plate elements will be used in meshing these surfaces. A similar situation can be found in shells. A physical beam has also three dimensions. The beam in the beam theory of mechanics is represented mathematically only in one dimension, therefore the geometry of a ‘mechanics’ beam is a one-dimensional straight line. Beam elements have to be used to mesh the lines in models. This is also true for truss structures. 1.3.2 Meshing Meshing is performed to discretize the geometry created into small pieces called elements or cells. Why do we discretize? The rational behind this can be explained in a very straightforward and logical manner. We can expect the solution for an engineering problem to be very complex, and varies in a way that is very unpredictable using functions across the whole domain of the problem. If the problem domain can be divided (meshed) into small elements or cells using a set of grids or nodes, the solution within an element can be approximated
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very easily using simple functions such as polynomials. The solutions for all of the elements thus form the solution for the whole problem domain. How does it work? Proper theories are needed for discretizing the governing differential equations based on the discretized domains. The theories used are different from problem to problem, and will be covered in detail later in this book for various types of problems. But before that, we need to generate a mesh for the problem domain. Mesh generation is a very important task of the pre-process. It can be a very time consuming task to the analyst, and usually an experienced analyst will produce a more credible mesh for a complex problem. The domain has to be meshed properly into elements of specific shapes such as triangles and quadrilaterals. Information, such as element connectivity, must be created during the meshing for use later in the formation of the FEM equations. It is ideal to have an entirely automated mesh generator, but unfortunately this is currently not available in the market. A semi-automatic pre-processor is available for most commercial application software packages. There are also packages designed mainly for meshing. Such packages can generate files of a mesh, which can be read by other modelling and simulation packages. Triangulation is the most flexible and well-established way in which to create meshes with triangular elements. It can be made almost fully automated for two-dimensional (2D) planes, and even three-dimensional (3D) spaces. Therefore, it is commonly available in most of the pre-processors. The additional advantage of using triangles is the flexibility of modelling complex geometry and its boundaries. The disadvantage is that the accuracy of the simulation results based on triangular elements is often lower than that obtained using quadrilateral elements. Quadrilateral element meshes, however, are more difficulty to generate in an automated manner. Some examples of meshes are given in Figures 1.3–1.7. 1.3.3 Property of Material or Medium Many engineering systems consist of more than one material. Property of materials can be defined either for a group of elements or each individual element, if needed. For different phenomena to be simulated, different sets of material properties are required. For example, Young’s modulus and shear modulus are required for the stress analysis of solids and structures, whereas the thermal conductivity coefficient will be required for a thermal analysis. Inputting of a material’s properties into a pre-processor is usually straightforward; all the analyst needs to do is key in the data on material properties and specify either to which region of the geometry or which elements the data applies. However, obtaining these properties is not always easy. There are commercially available material databases to choose from, but experiments are usually required to accurately determine the property of materials to be used in the system. This, however, is outside the scope of this book, and here we assume that the material property is known. 1.3.4 Boundary, Initial and Loading Conditions Boundary, initial and loading conditions play a decisive role in solving the simulation. Inputting these conditions is usually done easily using commercial pre-processors, and it is often interfaced with graphics. Users can specify these conditions either to the geometrical
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Figure 1.5. Mesh for a boom showing the stress distribution. (Picture used by courtesy of EDS PLM Solutions.)



Figure 1.6. Mesh of a hinge joint.



identities (points, lines or curves, surfaces, and solids) or to the elements or grids. Again, to accurately simulate these conditions for actual engineering systems requires experience, knowledge and proper engineering judgments. The boundary, initial and loading conditions are different from problem to problem, and will be covered in detail in subsequent chapters.



1.4 SIMULATION 1.4.1 Discrete System Equations Based on the mesh generated, a set of discrete simultaneous system equations can be formulated using existing approaches. There are a few types of approach for establishing the
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Figure 1.7. Axisymmetric mesh of part of a dental implant (The CeraOne® abutment system, Nobel Biocare).



simultaneous equations. The first is based on energy principles, such as Hamilton’s principle (Chapter 3), the minimum potential energy principle, and so on. The traditional Finite Element Method (FEM) is established on these principles. The second approach is the weighted residual method, which is also often used for establishing FEM equations for many physical problems and will be demonstrated for heat transfer problems in Chapter 12. The third approach is based on the Taylor series, which led to the formation of the traditional Finite Difference Method (FDM). The fourth approach is based on the control of conservation laws on each finite volume (elements) in the domain. The Finite Volume Method (FVM) is established using this approach. Another approach is by integral representation, used in some mesh free methods [Liu, 2002]. Engineering practice has so far shown that the first two approaches are most often used for solids and structures, and the other two approaches are often used for fluid flow simulation. However, the FEM has also been used to develop commercial packages for fluid flow and heat transfer problems, and FDM can be used for solids and structures. It may be mentioned without going into detail that the mathematical foundation of all these three approaches is the residual method. An appropriate choice of the test and trial functions in the residual method can lead to the FEM, FDM or FVM formulation. This book first focuses on the formulation of finite element equations for the mechanics of solids and structures based on energy principles. FEM formulations for heat transfer problems are then described, so as to demonstrate how the weighted residual method can be used for deriving FEM equations. This will provide the basic knowledge and key approaches into the FEM for dealing with other physical problems. 1.4.2 Equation Solvers After the computational model has been created, it is then fed to a solver to solve the discretized system, simultaneous equations for the field variables at the nodes of the mesh. This is the most computer hardware demanding process. Different software packages use different algorithms depending upon the physical phenomenon to be simulated. There are two very important considerations when choosing algorithms for solving a system of equations: one is the storage required, and another is the CPU (Central Processing Unit) time needed. There are two main types of method for solving simultaneous equations: direct methods and iterative methods. Commonly used direct methods include the Gauss elimination method and the LU decomposition method. Those methods work well for relatively small
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equation systems. Direct methods operate on fully assembled system equations, and therefore demand larger storage space. It can also be coded in such a way that the assembling of the equations is done only for those elements involved in the current stage of equation solving. This can reduce the requirements on storage significantly. Iterative methods include the Gauss–Jacobi method, the Gauss–Deidel method, the SOR method, generalized conjugate residual methods, the line relaxation method, and so on. These methods work well for relatively larger systems. Iterative methods are often coded in such a way as to avoid full assembly of the system matrices in order to save significantly on the storage. The performance in terms of the rate of convergence of these methods is usually very problem-dependent. In using iterative methods, pre-conditioning plays a very important role in accelerating the convergence process. For nonlinear problems, another iterative loop is needed. The nonlinear equation has to be properly formulated into a linear equation in the iteration. For time-dependent problems, time stepping is also required, i.e. first solving for the solution at an initial time (or it could be prescribed by the analyst), then using this solution to march forward for the solution at the next time step, and so on until the solution at the desired time is obtained. There are two main approaches to time stepping: the implicit and explicit approaches. Implicit approaches are usually more stable numerically but less efficient computationally than explicit approaches. Moreover, contact algorithms can be developed more easily using explicit methods. Details on these issues will be given in Chapter 3.



1.5 VISUALIZATION The result generated after solving the system equation is usually a vast volume of digital data. The results have to be visualized in such a way that it is easy to interpolate, analyse and present. The visualization is performed through a so-called post-processor, usually packaged together with the software. Most of these processors allow the user to display 3D objects in many convenient and colourful ways on-screen. The object can be displayed in the form of wire-frames, group of elements, and groups of nodes. The user can rotate, translate and zoom into and out from the objects. Field variables can be plotted on the object in the form of contours, fringes, wire-frames and deformations. Usually, there are also tools available for the user to produce iso-surfaces, or vector fields of variable(s). Tools to enhance the visual effects are also available, such as shading, lighting and shrinking. Animations and movies can also be produced to simulate the dynamic aspects of a problem. Outputs in the form of tables, text files and x–y plots are also routinely available. Throughout this book, worked examples with various post-processed results are given. Advanced visualization tools, such as virtual reality, are available nowadays. These advanced tools allow users to display objects and results in a much realistic threedimensional form. The platform can be a goggle, inversion desk or even in a room. When the object is immersed in a room, analysts can walk through the object, go to the exact location and view the results. Figures 1.8 and 1.9 show an airflow field in virtually designed buildings.
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Figure 1.8. Air flow field in a virtually designed building (courtesy of the Institute of High Performance Computing).



Figure 1.9. Air flow field in a virtually designed building system (courtesy of the Institute of High Performance Computing).
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In a nutshell, this chapter has briefly given an introduction to the steps involved in computer modelling and simulation. With rapidly advancing computer technology, use of the computer as a tool in the FEM is becoming indispensable. Nevertheless, subsequent chapters discuss what is actually going on in the computer when performing a FEM analysis.



2 INTRODUCTION TO MECHANICS FOR SOLIDS AND STRUCTURES



2.1 INTRODUCTION The concepts and classical theories of the mechanics of solids and structures are readily available in textbooks (see e.g. Timoshenko, 1940; Fung, 1965; Timoshenko and Goodier, 1970; etc.). This chapter tries to introduce these basic concepts and classical theories in a brief and easy to understand manner. Solids and structures are stressed when they are subjected to loads or forces. The stresses are, in general, not uniform, and lead to strains, which can be observed as either deformation or displacement. Solid mechanics and structural mechanics deal with the relationships between stresses and strains, displacements and forces, stresses (strains) and forces for given boundary conditions of solids and structures. These relationships are vitally important in modelling, simulating and designing engineered structural systems. Forces can be static and/or dynamic. Statics deals with the mechanics of solids and structures subjected to static loads such as the deadweight on the floor of buildings. Solids and structures will experience vibration under the action of dynamic forces varying with time, such as excitation forces generated by a running machine on the floor. In this case, the stress, strain and displacement will be functions of time, and the principles and theories of dynamics must apply. As statics can be treated as a special case of dynamics, the static equations can be derived by simply dropping out the dynamic terms in the general, dynamic equations. This book will adopt this approach of deriving the dynamic equation first, and obtaining the static equations directly from the dynamic equations derived. Depending on the property of the material, solids can be elastic, meaning that the deformation in the solids disappears fully if it is unloaded. There are also solids that are considered plastic, meaning that the deformation in the solids cannot be fully recovered when it is unloaded. Elasticity deals with solids and structures of elastic materials, and plasticity deals with those of plastic materials. The scope of this book deals mainly with solids and structures of elastic materials. In addition, this book deals only with problems of very small deformation, where the deformation and load has a linear relationship. Therefore, our problems will mostly be linear elastic. Materials can be anisotropic, meaning that the material property varies with direction. Deformation in anisotropic material caused by a force applied in a particular direction may be different from that caused by the same force applied in another direction. Composite materials are often anisotropic. Many material constants have to be used to define 12
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the material property of anisotropic materials. Many engineering materials are, however, isotropic, where the material property is not direction-dependent. Isotropic materials are a special case of anisotropic material. There are only two independent material constants for isotropic material. Usually, the two most commonly used material constants are the Young’s modulus and the Poisson’s ratio. This book deals mostly with isotropic materials. Nevertheless, most of the formulations are also applicable to anisotropic materials. Boundary conditions are another important consideration in mechanics. There are displacement and force boundary conditions for solids and structures. For heat transfer problems there are temperature and convection boundary conditions. Treatment of the boundary conditions is a very important topic, and will be covered in detail in this chapter and also throughout the rest of the book. Structures are made of structural components that are in turn made of solids. There are generally four most commonly used structural components: truss, beam, plate, and shell, as shown in Figure 2.1. In physical structures, the main purpose of using these structural components is to effectively utilize the material and reduce the weight and cost of the structure. A practical structure can consist of different types of structural components, including solid blocks. Theoretically, the principles and methodology in solid mechanics can be applied to solve a mechanics problem for all structural components, but this is usually not a very efficient method. Theories and formulations for taking geometrical advantages of the structural components have therefore been developed. Formulations for a truss, a beam, 2D solids and plate structures will be discussed in this chapter. In engineering practice, plate elements are often used together with two-dimensional solids for modelling shells. Therefore in this book, shell structures will be modelled by combining plate elements and 2D solid elements.



2.2 EQUATIONS FOR THREE-DIMENSIONAL SOLIDS 2.2.1 Stress and Strain Let us consider a continuous three-dimensional (3D) elastic solid with a volume V and a surface S, as shown in Figure 2.2. The surface of the solid is further divided into two types of surfaces: a surface on which the external forces are prescribed is denoted SF ; and surface on which the displacements are prescribed is denoted Sd . The solid can also be loaded by body force f b and surface force fs in any distributed fashion in the volume of the solid. At any point in the solid, the components of stress are indicated on the surface of an ‘infinitely’ small cubic volume, as shown in Figure 2.3. On each surface, there will be the normal stress component, and two components of shearing stress. The sign convention for the subscript is that the first letter represents the surface on which the stress is acting, and the second letter represents the direction of the stress. The directions of the stresses shown in the figure are taken to be the positive directions. By taking moments of forces about the central axes of the cube at the state of equilibrium, it is easy to confirm that σxy = σyx ;



σxz = σzx ;



σzy = σyz



(2.1)
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Figure 2.1. Four common types of structural components. Their geometrical features are made use of to derive dimension reduced system equations.



Therefore, there are six stress components in total at a point in solids. These stresses are often called a stress tensor. They are often written in a vector form of σ T = {σxx



σyy



σzz



σyz



σxz



σxy }



(2.2)



Corresponding to the six stress tensors, there are six strain components at any point in a solid, which can also be written in a similar vector form of εT = {εxx



εyy



εzz



εyz



εxz



εxy }



(2.3)
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Figure 2.2. Solid subjected to forces applied within the solid (body force) and on the surface of the solid (surface force). z
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Figure 2.3. Six independent stress components at a point in a solid viewed on the surfaces of an infinitely small cubic block.



Strain is the change of displacement per unit length, and therefore the components of strain can be obtained from the derivatives of the displacements as follows: ∂u ∂v ∂w ; εyy = ; εzz = ; εxx = ∂x ∂y ∂z (2.4) ∂w ∂u ∂v ∂u ∂w ∂v εxy = + ; εxz = + ; εyz = + ∂y ∂x ∂z ∂x ∂z ∂y
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where u, v and w are the displacement components in the x, y and z directions, respectively. The six strain–displacement relationships in Eq. (2.4) can be rewritten in the following matrix form: ε = LU (2.5) where U is the displacement vector, and has the form of   u U= v   w



(2.6)



and L is a matrix of partial differential operators obtained simply by inspection on Eq. (2.4):   ∂/∂x 0 0  0 ∂/∂y 0     0 0 ∂/∂z    L= (2.7) ∂/∂z ∂/∂y   0   ∂/∂z 0 ∂/∂x  ∂/∂y ∂/∂x 0 2.2.2 Constitutive Equations The constitutive equation gives the relationship between the stress and strain in the material of a solid. It is often termed Hooke’s law. The generalised Hooke’s law for general anisotropic materials can be given in the following matrix form: σ = cε



(2.8)



where c is a matrix of material constants, which are normally obtained through experiments. The constitutive equation can be written explicitly as      σxx  c11 c12 c13 c14 c15 c16      εxx         εyy  c c c σ c c    23 24 yy 22 25 26             σzz c c c c ε 33 34 zz 35 36  = (2.9)  σyz  c44 c45 c46  εyz              σxz  sy. c55 c56   εxz               σxy c66 εxy Note that, since cij = cj i , there are altogether 21 independent material constants cij , which is the case for a fully anisotropic material. For isotropic materials, however, c can be reduced to   0 0 0 c11 c12 c12   0 0 0 c11 c12     0 0 0 c 11   c= (2.10)  (c − c )/2 0 0 11 12     sy. (c11 − c12 )/2 0 (c11 − c12 )/2
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where c11 =



E(1 − ν) ; (1 − 2ν)(1 + ν)



c12 =



c11 − c12 =G 2



Eν ; (1 − 2ν)(1 + ν)



(2.11)



in which E, ν and G are Young’s modulus, Poisson’s ratio, and the shear modulus of the material, respectively. There are only two independent constants among these three constants. The relationship between these three constants is G=



E 2(1 + ν)



(2.12)



That is to say, for any isotropic material, given any two of the three constants, the other one can be calculated using the above equation.



2.2.3 Dynamic Equilibrium Equation To formulate the dynamic equilibrium equations, let us consider an infinitely small block of solid, as shown in Figure 2.4. As in forming all equilibrium equations, equilibrium of forces is required in all directions. Note that, since this is a general, dynamic system, we have to consider the inertial forces of the block. The equilibrium of forces in the x direction gives (σxx + dσxx ) dy dz − σxx dy dz + (σyx + dσyx ) dx dz − σyx dx dz + (σzx + dσzx ) dx dy − σzx dx dy +



fx 



= ρ u¨ dx dy dz   



external force



σzx + dσzx



z dz



σyx σxz+dσxz σxz σyz σxy + dσxy σxx + dσxx σzx σ zy



dy



inertial force



σzz + dσzz σzy + dσzy



σxy σyy



(2.13)



σxx σyz + dσyz σyy + dσyy σyx + dσyx



dx



σzz



y x



Figure 2.4. Stresses on an infinitely small block. Equilibrium equations are derived based on this state of stresses.
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where the term on the right-hand side of the equation is the inertial force term, and fx is the external body force applied at the centre of the small block. Note that dσxx =



∂σxx dx, ∂x



dσyx =



∂σyx dy, ∂y



dσzx =



∂σzx dz ∂z



(2.14)



Hence, Eq. (2.13) becomes one of the equilibrium equations, written as ∂σyx ∂σxx ∂σzx + + + fx = ρ u¨ ∂x ∂y ∂z



(2.15)



Similarly, the equilibrium of forces in the y and z directions results in two other equilibrium equations: ∂σxy ∂σyy ∂σzy + + + fy = ρ v¨ (2.16) ∂x ∂y ∂z ∂σyz ∂σxz ∂σzz + + + fz = ρ w¨ ∂x ∂y ∂z



(2.17)



The equilibrium equations, Eqs. (2.15) to (2.17), can be written in a concise matrix form ¨ L T σ + fb = ρ U where fb is the vector of external body forces in the x, y and z directions:   fx  f b = fy   fz



(2.18)



(2.19)



Using Eqs. (2.5) and (2.8), the equilibrium equation Eq. (2.18) can be further written in terms of displacements: ¨ LT cLU + fb = ρ U (2.20) The above is the general form of the dynamic equilibrium equation expressed as a matrix equation. If the loads applied on the solid are static, the only concern is then the static status of the solid. Hence, the static equilibrium equation can be obtained simply by dropping the dynamic term in Eq. (2.20), which is the inertial force term: LT cLU + fb = 0



(2.21)



2.2.4 Boundary Conditions There are two types of boundary conditions: displacement (essential) and force (natural) boundary conditions. The displacement boundary condition can be simply written as u = u¯ and/or v = v¯



and/or w = w¯



(2.22)



on displacement boundaries. The bar stands for the prescribed value for the displacement component. For most of the actual simulations, the displacement is used to describe the support or constraints on the solid, and hence the prescribed displacement values are often zero. In such cases, the boundary condition is termed as a homogenous boundary condition. Otherwise, they are inhomogeneous boundary conditions.
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The force boundary condition are often written as nσ = t¯ on force boundaries, where n is given by  nx 0 n =  0 ny 0 0



0 0 nz



0 nz ny



(2.23)



nz 0 nx



 ny nx  0



in which ni (i = x, y, z) are cosines of the outwards normal on the boundary. The bar stands for the prescribed value for the force component. A force boundary condition can also be both homogenous and inhomogeneous. If the condition is homogeneous, it implies that the boundary is a free surface. The reader may naturally ask why the displacement boundary condition is called an essential boundary condition and the force boundary condition is called a natural boundary conditions. The terms ‘essential’ and ‘natural’ come from the use of the so-called weak form formulation (such as the weighted residual method) for deriving system equations. In such a formulation process, the displacement condition has to be satisfied first before derivation starts, or the process will fail. Therefore, the displacement condition is essential. As long as the essential (displacement) condition is satisfied, the process will lead to the equilibrium equations as well as the force boundary conditions. This means that the force boundary condition is naturally derived from the process, and it is therefore called the natural boundary condition. Since the terms essential and natural boundary do not describe the physical meaning of the problem, it is actually a mathematical term, and they are also used for problems other than in mechanics. Equations obtained in this section are applicable to 3D solids. The objective of most analysts is to solve the equilibrium equations and obtain the solution of the field variable, which in this case is the displacement. Theoretically, these equations can be applied to all other types of structures such as trusses, beams, plates and shells, because physically they are all 3D in nature. However, treating all the structural components as 3D solids makes computation very expensive, and sometimes practically impossible. Therefore, theories for taking geometrical advantage of different types of solids and structural components have been developed. Application of these theories in a proper manner can reduce the analytical and computational effort drastically. A brief description of these theories is given in the following sections.



2.3 EQUATIONS FOR TWO-DIMENSIONAL SOLIDS 2.3.1 Stress and Strain Three-dimensional problems can be drastically simplified if they can be treated as a twodimensional (2D) solid. For representation as a 2D solid, we basically try to remove one coordinate (usually the z-axis), and hence assume that all the dependent variables are independent of the z-axis, and all the external loads are independent of the z coordinate, and applied only in the x–y plane. Therefore, we are left with a system with only two coordinates, the x and the y coordinates. There are primarily two types of 2D solids. One
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is a plane stress solid, and another is a plane strain solid. Plane stress solids are solids whose thickness in the z direction is very small compared with dimensions in the x and y directions. External forces are applied only in the x–y plane, and stresses in the z direction (σzz , σxz , σyz ) are all zero, as shown in Figure 2.5. Plane strain solids are those solids whose thickness in the z direction is very large compared with the dimensions in the x and y directions. External forces are applied evenly along the z axis, and the movement in the z direction at any point is constrained. The strain components in the z direction (εzz , εxz , εyz ) are, therefore, all zero, as shown in Figure 2.6. Note that for the plane stress problems, the strains εxz and ε yz are zero, but ε zz will not be zero. It can be recovered easily using Eq.(2.9) after the in-plan stresses are obtained.



z x



y



Figure 2.5. Plane stress problem. The dimension of the solid in the thickness (z) direction is much smaller than that in the x and y directions. All the forces are applied within the x–y plane, and hence the displacements are functions of x and y only.



x



y



Figure 2.6. Plane strain problem. The dimension of the solid in the thickness (z) direction is much larger than that in the x and y directions, and the cross-section and the external forces do not vary in the z direction. A cross-section can then be taken as a representative cell, and hence the displacements are functions of x and y only.
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Similarly, for the plane strain problems, the stresses σ xz and σ yz are zero, but σ zz will not be zero. It can be recovered easily using Eq.(2.9) after the in-plan strains are obtained. The system equations for 2D solids can be obtained immediately by omitting terms related to the z direction in the system equations for 3D solids. The stress components are   σxx  σ = σyy (2.24)   σxy There are three corresponding strain components at any point in 2D solids, which can also be written in a similar vector form   εxx  ε = εyy (2.25)   εxy The strain-displacement relationships are εxx =



∂u ; ∂x



εyy =



∂v ; ∂y



εxy =



∂u ∂v + ∂y ∂x



(2.26)



where u, v are the displacement components in the x, y directions, respectively. The strain– displacement relation can also be written in the following matrix form: ε = LU where the displacement vector has the form of   u U= v



(2.27)



(2.28)



and the differential operator matrix is obtained simply by inspection of Eq. (2.26) as   ∂/∂x 0   ∂/∂y  (2.29) L= 0 ∂/∂y ∂/∂x 2.3.2 Constitutive Equations Hooke’s law for 2D solids has the following matrix form with σ and ε from Eqs. (2.24) and (2.25): σ = cε (2.30) where c is a matrix of material constants, which have to be obtained through experiments. For plane stress, isotropic materials, we have   1 ν 0 E   (Plane stress) ν 1 0 c= (2.31) 1 − ν 2 0 0 (1 − ν)/2 To obtain the plane stress c matrix above, the conditions of σzz = σxz = σyz = 0 are imposed on the generalized Hooke’s law for isotropic materials. For plane strain problems, εzz = εxz = εyz = 0 are imposed, or alternatively, replace E and ν in Eq. (2.31),
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respectively, with E/(1 − ν 2 ) and ν/(1 − ν), which leads to  1 E(1 − ν) ν/(1 − ν) c= (1 + ν)(1 − 2ν) 0



 ν/(1 − ν) 0  1 0 0 (1 − 2ν)/(2(1 − ν))



(Plane strain)



(2.32)



2.3.3 Dynamic Equilibrium Equations The dynamic equilibrium equations for 2D solids can be easily obtained by removing the terms related to the z coordinate from the 3D counterparts of Eqs. (2.15)–(2.17): ∂σyx ∂σxx + + fx = ρ u¨ ∂x ∂y



(2.33)



∂σxy ∂σyy + + fy = ρ v¨ ∂x ∂y



(2.34)



These equilibrium equations can be written in a concise matrix form of ¨ L T σ + fb = ρ U



(2.35)



where fb is the external force vector given by  fb =



fx fy



 (2.36)



For static problems, the dynamic inertia term is removed, and the equilibrium equations can be written as L T σ + fb = 0



(2.37)



Equations (2.35) or (2.37) will be much easier to solve and computationally less expensive as compared with equations for the 3D solids.



2.4 EQUATIONS FOR TRUSS MEMBERS A typical truss structure is shown in Figure 2.7. Each truss member in a truss structure is a solid whose dimension in one direction is much larger than in the other two directions as shown in Figure 2.8. The force is applied only in the x direction. Therefore a truss member is actually a one-dimensional (1D) solid. The equations for 1D solids can be obtained by further omitting the stress related to the y direction, σyy , σxy , from the 2D case.



2.4 EQUATIONS FOR TRUSS MEMBERS



23



Figure 2.7. A typical structure made up of truss members. The entrance of the faculty of Engineering, National University of Singapore.



y z x



fx



Figure 2.8. Truss member. The cross-sectional dimension of the solid is much smaller than that in the axial (x) directions, and the external forces are applied in the x direction, and hence the axial displacement is a function of x only.



2.4.1 Stress and Strain Omitting the stress terms in the y direction, the stress in a truss member is only σxx , which is often simplified as σx . The corresponding strain in a truss member is εxx , which is simplified as εx . The strain–displacement relationship is simply given by εx =



∂u ∂x



(2.38)
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2.4.2 Constitutive Equations Hooke’s law for 1D solids has the following simple form, with the exclusion of the y dimension and hence the Poisson effect: σ = Eε



(2.39)



This is actually the original Hooke’s law in one dimension. The Young’s module E can be obtained using a simple tensile test. 2.4.3 Dynamic Equilibrium Equations By eliminating the y dimension term from Eq. (2.33), for example, the dynamic equilibrium equation for 1D solids is ∂σx + fx = ρ u¨ (2.40) ∂x Substituting Eqs. (2.38) and (2.39) into Eq. (2.40), we obtain the governing equation for elastic and homogenous (E is independent of x) trusses as follows: ∂ 2u + fx = ρ u¨ (2.41) ∂x 2 The static equilibrium equation for trusses is obtained by eliminating the inertia term in Eq. (2.40): ∂σx + fx = 0 (2.42) ∂x The static equilibrium equation in terms of displacement for elastic and homogenous trusses is obtained by eliminating the inertia term in Eq. (2.41): E



∂ 2u + fx = 0 ∂x 2 For bars of constant cross-sectional area A, the above equation can be written as E



(2.43)



∂ 2u + Fx = 0 ∂x 2 where Fx = fx A is the external force applied in the axial direction of the bar. EA



2.5 EQUATIONS FOR BEAMS A beam possesses geometrically similar dimensional characteristics as a truss member, as shown in Figure 2.9. The difference is that the forces applied on beams are transversal, meaning the direction of the force is perpendicular to the axis of the beam. Therefore, a beam experiences bending, which is the deflection in the y direction as a function of x. 2.5.1 Stress and Strain The stresses on the cross-section of a beam are the normal stress, σxz , and shear stress, σxz . There are several theories for analysing beam deflections. These theories can be basically
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Figure 2.9. Simply supported beam. The cross-sectional dimensions of the solid are much smaller than in the axial (x) directions, and the external forces are applied in the transverse (z) direction, hence the deflection of the beam is a function of x only. z x



Neutral axis 



Figure 2.10. Euler–Bernoulli assumption for thin beams. The plane cross-sections that are normal to the undeformed, centroidal axis, remain plane and normal to the deformed axis after bending deformation. We hence have u = −zθ.



divided into two major categories: a theory for thin beams and a theory for thick beams. This book focuses on the thin beam theory, which is often referred to as the Euler–Bernoulli beam theory. The Euler–Bernoulli beam theory assumes that the plane cross-sections, which are normal to the undeformed, centroidal axis, remain plane after bending and remain normal to the deformed axis, as shown in Figure 2.10. With this assumption, one can first have εxz = 0



(2.44)



which simply means that the shear stress is assumed to be negligible. Secondly, the axial displacement, u, at a distance z from the centroidal axis can be expressed by u = −zθ



(2.45)
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where θ is the rotation in the x–z plane. The rotation can be obtained from the deflection of the centroidal axis of the beam, w, in the z direction: θ=



∂w ∂x



(2.46)



The relationship between the normal strain and the deflection can be given by εxx =



∂ 2w ∂u = −z 2 = −zLw ∂x ∂x



(2.47)



where L is the differential operator given by L=



∂2 ∂x 2



(2.48)



2.5.2 Constitutive Equations Similar to the equation for truss members, the original Hooke’s law is applicable for beams: σxx = Eεxx



(2.49)



2.5.3 Moments and Shear Forces Because the loading on the beam is in the transverse direction, there will be moments and corresponding shear forces imposed on the cross-sectional plane of the beam. On the other hand, bending of the beam can also be achieved if pure moments are applied instead of transverse loading. Figure 2.11 shows a small representative cell of length dx of the beam. The beam cell is subjected to external force, fz , moment, M, shear force, Q, and inertial force, ρAw, ¨ where ρ is the density of the material and A is the area of the cross-section.



.. ( Fz(x) –Aw) dx



z



M + dM M Q + dQ



Q dx



x



Figure 2.11. Isolated beam cell of length dx. Moments and shear forces are obtained by integration of stresses over the cross-section of the beam.
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Figure 2.12. Normal stress that results in moment.



The moment on the cross-section at x results from the distributed normal stress σxx , as shown in Figure 2.12. The normal stress can be calculated by substituting Eq. (2.47) into Eq. (2.49): σxx = −zELw (2.50) It can be seen from the above equation that the normal stress σxx varies linearly in the vertical direction on the cross-section of the beam. The moments resulting from the normal stress on the cross-section can be calculated by the following integration over the area of the cross-section:    ∂ 2w σxx z dA = −E z2 dA Lw = −EI Lw = −EI 2 (2.51) M= ∂x A A where I is the second moment of area (or moment of inertia) of the cross-section with respect to the y-axis, which can be calculated for a given shape of the cross-section using the following equation:  I=



A



z2 dA



(2.52)



We now consider the force equilibrium of the small beam cell in the z direction ¨ dx = 0 dQ + (Fz (x) − ρAw)



(2.53)



or



dQ = −Fz (x) + ρAw¨ (2.54) dx We would also need to consider the moment equilibrium of the small beam cell with respect to any point at the right surface of the cell, ¨ (dx)2 = 0 dM − Q dx + 21 (Fz − ρAw)



(2.55)
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Neglecting the second order small term containing (dx)2 leads to dM =Q dx



(2.56)



And finally, substituting Eq. (2.51) into Eq. (2.56) gives Q = −EI



∂ 3w ∂x 3



(2.57)



Equations (2.56) and (2.57) give the relationship between the moments and shear forces in a beam with the deflection of the Euler–Bernoulli beam.



2.5.4 Dynamic Equilibrium Equations The dynamic equilibrium equation for beams can be obtained simply by substituting Eq. (2.57) into Eq. (2.54): ∂ 4w EI + ρAw¨ = Fz (2.58) ∂x 4 The static equilibrium equation for beams can be obtained similarly by dropping the dynamic term in Eq. (2.58): ∂ 4w EI = Fz (2.59) ∂x 4



2.6 EQUATIONS FOR PLATES The wings of an aircraft can sometimes be considered as a plate structure carrying transverse loads in the form of engines or other components, as shown in Figure 2.13. A plate possesses a geometrically similar dimensional characteristic as a 2D solid, as shown in Figure 2.14. The difference is that the forces applied on a plate are in the direction perpendicular to the plane of the plate. A plate can also be viewed as a 2D analogy of a beam. Therefore, a plate experiences bending resulting in deflection w in the z direction, which is a function of x and y.



2.6.1 Stress and Strain The stress σzz in a plate is assumed to be zero. Similar to beams, there are several theories for analysing deflection in plates. These theories can also be basically divided into two major categories: a theory for thin plates and a theory for thick plates. This chapter addresses thin plate theory, often called Classical Plate Theory (CPT), or the Kirchhoff plate theory, as well as the first order shear deformation theory for thick plates known as the Reissner–Mindlin plate theory (Reissner, 1945; Mindin, 1951). However, pure plate elements are usually not available in most commercial finite element packages, since most people would use the more
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Figure 2.13. An aircraft wing can be idealized as a plate structure.
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Figure 2.14. A plate subjected to transverse load that results in bending deformation.



general shell elements, which will be discussed in later chapters. Furthermore, it is found that the CPT is not very practical for many situations, since shear deformation should not be neglected for most structures. Hence, in this book, only equations of plate elements based on the Reissner–Mindlin plate theory will be formulated (Chapter 8). Nevertheless, the CPT will also be briefed in this chapter for completeness of this introduction to mechanics for solids and structures. The CPT assumes that normals to the middle (neutral) plane of the undeformed plate remain straight and normal to the middle plane during deformation or bending. This assumption results in εxz = 0,



εyz = 0



(2.60)
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Secondly, the displacements parallel to the undeformed middle plane, u and v, at a distance z from the centroidal axis can be expressed by ∂w ∂x ∂w v = −z ∂y



u = −z



(2.61) (2.62)



where w is the deflection of the middle plane of the plate in the z direction. The relationship between the components of strain and the deflection can be given by ∂ 2w ∂u = −z 2 ∂x ∂x ∂ 2w ∂v = −z 2 = ∂y ∂y



εxx =



(2.63)



εyy



(2.64)



εxy =



∂ 2w ∂u ∂v + = −2z ∂y ∂x ∂x∂y



(2.65)



or in the matrix form ε = −zLw



(2.66)



where ε is the vector of in-plane strains defined by Eq. (2.25), and L is the differential operator matrix given by   ∂ 2 /∂x 2   (2.67) L =  ∂ 2 /∂y 2  2 2∂ /∂x∂y 2.6.2 Constitutive Equations The original Hooke’s law is applicable for plates: σ = cε



(2.68)



where c has the same form for 2D solids defined by Eq. (2.31), the plane stress case, since σzz is assumed to be zero. 2.6.3 Moments and Shear Forces Figure 2.15 shows a small representative cell of dx × dy from a plate of thickness h. The plate cell is subjected to external force fz , and inertial force ρhw, ¨ where ρ is the density of the material. Figure 2.16 shows the moments Mx , My , Mz and Mxy , and shear forces Qx and Qy present. The moments and shear forces result from the distributed normal and shear stresses σxx , σyy and σxy , shown in Figure 2.15. The stresses can be obtained by substituting Eq. (2.66) into Eq. (2.68) σ = −zcLw



(2.69)
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Figure 2.15. Stresses on an isolated plate cell. Integration of these stresses results in corresponding moments and shear forces. z Qx Qy My
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Figure 2.16. Shear forces and moments on an isolated plate cell of dx × dy. The equilibrium system equations are established based on this state of forces and moments.



It can be seen from the above equation that the normal stresses vary linearly in the vertical direction on the cross-sections of the plate. The moments on the cross-section can be calculated in a similar way as for beams by the following integration:      Mx   h3 Mp = My = σ z dA = −c z2 dA Lw = − cLw   12 A A Mxy



(2.70)
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Consider first the equilibrium of the small plate cell in the z direction, and note that dQx = (∂Qx /∂x) dx and dQy = (∂Qy /∂y) dy we have     ∂Qy ∂Qx dx dy + dy dx + (fz − ρhw) ¨ dx dy = 0 (2.71) ∂x ∂y or ∂Qy ∂Qx + + fz = ρhw¨ (2.72) ∂x ∂y Consider then the moment equilibrium of the plate cell with respect to the x-axis, and neglecting the second order small term, leads to a formula for shear force Qx : Qx =



∂Mxy ∂Mx + ∂x ∂y



(2.73)



Finally, consider the moment equilibrium of the plate cell with respect to the y-axis, and neglecting the second order small term, gives Qy =



∂My ∂Mxy + ∂x ∂y



(2.74)



in which we implied that Myx = Mxy . 2.6.4 Dynamic Equilibrium Equations To obtain the dynamic equilibrium equation for plates, we first substitute Eq. (2.70) into Eqs. (2.73) and (2.74), after which Qx and Qy are substituted into Eq. (2.72):  4  ∂ w ∂ 4w ∂ 4w +2 2 2 + (2.75) D + ρhw¨ = fz ∂x 4 ∂x ∂y ∂y 4 where D = Eh3 /(12(1 − v 2 )) is the bending stiffness of the plate. The static equilibrium equation for plates can again be obtained by dropping the dynamic term in Eq. (2.75):   4 ∂ 4w ∂ 4w ∂ w +2 2 2 + (2.76) = fz D ∂x 4 ∂x ∂y ∂y 4 2.6.5 Reissner–Mindlin Plate (Reissner, 1945; Mindlin, 1951) The Reissner–Mindlin plate theory is applied for thick plates, where the shear deformation and rotary inertia effects are included. The Reissner–Mindlin theory does not require the cross-section to be perpendicular to the axial axes after deformation, as shown in Figure 2.17. Therefore, εxz = 0 and εyz = 0. The displacements parallel to the undeformed middle surface, u and v, at a distance z from the centroidal axis can be expressed by u = zθy



(2.77)



v = −zθx



(2.78)



where θx and θy are, respectively, the rotations about the x and y axes of lines normal to the middle plane before deformation.
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Neutral surface



Figure 2.17. Shear deformation in a Mindlin plate. The rotations of the cross-sections are treated as independent variables.



The in-plane strains defined by Eq. (2.25) are given by ε = −zLθ where







−∂/∂x L= 0 −∂/∂y   θ θ= y θx



 0 ∂/∂y  ∂/∂x



Using Eq. (2.4), the transverse shear strains εxz and εyz can be obtained as     ε θy + ∂w/∂x γ = xz = −θx + ∂w/∂y εyz



(2.79)



(2.80)



(2.81)



(2.82)



Note that if the transverse shear strains are negligible, the above equation will lead to ∂w ∂y ∂w θy = − ∂x θx =



(2.83) (2.84)



and Eq. (2.79) becomes Eq. (2.66) of the CPT. The transverse average shear stress τ relates to the transverse shear strain in the form     τxz G 0 τ= (2.85) =κ γ = κ[Ds ]γ τyz 0 G where G is the shear modulus, and κ is a constant that is usually taken to be π 2 /12 or 5/6.
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The equilibrium equations for a Reissner–Mindlin plate can also be similarly obtained as that of a thin plate. Equilibrium of forces and moments can be carried out but this time taking into account the transverse shear stress and rotary inertia. For the purpose of this book, the above concepts for the Reissner-Mindlin plate will be sufficient and the equilibrium equations will not be shown here. Chapter 8 will detail the derivation of the discrete finite element equations by using energy principles.



2.7 REMARKS Having shown how the equilibrium equations for various types of geometrical structures are obtained, it can be noted that all the equilibrium equations are just special cases of the general equilibrium equation for 3D solids. The use of proper assumptions and theories can lead to a dimension reduction, and hence simplify the problem. These kinds of simplification can significantly reduce the size of finite element models.



3 FUNDAMENTALS FOR FINITE ELEMENT METHOD



3.1 INTRODUCTION As mentioned in Chapter 1, when using the Finite Element Method (FEM) to solve mechanics problems governed by a set of partial differential equations, the problem domain is first discretized into small elements. In each of these elements, the profile of the displacements is assumed in simple forms to obtain element equations. The equations obtained for each element are then assembled together with adjoining elements to form the global finite element equation for the whole problem domain. Equations thus created for the global problem domain can be solved easily for the entire displacement field. The above-mentioned FEM process does not seem to be a difficult task. However, in close examination of the above-mentioned process, one would naturally ask a series of questions. How can one simply assume the profile of the solution of the displacement in any simple form? How can one ensure that the governing partial differential equations will be satisfied by the assumed displacement? What should one do when using the assumed profile of the displacement to determine the final displacement field? Yes, one can just simply assume the profile of the solution of the displacements, but a principle has to be followed in order to obtain discretized system equations that can be solved routinely for the final displacement field. The use of such a principle guarantees the best (not exact) satisfaction of the governing system equation under certain conditions. The following details one of the most important principles, which will be employed to establish the FEM equations for mechanics problems of solids and structures. It may be common for a beginner to be daunted by the equations involved when formulating the finite element equations. Perhaps for a beginner, full understanding of the details of the equations in this chapter may prove to be a challenging task. It is thus advised that the novice reader just understands the basic concepts involved without digging too much into the equations. It is then recommended to review this chapter again after going through subsequent chapters with examples to fully understand the equations. Advanced readers are referred to the FEM handbook (Kardestuncer, 1987) for more complete topics related to FEM. 35
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3.2 STRONG AND WEAK FORMS The partial differential system equations developed in Chapter 2, such as Eqs. (2.20) and (2.21), are strong forms of the governing system of equations for solids. The strong form, in contrast to a weak form, requires strong continuity on the dependent field variables (the displacements u, v and w in this case). Whatever functions that define these field variables have to be differentiable up to the order of the partial differential equations that exist in the strong form of the system equations. Obtaining the exact solution for a strong form of the system equation is usually very difficult for practical engineering problems. The finite difference method can be used to solve system equations of the strong form to obtain an approximated solution. However, the method usually works well for problems with simple and regular geometry and boundary conditions. A weak form of the system equations is usually created using one of the following widely used methods: • Energy principles (see, e.g. Washizu, 1974; Reddy, 1984) • Weighted residual methods (see, e.g. Crandall, 1956; Finlayson and Scriven, 1966; Finlayson, 1972; Ziekiewicz and Taylor, 2000) The energy principle can be categorized as a special form of the variational principle which is particularly suited for problems of the mechanics of solids and structures. The weighted residual method is a more general mathematical tool applicable, in principle, for solving all kinds of partial differential equations. Both methods are very easy to understand and apply. This book will demonstrate both methods used for creating FEM equations. An energy principle will be used for mechanics problems of solids and structures, and the weighted residual method will be used for formulating the heat transfer problems. It is also equally applicable to use the energy principle for heat transfer problems, and the weighted residual method for solid mechanics problems, and the procedure is very much the same. The weak form is often an integral form and requires a weaker continuity on the field variables. Due to the weaker requirement on the field variables, and the integral operation, a formulation based on a weak form usually produces a set of discretized system equations that give much more accurate results, especially for problems of complex geometry. Hence, the weak form is preferred by many for obtaining an approximate solution. The finite element method is a typical example of successfully using weak form formulations. Using the weak form usually leads to a set of well-behaved algebraic system equations, if the problem domain is discretized properly into elements. As the problem domain can be discretized into different types of elements, the FEM can be applied for many practical engineering problems with most kinds of complex geometry and boundary conditions. In the following section, Hamilton’s principle, which is one of the most powerful energy principles, is introduced for FEM formulation of problems of mechanics of solids and structures. Hamilton’s principle is chosen because it is simple and can be used for dynamic problems. The approach adopted in this book is to directly work out the dynamic system equations, after which the static system equations can be easily obtained by simply dropping out the dynamic terms. This can be done because of the simple fact that the dynamic system
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equations are the general system equations, and the static case can be considered to be just a special case of the dynamic equations.



3.3 HAMILTON’S PRINCIPLE Hamilton’s principle is a simple yet powerful tool that can be used to derive discretized dynamic system equations. It states simply that “Of all the admissible time histories of displacement the most accurate solution makes the Lagrangian functional a minimum.”



An admissible displacement must satisfy the following conditions: (a) the compatibility equations, (b) the essential or the kinematic boundary conditions, and (c) the conditions at initial (t1 ) and final time (t2 ). Condition (a) ensures that the displacements are compatible (continuous) in the problem domain. As will be seen in Chapter 11, there are situations when incompatibility can occur at the edges between elements. Condition (b) ensures that the displacement constraints are satisfied; and condition (c) requires the displacement history to satisfy the constraints at the initial and final times. Mathematically, Hamilton’s principle states:  t2 L dt = 0 (3.1) δ t1



The Langrangian functional, L, is obtained using a set of admissible time histories of displacements, and it consists of L = T −  + Wf



(3.2)



where T is the kinetic energy,  is the potential energy (for our purposes, it is the elastic strain energy), and Wf is the work done by the external forces. The kinetic energy of the entire problem domain is defined in the integral form  1 ˙ dV ˙TU (3.3) ρU T = 2 V where V represents the whole volume of the solid, and U is the set of admissible time histories of displacements. The strain energy in the entire domain of elastic solids and structures can be expressed as   1 1 εT σ dV = εT cε dV (3.4) = 2 V 2 V where ε are the strains obtained using the set of admissible time histories of displacements. The work done by the external forces over the set of admissible time histories of
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displacements can be obtained by  Wf =



V



UT fb dV +



 Sf



UT fs dSf



(3.5)



where Sf represents the surface of the solid on which the surface forces are prescribed (see Figure 2.2). Hamilton’s principle allows one to simply assume any set of displacements, as long as it satisfies the three admissible conditions. The assumed set of displacements will not usually satisfy the strong form of governing system equations unless we are extremely lucky, or the problem is extremely simple and we know the exact solution. Application of Hamilton’s principle will conveniently guarantee a combination of this assumed set of displacements to produce the most accurate solution for the system that is governed by the strong form of the system equations. The power of Hamilton’s principle (or any other variational principle) is that it provides the freedom of choice, opportunity and possibility. For practical engineering problems, one usually does not have to pursue the exact solution, which in most cases are usually unobtainable, because we now have a choice to quite conveniently obtain a good approximation using Hamilton’s principle, by assuming the likely form, pattern or shape of the solutions. Hamilton’s principle thus provides the foundation for the finite element methods. Furthermore, the simplicity of Hamilton’s principle (or any other energy principle) manifests itself in the use of scalar energy quantities. Engineers and scientists like working with scalar quantities when it comes to numerical calculations, as they do not need to worry about the direction. All the mathematical tools required to derive the final discrete system equations are then basic integration, differentiation and variation, all of which are standard linear operations. Another plus point of Hamilton’s principle is that the final discrete system equations produced are usually a set of linear algebraic equations that can be solved using conventional methods and standard computational routines. The following demonstrates how the finite element equations can be established using Hamilton’s principle and its simple operations. 3.4 FEM PROCEDURE The standard FEM procedure can be briefly summarized as follows. 3.4.1 Domain Discretization The solid body is divided into Ne elements. The procedure is often called meshing, which is usually performed using so-called pre-processors. This is especially true for complex geometries. Figure 3.1 shows an example of a mesh for a two-dimensional solid. The pre-processor generates unique numbers for all the elements and nodes for the solid or structure in a proper manner. An element is formed by connecting its nodes in a pre-defined consistent fashion to create the connectivity of the element. All the elements together form the entire domain of the problem without any gap or overlapping. It is possible for the domain to consist of different types of elements with different numbers of nodes, as



39



3.4 FEM PROCEDURE 2



1



8 15 6



5 19 6 7



18



7



10 13 24



4 25



17



22



3



21 4



9



24 18



12



3 8 11



28



17



16 23 20



20



5



23



22



19 16



14



27 15 12



14 21 26 29 30 31



32



11 9



34



33



36



2



1



10



35



41



38



13



37



39



40



Figure 3.1. Example of a mesh with elements and node properly numbered.



long as they are compatible (no gaps and overlapping; the admissible condition (a) required by Hamilton’s principle) on the boundaries between different elements. The density of the mesh depends upon the accuracy requirement of the analysis and the computational resources available. Generally, a finer mesh will yield results that are more accurate, but will increase the computational cost. As such, the mesh is usually not uniform, with a finer mesh being used in the areas where the displacement gradient is larger or where the accuracy is critical to the analysis. The purpose of the domain discretization is to make it easier in assuming the pattern of the displacement field. 3.4.2 Displacement Interpolation The FEM formulation has to be based on a coordinate system. In formulating FEM equations for elements, it is often convenient to use a local coordinate system that is defined for an element in reference to the global coordination system that is usually defined for the entire structure, as shown in Figure 3.4. Based on the local coordinate system defined on
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an element, the displacement within the element is now assumed simply by polynomial interpolation using the displacements at its nodes (or nodal displacements) as Uh (x, y, z) =



nd 



Ni (x, y, z)di = N(x, y, z)de



(3.6)



i=1



where the superscript h stands for approximation, nd is the number of nodes forming the element, and di is the nodal displacement at the ith node, which is the unknown the analyst wants to compute, and can be expressed in a general form of   d1    → displacement component 1    → displacement component 2  d2  di = (3.7) .. ..   .    .    dnf → displacement component nf where nf is the number of Degrees Of Freedom (DOF) at a node. For 3D solids, nf = 3, and    ui  → displacement in the x-direction (3.8) di = vi → displacement in the y-direction   wi → displacement in the z-direction Note that the displacement components can also consist of rotations for structures of beams and plates. The vector de in Eq. (3.6) is the displacement vector for the entire element, and has the form of   → displacements at node 1 d1        d2  → displacements at node 2 de = (3.9) .. .. ..  . . .        dnd → displacements at node nd Therefore, the total DOF for the entire element is nd × nf . In Eq. (3.6), N is a matrix of shape functions for the nodes in the element, which are predefined to assume the shapes of the displacement variations with respect to the coordinates. It has the general form of N(x, y, z) = [N1 (x, y, z) ↓ for node 1



N2 (x, y, z) ↓ for node 2



where Ni is a sub-matrix of shape functions arranged as  Ni1 0  0 Ni2  Ni =   0 0 0 0



· · · Nnd (x, y, z)] ··· ↓ · · · for node nd



(3.10)



for displacement components, which is 0 0 .. . 0



 0 0    0  Ninf



(3.11)



where Nik is the shape function for the kth displacement component (DOF) at the ith node. For 3D solids, nf = 3, and often Ni1 = Ni2 = Ni3 = Ni . Note that it is not necessary to
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use the same shape function for all the displacement components at a node. For example, we often use different shape functions for translational and rotational displacements. Note that this approach of assuming the displacements is often called the displacement method. There are FEM approaches that assume the stresses instead, but they will not be covered in this book.



3.4.3 Standard Procedure for Constructing Shape Functions Consider an element with nd nodes at xi (i = 1, 2, . . . , nd ), where xT = {x} for onedimensional problems, xT = {x, y} for two-dimensional problems, and xT = {x, y, z} for three-dimensional problems. We should have nd shape functions for each displacement component for an element. In the following, we consider only one displacement component in the explanation of the standard procedure for constructing the shape functions. The standard procedure is applicable for any other displacement components. First, the displacement component is approximated in the form of a linear combination of nd linearly-independent basis functions pi (x), i.e. uh (x) =



nd 



pi (x)αi = pT (x)α



(3.12)



i=1



where uh is the approximation of the displacement component, pi (x) is the basis function of monomials in the space coordinates x, and αi is the coefficient for the monomial pi (x). Vector α is defined as (3.13) α T = {α1 , α2 , α3 , . . . , αnd } The pi (x) in Eq. (3.12) is built with nd terms of one-dimensional monomials; based on the Pascal’s triangle shown in Figure 3.2 for two-dimensional problems; or the well-known Pascal’s pyramid shown in Figure 3.3 for three-dimensional problems. A basis of complete order of p in the one-dimensional domain has the form pT (x) = {1, x, x 2 , x 3 , x 4 , . . . , x p }



(3.14)



A basis of complete order of p in the two-dimensional domain is provided by pT (x) = pT (x, y) = {1, x, y, xy, x 2 , y 2 , . . . , x p , y p }



(3.15)



and that in three-dimensional domain can be written as pT (x) = pT (x, y, z) = {1, x, y, z, xy, yz, zx, x 2 , y 2 , z2 , . . . , x p , y p , zp }



(3.16)



As a general rule, the nd terms of pi (x) used in the basis should be selected from the constant term to higher orders symmetrically from the Pascal triangle shown in Figures 3.2 or 3.3. Some higher-order terms can be selectively included in the polynomial basis if there is a need in specific circumstances.
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Figure 3.2. Pascal triangle of monomials (two-dimensional case). 1
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Figure 3.3. Pascal pyramid of monomials (three-dimensional case).



The coefficients αi in Eq. (3.12) can be determined by enforcing the displacements calculated using Eq. (3.12) to be equal to the nodal displacements at the nd nodes of the element. At node i we can have di = pT (xi )α



i = 1, 2, 3, . . . , nd



(3.17)
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where di is the nodal value of uh at x = xi . Equation (3.17) can be written in the following matrix form: de = Pα



(3.18)



where de is the vector that includes the values of the displacement component at all the nd nodes in the element:   d1        d2  (3.19) de = .    ..      dnd and P is given by







 pT (x1 )  pT (x2 )    P= .   .. 



(3.20)



pT (xnd )



which is called the moment matrix. The expanded form of P is 



p1 (x1 )  p1 (x2 )  P= .  ..



p2 (x1 ) p2 (x2 ) .. .



p1 (xnd )



··· ··· .. .



p2 (xnd )



 pnd (x1 ) pnd (x2 )    ..  .



(3.21)



· · · pnd (xnd )



For two-dimensional polynomial basis functions, we have 



1



 1  P = .  ..  1



x1



y1



x1 y1



x12



y12



x12 y1



x1 y12



x13



x2 .. .



y2 .. .



x2 y2 .. .



x22 .. .



y22 .. .



x22 y2 .. .



x2 y22 .. .



x23 .. .



xnd



ynd



xnd ynd



xn2d



yn2d



xn2d ynd



xnd yn2d



xn3d



 ···  · · ·  ..  .   ···



(3.22)



Using Eq. (3.18), and assuming that the inverse of the moment matrix P exists, we can then have α = P−1 de



(3.23)



Substituting Eq. (3.23) into Eq. (3.12), we then obtain uh (x) =



nd  i=1



Ni (x)di



(3.24)
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or in matrix form uh (x) = N(x)de



(3.25)



where N(x) is a matrix of shape functions Ni (x) defined by  pT (x)P1−1 pT (x)P2−1 · · · pT (x)Pn−1    =       



N(x) = pT (x)P−1







N1 (x)



= N1 (x)



N2 (x)



 N2 (x) · · · Nn (x)



Nn (x)



(3.26)



where Pi−1 is the ith column of matrix P−1 , and Ni (x) = pT (x)Pi−1



(3.27)



In obtaining Eq. (3.23), we have assumed the existence of the inverse of P. There could be cases where P−1 does not exist, and the construction of shape functions will fail. The existence of P−1 depends upon (1) the basis function used, and (2) the nodal distribution of the element. The basis functions have to be chosen first from a linearly-independent set of bases, and then the inclusion of the basis terms should be based on the nodal distribution in the element. The discussion in this direction is more involved, and interested readers are referred to a monograph by Liu [2002]. In this book, we shall only discuss elements whose corresponding moment matrices are invertible. Note that the derivatives of the shape functions can be obtained very easily, as all the functions involved are polynomials. The lth derivative of the shape functions is simply given by  T (l) Ni (x) = p(l) (x) Pi−1 (3.28) The issues related to the compatibility of element shape functions will be addressed in Chapter 11. Note that there are many other methods for creating shape functions which do not necessarily follow the standard procedure described above. Some of these often-used shortcut methods will be discussed in later chapters, when we develop different types of elements. These shortcut methods need to make use of the properties of shape functions detailed in the next section.



3.4.4 Properties of the Shape Functions1 Property 1. Reproduction property and consistency The consistency of the shape function within the element depends upon the complete orders of the monomial pi (x) used in Eq. (3.12), and hence is also dependent upon the number of nodes of the element. If the complete order of monomial is k, the shape functions is said to 1 The reader may skip the proof of these properties and lemmas.
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possess C k consistency. To demonstrate, we consider a field given by f (x) =



k 



pj (x)βj ,



k ≤ nd



(3.29)



j



where pj (x) are monomials that are included in Eq. (3.12). Such a given field can always be written using Eq. (3.12) using all the basis terms, including those in Eq. (3.29): nd 



pj (x)βj = pT (x)α



(3.30)



α T = [β1 , β2 , . . . , βk , 0, . . . , 0]



(3.31)



f (x) =



j



where



Using n nodes in the support domain of x, we can obtain the vector of nodal function value de as:             



f1 f2 .. . fk



            







p1 (x1 )  p (x )  1 2  ..  .   de = = P =  p1 (xk )     fk+1    p1 (xk+1 )        .. ..         . .       p1 (xnd ) fn



p2 (x1 ) p2 (x2 ) .. . p2 (xk ) p2 (xk+1 ) .. . p2 (xnd )



· · · pk (x1 ) · · · pk (x2 ) .. . ··· · · · pk (xk ) · · · pk (xk+1 ) .. . ··· · · · pk (xnd )



pk+1 (x1 ) pk+1 (x2 ) .. . pk+1 (xk ) pk+1 (xk+1 ) .. . pk+1 (xnd )



  pnd (x1 )  β1        pnd (x2 )  β  2       .. ..       .   .   pnd (xk )  βk    pnd (xk+1 )    0     ..   ..      . .       0 pnd (xnd )



= Pα



(3.32)



Substituting Eq. (3.32) into Eq. (3.25), we have the approximation of uh (x) = pT (x)P−1 de = pT (x)P−1 Pα = pT (x)α =



k 



pj (x)αj = f (x)



(3.33)



j



which is exactly what is given in Eq. (3.30). This proves that any field given by Eq. (3.29) will be exactly reproduced in the element by the approximation using the shape functions, as long as the given field function is included in the basis functions used for constructing the shape functions. This feature of the shape function is  in fact also very easy to understand by intuition: any function given in the form of f (x) = kj pj (x)βj can be produced exactly by letting αj = βj (j = 1, 2, . . . , k) and αj = 0 (j = k + 1, . . . , nd ). This can always be done as long as the moment matrix P is invertible so as to ensure the uniqueness of the solution for α. The proof of the consistency of the shape function implies another important feature of the shape function: that is the reproduction property, which states that any function that appears in the basis can be reproduced exactly. This important property can be used for creating fields of special features. To ensure that the shape functions have linear consistency,
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all one needs to do is include the constant (unit) and linear monomials into the basis. We can make use of the feature of the shape function to compute accurate results for problems by including terms in the basis functions that are good approximations of the problem solution. The difference between consistency and reproduction is • consistency depends upon the complete order of the basis functions; and • reproduction depends upon whatever is included in the basis functions. Property 2. Linear independence Shape functions are linearly-independent. This is because basis functions are of linear independence and P−1 is assumed to exist. The existence of P−1 implies that the shape functions are equivalent to the basis functions in the function space, as shown in Eq. (3.26). Because the basis functions are linearly-independent, the shape functions are hence linearlyindependent. Many FEM users do not pay much attention to this linear independence property; however, it is the foundation for the shape functions to have the delta function property stated below. Property 3. Delta function properties  1 Ni (xj ) = δij = 0



i = j , j = 1, 2, . . . , nd i = j , i, j = 1, 2, . . . , nd



(3.34)



where δij is the delta function. The delta function property implies that the shape function Ni should be unit at its home node i, and vanishes at the remote nodes j = i of the element. The delta function property can be proven easily as follows: because the shape functions Ni (x) are linearly-independent, any vector of length nd should be uniquely produced by linear combination of these nd shape functions. Assume that the displacement at node i is di and the displacements at other nodes are zero, i.e. de = {0, 0, . . . , di , . . . , 0}T



(3.35)



and substitute the above equation into Eq. (3.24), we have at x = xj , that uh (xj ) =



nd 



Nk (xj )dk = Ni (xj )di



(3.36)



k=1



and when i = j , we must have ui = di = Ni (xi )di



(3.37)



Ni (xi ) = 1



(3.38)



which implies that This proves the first row of Eq. (3.34). When i = j , we must have uj = 0 = Ni (xj )di



(3.39)
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which requires Ni (xj ) = 0



(3.40)



This proves the second row of Eq. (3.34). We can then conclude that the shape functions possess the delta function property, as depicted by Eq. (3.34). Note that there are elements, such as the thin beam and plate elements, whose shape functions may not possess the delta function property (see Section 5.2.1 for details). Property 4. Partitions of unity property Shape functions are partitions of unity: n 



Ni (x) = 1



(3.41)



i=1



if the constant is included in the basis. This can be proven easily from the reproduction feature of the shape function. Let u(x) = c, where c is a constant; we should have     d1    c       c     d2  (3.42) = . de = .. ..    .              c dnd which implies the same constant displacement for all the nodes. Substituting the above equation into Eq. (3.24), we obtain u(x) = c



=



reproduction



h



u (x)



nd 



=



approximation



Ni (x)di =



i=1



nd  i=1



Ni (x)c = c



nd 



Ni (x)



(3.43)



i=1



which gives Eq. (3.41). This shows that the partitions of unity of the shape functions in the element allows a constant field or rigid body movement to be reproduced. Note that Eq. (3.41) does not require 0 ≤ Ni (x) ≤ 1. Property 5. Linear field reproduction If the first order monomial is included in the basis, the shape functions constructed reproduce the linear field, i.e. nd  (3.44) Ni (x)xi = x i=1



where xi is the nodal values of the linear field. This can be proven easily from the reproduction feature of the shape function in exactly the same manner for proving Property 4. Let u(x) = x, we should have T  de = x1 , x2 , . . . , xnd (3.45) Substituting the above equation into Eq. (3.24), we obtain uh (x) = x =



nd  1



which is Eq. (3.44).



Ni (x)xi



(3.46)
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Lemma 1. Condition for shape functions being partitions of unity. For a set of shape functions in the general form Ni (x) = c1i + c2i p2 (x) + c3i p3 (x) + · · · + cnd i pnd (x)



(3.47)



where pi (x) (p1 (x) = 1, i = 2, nd ) is a set of independent base functions, the sufficient and necessary condition for this set of shape functions being partitions of unity is C1 = 1



(3.48)



C2 = C3 = · · · = Cnd = 0 where Ck =



nd 



cki



(3.49)



i=1



Proof.



Using Eq. (3.47), the summation of the shape functions is nd 



Ni (x) =



i=1



nd 



c1i + p2 (x)



i=1



nd 



c2i + p3 (x)



i=1



nd 



c3i + · · · + pnd (x)



i=1



nd  i=1



= C1 + C2 p2 (x) + C2 p3 (x) + · · · + Cnd pnd (x) = 1     1



0



0



cnd i (3.50)



0



which proofs the sufficient condition. To proof the necessary condition, we argue that, to have the partitions of unity, we have nd 



Ni (x) = C1 + C2 p2 (x) + C2 p3 (x) + · · · + Cnd pnd (x) = 1



(3.51)



(C1 − 1) + C2 p2 (x) + C2 p3 (x) + · · · + Cnd pnd (x) = 0



(3.52)



i=1



or Because pi (x) (p1 (x) = 1, i = 2, nd ) is a set of independent base functions. The necessary condition for Eq. (3.52) to be satisfied is Eq. (3.48). Lemma 2. Condition for shape functions being partitions of unity. Any set of nd shape functions will automatically satisfy the partitions of unity property if it satisfies: • Condition 1: it is given in a linear combination of the same linearly-independent set of nd basis functions that contain the constant basis, and the moment matrix defined by Eq. (3.21) is of full rank; • Condition 2: it possesses the delta function property. Proof. From Eq. (3.26), we can see that all the nd shape functions are formed via a combination of the same basis function pi (x) (i = 1, 2, . . . , nd ). This feature, together
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with the delta function property, can ensure the property of partitions of unity. To prove this, we write a set of shape functions in the general form Ni (x) = c1i + c2i p2 (x) + c3i p3 (x) + · · · + cnd i pnd (x)



(3.53)



where we ensured the inclusion of the constant basis of p1 (x) = 1. The other basis function pi (x) (i = 2, . . . , nd ) in Eq. (3.53) can be monomials or any other type of basis functions as long as all the basis functions (including p1 (x)) are linearly-independent. From the Condition 2, the shape functions possess a delta function property that leads to nd 



Ni (xj ) = 1 for j = 1, 2, . . . , nd



(3.54)



i=1



Substituting Eq. (3.53) into the previous equations, we have nd  i=1



c1i +p2 (xj )



nd 



c2i +p3 (xj )



i=1



nd 



c3i +· · ·+pnd (xj )



i=1



nd 



cnd i = 1



for j = 1, 2, . . . , nd



i=1



(3.55)



or C1 + p2 (xj )C2 + p3 (xj )C3 + · · · + pnd (xj )Cnd = 1



for j = 1, 2, . . . , nd



(3.56)



Expanding Eq. (3.56) gives C1 + p2 (x1 )C2 + p3 (x1 )C3 + · · · + pnd (x1 )Cnd = 1 C1 + p2 (x2 )C2 + p3 (x2 )C3 + · · · + pnd (x2 )Cnd = 1 (3.57)



.. . C1 + p2 (xnd )C2 + p3 (xnd )C3 + · · · + pnd (xnd )Cnd = 1 or in the matrix form



   C1 − 1   1 p2 (x2 ) p3 (x2 ) · · · pnd (x2 )    C2   1 p2 (x3 ) p3 (x3 ) · · · pnd (x3 )       C 3 =0  ..  . .. .. .. .. .  ..  . . .      .   1 p2 (xnd ) p3 (xnd ) · · · pnd (xnd )    Cnd 



(3.58)



Note that the coefficient matrix of Eq. (3.58) is the moment matrix that has a full rank (Condition 1); we then have C1 = 1 C2 = C3 = · · · = Cnd = 0 The use of Lemma 1 proves the partitions of the unity property of shape functions.



(3.59)
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Lemma 3. Condition for shape functions being linear field reproduction. Any set of nd shape functions will automatically satisfy the linear reproduction property, if it satisfies • Condition 1: it is given in a linear combination of the same linearly-independent set of nd basis functions that contain the linear basis function, and the moment matrix defined by Eq. (3.21) is of full rank; • Condition 2: it possesses the delta function property. To prove this, we write a set of shape functions in the following general form of Ni (x) = c1i p1 (x) + c2i x + c3i p3 (x) + · · · + cni pnd (x)



(3.60)



where we ensure inclusion of the complete linear basis functions of p2 (x) = x. The other basis function pi (x) (i = 1, 3, . . . , nd ) in Eq. (3.53) can be monomials or any other type of basis function as long as all the basis functions are linearly-independent. Consider a linear field of u(x) = x, we should have the nodal vector as follows:  T de = x1 , x2 , . . . , xnd



(3.61)



Substituting the above equation into Eq. (3.24), we obtain uh (x) =



nd 



Ni (x)xi



i=1



=



nd 



[c1i p1 (x) + c2i x + c3i p3 (x) + · · · + cnd i pnd (x)]xi



i=1



=



nd  i=1



=



nd  i=1



c1i p1 (x)xi +



nd 



c2i xxi +



i=1



c1i p1 (x)xi + x



nd  i=1



nd 



c3i p3 (x)xi + · · · +



i=1



c2i xi + p3 (x)



nd 



cnd i pnd (x)xi



i=1 nd 



c3i xi + · · · + pnd (x)



nd 



i=1



= p1 (x)Cx1 + xCx2 + p3 (x)Cx3 + · · · + pnd (x)Cxnd



cnd i xi



i=1



(3.62)



At the nd nodes of the element, we have nd equations: uh (x1 ) = p1 (x)Cx1 + x1 Cx2 + p3 (x1 )Cx3 + · · · + pnd (x1 )Cxnd uh (x2 ) = p1 (x)Cx1 + x2 Cx2 + p3 (x2 )Cx3 + · · · + pnd (x2 )Cxnd .. . uh (xnd ) = p1 (x)Cx1 + xnd Cx2 + p3 (xnd )Cx3 + · · · + pnd (xnd )Cxnd



(3.63)
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Using the delta function property of the shape functions, we have uh (xj ) =



nd 



Ni (xj )xi



i=1



= N1 (xj ) x1 + N1 (xj ) x2 + · · · + N1 (xj ) xj + · · · + N1 (xj ) xnd             0



0



1



0



= xj



(3.64)



Hence, Eq. (3.63) becomes 0 = p1 (x)Cx1 + x1 (Cx2 − 1) + p3 (x2 )Cx3 + · · · + pnd (x2 )Cxnd 0 = p1 (x3 )Cx1 + x2 (Cx2 − 1) + p3 (x3 )Cx3 + · · · + pnd (x3 )Cxnd (3.65)



.. . 0 = p1 (xnd )Cx1 + xnd (Cx2 − 1) + p3 (xnd )Cx3 + · · · + pnd (xnd )Cxnd Or in matrix form,  p1 (x1 ) p1 (x1 )   ..  . p1 (x1 )



x1 x2 .. .



xnd



    Cx1    p3 (x1 ) · · · pnd (x1 )    Cx2 − 1      p3 (x2 ) · · · pnd (x2 )  C x3 =0  . .. .. ..  ..  . .      .   p3 (xnd ) · · · pnd (xnd )    Cxnd



(3.66)



Note that the coefficient matrix of Eq. (3.66) is the moment matrix that has a full rank. We thus have Cx1 = 0 (Cx2 − 1) = 0



(3.67)



Cx3 = · · · = Cnd = 0 Substituting the previous equation back into Eq. (3.62), we obtain uh (x) =



nd 



Ni (x)xi = x



(3.68)



i=1



This proves the property of linear field reproduction. The delta function property (Property 3) ensures convenient imposition of the essential boundary conditions (admissible condition (b) required by Hamilton’s principle), because the nodal displacement at a node is independent of that at any other nodes. The constraints can often be written in the form of a so-called Single Point Constraint (SPC). If the displacement at a node is fixed, all one needs to do is to remove corresponding rows and columns without affecting the other rows and columns.
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The proof of Property 4 gives a convenient way to confirm the partitions of unity property of shape functions. As long as the constant (unit) basis is included in the basis functions, the shape functions constructed are partitions of unity. Properties 4 and 5 are essential for the FEM to pass the standard patch test, used for decades in the finite element method for validating the elements. In the standard patch test, the patch is meshed with a number of elements, with at least one interior node. Linear displacements are then enforced on the boundary (edges) of the patch. A successful patch test requires the FEM solution to produce the linear displacement (or constant strain) field at any interior node. Therefore, the property of reproduction of a linear field of shape function provides the foundation for passing the patch test. Note that the property of reproducing the linear field of the shape function does not guarantee successful patch tests, as there could be other sources of numerical error, such as numerical integration, which can cause failure. Lemma 1 seems to be redundant, since we already have Property 4. However, Lemma 1 is a very convenient property to use for checking the property of partitions of unity of shape functions that are constructed using other shortcut methods, rather than the standard procedure described in Section 3.4.3. Using Lemma 1, one only needs to make sure whether the shape functions satisfy Eq. (3.48). Lemma 2 is another very convenient property to use for checking the property of partitions of unity of shape functions. Using Lemma 2, we only need to make sure that the constructed nd shape functions are of the delta function property, and they are linear combinations of the same nd basis functions that are linearly-independent and contain the constant basis function. The conformation of full-rank of the moment matrix of the basis functions can sometimes be difficult. In this book, we usually assume that the rank is full for the normal elements, as long as the basis functions are linearly-independent. In usual situations, one will not be able to obtain the shape functions if the rank of the moment matrix is not full. If we somehow obtained the shape functions successfully, we can usually be sure that the rank of the corresponding moment matrix is full. Lemma 3 is a very convenient property to use for checking the property of linear field reproduction of shape functions. Using Lemma 3, we only need to make sure that the constructed nd shape functions are of the delta function property, and they are linear combinations of the same nd basis functions that are linearly-independent and contain the linear basis function. 3.4.5 Formation of FE Equations in Local Coordinate System Once the shape functions are constructed, the FE equation for an element can be formulated using the following process. By substituting the interpolation of the nodes, Eq. (3.6), and the strain–displacement equation, say Eq. (2.5), into the strain energy term (Eq. (3.4)), we have     1 1 1 T T T T T = ε cε dV = d B cB de dV = de B cB dV de (3.69) 2 Ve 2 Ve e 2 Ve where the subscript e stands for the element. Note that the volume integration over the global domain has been changed to that over the elements. This can be done because we assume
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that the assumed displacement field satisfies the compatibility condition (see Section 3.3) on all the edges between the elements. Otherwise, techniques discussed in Chapter 11 are needed. In Eq.(3.69), B is often called the strain matrix, defined by B = LN



(3.70)



where L is the differential operator that is defined for different problems in Chapter 2. For 3D solids, it is given by Eq. (2.7). By denoting  ke = BT cB dV (3.71) Ve



which is called the element stiffness matrix, Eq. (3.69) can be rewritten as  = 21 deT ke de



(3.72)



Note that the stiffness matrix ke is symmetrical, because    [ke ]T = [BT cB]T dV = BT cT [BT ]T dV = Ve



Ve



Ve



BT cB dV = ke



(3.73)



which shows that the transpose of matrix ke is itself. In deriving the above equation, c = cT has been employed. Making use of the symmetry of the stiffness matrix, only half of the terms in the matrix need to be evaluated and stored. By substituting Eq. (3.6) into Eq. (3.3), the kinetic energy can be expressed as     1 1 ˙ dV = 1 ˙TU T = ρ d˙ eT NT Nd˙ e dV = d˙ eT ρNT N dV d˙ e ρU (3.74) 2 2 Ve 2 Ve Ve By denoting



 me =



Ve



ρNT N dV



(3.75)



which is called the mass matrix of the element, Eq. (3.74) can be rewritten as T = 21 d˙ eT me d˙ e



(3.76)



It is obvious that the element mass matrix is also symmetrical. Finally, to obtain the work done by the external forces, Eq. (3.6) is substituted into Eq. (3.5):       Wf = deT NT fb dV + deT NT fs dS = deT NT fb dV + deT NT fs dS Ve



Se



Ve



Se



(3.77) where the surface integration is performed only for elements on the force boundary of the problem domain. By denoting  Fb =



Ve



NT fb dV



(3.78)
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and Fs =



Se



NT fs dS



(3.79)



Eq. (3.77) can then be rewritten as Wf = deT Fb + deT Fs = deT fe



(3.80)



Fb and Fs are the nodal forces acting on the nodes of the elements, which are equivalent to the body forces and surface forces applied on the element in terms of the work done on a virtual displacement. These two nodal force vectors can then be added up to form the total nodal force vector fe : f e = Fb + F s (3.81) Substituting Eqs. (3.72), (3.76) and (3.80) into Lagrangian functional L (Eq. (3.2)), we have L = 21 d˙ eT me d˙ e − 21 deT ke de + deT fe



(3.82)



Applying Hamilton’s principle (Eq. (3.1)), we have   t2  1 ˙T 1 δ de me d˙ e − deT ke de + deT fe dt = 0 2 2 t1



(3.83)



Note that the variation and integration operators are interchangeable, hence we obtain 



t2



t1



(δ d˙ eT me d˙ e − δdeT ke de + δdeT fe ) dt = 0



(3.84)



To explicitly illustrate the process of deriving Eq. (3.84) from Eq. (3.83), we use a two-degree of freedom system as an example. Here, we show the procedure for deriving the second term in Eq. (3.84):    ! " # 1 T 1 k11 k12 d1 δ d ke de = δ {d1 d2 } k12 k22 d2 2 e 2  " #  d1 1  = δ d1 k11 + d2 k12 d1 k12 + d2 k22 d2 2 $ % 1 = δ d12 k11 + 2d1 d2 k12 + d22 k22 2   & ' ' & ∂ d12 k11 + 2d1 d2 k12 + d22 k22 1 ∂ d12 k11 + 2d1 d2 k12 + d22 k22 = δd1 + δd2 2 ∂d1 ∂d2 = (d1 k11 + d2 k12 )δd1 + (d1 k12 + d2 k22 )δd2 " #   d1 k11 + d2 k12  k11  = δd1 δd2 = δd1 δd2 d1 k12 + d2 k22 k12



k12 k22



!" # d1 = δdeT ke de d2
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In Eq. (3.84), the variation and differentiation with time are also interchangeable, i.e. δ d˙ eT = δ







ddeT dt



 =



d $ T% δde dt



(3.85)



Hence, by substituting Eq. (3.85) into Eq. (3.84), and integrating the first term by parts, we obtain  t2  t2  t2 (t (3.86) δdeT me d¨ e dt = − δdeT me d¨ e dt δ d˙ eT me d˙ e dt = δdeT me d˙ e (t2 − 1 t1 t1 t1    =0



Note that in deriving Eq. (3.86) as above, the condition δde = 0 at t1 and t2 have been used, which leads to the vanishing of the first term on the right-hand side. This is because the initial condition at t1 and final condition at t2 have to be satisfied for any de (admissible conditions (c) required by Hamilton’s principle), and no variation at t1 and t2 is allowed. Substituting Eq. (3.86) into Eq. (3.84) leads to 



t2



t1



δdeT (−me d¨ e − kde + fe ) dt = 0



(3.87)



To have the integration in Eq. (3.87) as zero for an arbitrary integrand, the integrand itself has to vanish, i.e. δdeT (−me d¨ e − kde + fe ) = 0 (3.88) Due to the arbitrary nature of the variation of the displacements, the only insurance for Eq. (3.88) to be satisfied is ke de + me d¨ e = fe (3.89) Equation (3.89) is the FEM equation for an element, while ke and me are the stiffness and mass matrices for the element, and fe is the element force vector of the total external forces acting on the nodes of the element. All these element matrices and vectors can be obtained simply by integration for the given shape functions of displacements.



3.4.6 Coordinate transformation The element equation given by Eq. (3.89) is formulated based on the local coordinate system defined on an element. In general, the structure is divided into many elements with different orientations (see Figure 3.4). To assemble all the element equations to form the global system equations, a coordinate transformation has to be performed for each element in order to formulate its element equation in reference to the global coordinate system which is defined on the whole structure. The coordinate transformation gives the relationship between the displacement vector de based on the local coordinate system and the displacement vector De for the same element,
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Figure 3.4. Local and global coordinate system.



but based on the global coordinate system: de = TDe



(3.90)



T is the transformation matrix, which has different forms depending upon the type of element, and will be discussed in detail in later chapters. The transformation matrix can also be applied to the force vectors between the local and global coordinate systems: fe = TFe



(3.91)



in which Fe stands for the force vector at node i on the global coordinate system. Substitution of Eq. (3.90) into Eq. (3.89) leads to the element equation based on the global coordinate system: ¨ e = Fe K e De + M e D



(3.92)
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where Ke = TT ke T



(3.93)



Me = TT me T



(3.94)



Fe = TT fe



(3.95)



3.4.7 Assembly of Global FE Equation The FE equations for all the individual elements can be assembled together to form the global FE system equation: ¨ =F KD + MD (3.96) where K and M are the globe stiffness and mass matrix, D is a vector of all the displacements at all the nodes in the entire problem domain, and F is a vector of all the equivalent nodal force vectors. The process of assembly is one of simply adding up the contributions from all the elements connected at a node. The detailed process will be demonstrated in Chapter 4 using an example. It may be noted here that the assembly of the global matrices can be skipped by combining assembling with the equation solving. This means that the assembling of a term in the global matrix is done only when the equation solver is operating on this term.



3.4.8 Imposition of Displacement Constraints The global stiffness matrix K in Eq. (3.96) does not usually have a full rank, because displacement constraints (supports) are not yet imposed, and it is non-negative definite or positive semi-definite. Physically, an unconstrained solid or structure is capable of performing rigid movement. Therefore, if the solid or structure is free of support, Eq. (3.96) gives the behavior that includes the rigid body dynamics, if it is subjected to dynamic forces. If the external forces applied are static, the displacements cannot be uniquely determined from Eq. (3.96) for any given force vector. It is meaningless to try to determine the static displacements of an unconstrained solid or structure that can move freely. For constrained solids and structures, the constraints can be imposed by simply removing the rows and columns corresponding to the constrained nodal displacements. We shall demonstrate this method in an example problem in later chapters. After the treatment of constraints (and if the constraints are sufficient), the stiffness matrix K in Eq. (3.96) will be of full rank, and will be Positive Definite (PD). Since we have already proven that K is symmetric, K is of a Symmetric Positive Definite (SPD) property.



3.4.9 Solving the Global FE Equation By solving the global FE equation, displacements at the nodes can be obtained. The strain and stress in any element can then be retrieved using Eq. (3.6) in Eqs. (2.5) and (2.8).
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3.5 STATIC ANALYSIS Static analysis involves the solving of Eq. (3.96) without the term with the global mass matrix, M. Hence, as discussed, the static system of equations takes the form KD = F



(3.97)



There are numerous methods and algorithms to solve the above matrix equation. The methods often used are Gauss elimination and LU decompositions for small systems, and iterative methods for large systems. These methods are all routinely available in any math library of any computer system. 3.6 ANALYSIS OF FREE VIBRATION (EIGENVALUE ANALYSIS) For a structural system with a total DOF of N , the stiffness matrix K and mass matrix M in Eq. (3.96) have a dimension of N × N . By solving the above equation we can obtain the displacement field, and the stress and strain can then be calculated. The question now is how to solve this equation, as N is usually very large for practical engineering structures. One way to solve this equation is using the so-called direct integration method, discussed in the next section. An alternative way of solving Eq. (3.96) is using the so-called modal analysis technique (or mode superposition technique). In this technique, we first have to solve the homogenous equation of Eq. (3.96). The homogeneous equation is when we consider the case of F = 0, therefore it is also called free vibration analysis, as the system is free of external forces. For a solid or structure that undergoes a free vibration, the discretized system equation Eq. (3.96) becomes ¨ =0 KD + MD



(3.98)



This solution for the free vibration problem can be assumed as D = φ exp(iωt)



(3.99)



where φ is the amplitude of the nodal displacement, ω is the frequency of the free vibration, and t is the time. By substituting Eq. (3.99) into Eq. (3.98), we obtain [K − ω2 M]φ = 0



(3.100)



[K − λM]φ = 0



(3.101)



λ = ω2



(3.102)



or where Equation (3.100) (or (3.101)) is called the eigenvalue equation. To have a non-zero solution for φ, the determinate of the matrix must vanish: det[K − λM] = |K − λM| = 0



(3.103)



The expansion of the above equation will lead to a polynomial of λ of order N . This polynomial equation will have N roots, λ1 , λ2 , . . . , λN , called eigenvalues, which relate to
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the natural frequency of the system by Eq. (3.100). The natural frequency is a very important characteristic of the structure carrying dynamic loads. It has been found that if a structure is excited by a load with a frequency of one of the structure’s natural frequencies, the structure can undergo extremely violent vibration, which often leads to catastrophic failure of the structural system. Such a phenomenon is called resonance. Therefore, an eigenvalue analysis has to be performed in designing a structural system that is to be subjected to dynamic loadings. By substituting an eigenvalue λi back into the eigenvalue equation, Eq. (3.101), we have [K − λi M]φ = 0 (3.104) which is a set of algebraic equations. Solving the above equation for φ, a vector denoted by φ i can then be obtained. This vector corresponding to the ith eigenvalue λi is called the ith eigenvector that satisfies the following equation: [K − λi M]φ i = 0



(3.105)



An eigenvector φ i corresponds to a vibration mode that gives the shape of the vibrating structure of the ith mode. Therefore, analysis of the eigenvalue equation also gives very important information on possible vibration modes experienced by the structure when it undergoes a vibration. Vibration modes of a structure are therefore another important characteristic of the structure. Mathematically, the eigenvectors can be used to construct the displacement fields. It has been found that using a few of the lowest modes can obtain very accurate results for many engineering problems. Modal analysis techniques have been developed to take advantage of these properties of natural modes. In Eq. (3.101), since the mass matrix M is symmetric positive definite and the stiffness matrix K is symmetric and either positive or positive semi-definite, the eigenvalues are all real and either positive or zero. It is possible that some of the eigenvalues may coincide. The corresponding eigenvalue equation is said to have multiple eigenvalues. If there are m coincident eigenvalues, the eigenvalue is said to be of a multiplicity of m. For an eigenvalue of multiplicity m, there are m vectors satisfying Eq. (3.105). Methods for the effective computation of the eigenvalues and eigenvectors for an eigenvalue equations system like Eq. (3.100) or (3.101) are outside the scope of this book. Intensive research has been conducted to-date, and many sophisticated algorithms are already well established and readily available in the open literature, and routinely in computational libraries. The commonly used methods are (see, e.g. Petyt, 1990): • • • • • • •



Jacobi’s method; Given’s method and householder’s method; the bisection method (using Sturm sequences); inverse iteration; QR method; subspace iteration; Lanczos’ method.
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3.7 TRANSIENT RESPONSE Structural systems are very often subjected to transient excitation. A transient excitation is a highly dynamic, time-dependent force exerted on the solid or structure, such as earthquake, impact and shocks. The discrete governing equation system for such a structure is still Eq. (3.96), but it often requires a different solver from that used in eigenvalue analysis. The widely used method is the so-called direct integration method. The direct integration method basically uses the finite difference method for time stepping to solve Eq. (3.96). There are two main types of direct integration method: implicit and explicit. Implicit methods are generally more efficient for a relatively slow phenomenon, and explicit methods are more efficient for a very fast phenomenon, such as impact and explosion. The literature on the various algorithms available to solving transient problems is vast. This section introduces the idea of time stepping used in finite difference methods, which are employed in solving transient problems. Before discussing the equations used for the time stepping techniques, it should be mentioned that the general system equation for a structure can be re-written as ˙ + MD ¨ =F KD + CD



(3.106)



˙ is the vector of velocity components, and C is the matrix of damping coeffiwhere D cients that are determined experimentally. The damping coefficients are often expressed as proportions of the mass and stiffness matrices, called proportional damping (e.g. Petyt, 1990; Clough and Penzien, 1975). For a proportional damping system, C can be simply determined in the form C = c K K + cM M (3.107) where cK and cM are determined by experiments.



3.7.1 Central Difference Algorithm We first write the system equation in the form ¨ = F − [CD ˙ + KD] = F − Fint = Fresidual MD



(3.108)



where Fresidual is the residual force vector, and ˙ + KD] Fint = [CD



(3.109)



¨ can be simply obtained by is defined as the internal force at time t. The acceleration, D, ¨ = M−1 Fresidual D



(3.110)



In practice, the above equation does not usually require solving of the matrix equation, since lumped masses are usually used which forms a diagonal mass matrix [Petyt, 1990].
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The solution to Eq. (3.110) is thus trivial, and the matrix equation is the set of independent equations for each degree of freedom i as follows: di =



firesidual mi



(3.111)



where firesidual is the residual force, and mi is the lumped mass corresponding to the ith DOF. We now introduce the following finite central difference equations: ˙ t + Dt−,t Dt+,t = 2 (,t) D



(3.112)



˙ t+,t = 2 (,t) D ¨t +D ˙ t−,t D



(3.113)



¨t = D



1 (Dt+,t − 2Dt + Dt−,t ) (,t)2



(3.114)



By eliminating Dt+,t from Eqs. (3.112) and (3.114), we have ˙t + Dt−,t = Dt − (,t)D



(,t)2 ¨ Dt 2



(3.115)



To explain the time stepping procedure, refer to Figure 3.5, which shows an arbitrary plot of either displacement or velocity against time. The time stepping/marching procedure in ¨ 0 using the central difference method starts at t = 0, and computes the acceleration D Eq. (3.110): ¨ 0 = M−1 Fresidual D (3.116) 0 ˙ ˙ ¨ For given initial conditions, D0 and D0 are known. Substituting D0 , D0 and D0 into Eq. (3.115), we find D−,t . Considering a half of the time step and using the central difference equations (3.112) and (3.113), we have ˙ t + Dt−,t/2 Dt+,t/2 = (,t)D



(3.117)



˙ t+,t/2 = (,t)D ¨t +D ˙ t−,t/2 D



(3.118)



˙ −,t/2 at t = −,t/2 can be obtained by Eq. (3.117) by performing the The velocity, D central differencing at t = −,t/2 and using values of D−,t and D0 : ˙ −,t/2 = D0 − D−,t D (,t)



(3.119)



˙ ,t/2 using D ¨ 0 and D ˙ −,t/2 : After this, Eq. (3.118) is used to compute D ˙ ,t/2 = (,t)D ¨0 +D ˙ −,t/2 D



(3.120)



˙ ,t/2 and D0 : Then, Eq. (3.117) is used once again to compute D,t using D ˙ ,t/2 + D0 D,t = (,t)D



(3.121)



˙ ,t by assuming Once D,t is determined, Eq. (3.118) at t = ,t/2 can be used to obtain D ¨ 0 , and using D ˙ 0 , which ¨ ,t/2 = D that the acceleration is constant over the step ,t and D
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D, D



D0 and D0 are prescribed and D0 can be obtained from Eq. (3.110) x x x



x



x Use Eq. (3.118) to obtain D∆t assuming D∆t/ 2 = D0. Obtain D∆t using Eq. (3.110).



Obtain D–∆t using Eq. (3.115)



t –∆t –∆t/2 t0 ∆t/2



∆t



Time marching in half the time step (replace ∆t With ∆t/2 in Eqs. (3.112) and (3.113)).



Find average velocity D–∆t/ 2 at time t = –∆t/2 using Eq. (3.117).



Find D∆t/ 2 using the average acceleration at time t = 0 (Eq. (3.118)).



Find D∆t using the average velocity at time t = ∆t/2 (Eq. (3.117))



Figure 3.5. Time marching in the central difference algorithm: explicitly advancing in time.



¨ ,t is again computed using is the prescribed initial velocity. At the next step in time, D Eq. (3.110). The above process is then repeated. The time marching is continued until it reaches the final desired time. Note that in the above process, the solution (displacement, velocity and acceleration) are obtained without solving any matrix form of system equation, but repeatedly using Eqs. (3.110), (3.117) and (3.118). The central difference method is therefore an explicit method. The time marching in explicit methods is therefore extremely fast, and the coding is also very straightforward. It is particularly suited for simulating highly nonlinear, large deformation, contact and extremely fast events of mechanics.
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The central difference method, like most explicit methods, is conditionally stable. This means that if the time step, ,t, becomes too large to exceed a critical time step, ,tcr , then the computed solution will become unstable and might grow without limit. The critical time step ,tcr should be the time taken for the fastest stress wave in the solids/structure to cross the smallest element in the mesh. Therefore, the time steps used in the explicit methods are typically 100 to 1000 times smaller than those used with implicit methods, outlined in the next subsection. The need to use a small time step, and especially its dependence on the smallest element size, makes the explicit codes lose out to implicit codes for some of the problems, especially for those of slow time variation.



3.7.2 Newmark’s Method (Newmark, 1959) Newmark’s method is the most widely used implicit algorithm.The example software used in this book, ABAQUS, also uses the Newmark’s method as its implicit solver except that the equilibrium equation defined in Eq. (3.106) is modified with the introduction of an operator defined by Hilber, Hughes and Taylor [1978]. In this book, we will introduce the standard Newmark’s method as follows. It is first assumed that $  % ˙ t + (,t)2 1 − β D ¨ t + βD ¨ t+,t (3.122) Dt+,t = Dt + (,t)D 2   ¨ t+,t ˙ t+,t = D ˙ t + (,t) (1 − γ )D ¨t + γD (3.123) D where β and γ are constants chosen by the analyst. Equations (3.122) and (3.123) are then substituted into the system equation (3.106) to give % $ * ) ˙ t + (,t)2 1 − β D ¨ t + βD ¨ t+,t K Dt + (,t)D 2    ˙ t + (,t) (1 − γ )D ¨t + γD ¨ t+,t + MD ¨ t+,t = Ft+,t +C D (3.124) ¨ t+,t on the left and shift the remaining terms to the If we group all the terms involving D right, we can write residual ¨ t+,t = Ft+,t Kcm D (3.125) where and



  Kcm = Kβ(,t)2 + Cγ ,t + M



(3.126)



$ ) % * residual ˙ t + (,t)2 1 − β D ¨t = Ft+,t − K Dt + (,t)D Ft+,t 2   ˙ t + (,t)(1 − γ )D ¨t −C D



(3.127)



¨ t+,t can then be obtained by solving matrix system equation (3.125): The accelerations D −1 residual ¨ t+,t = Kcm Ft+,t D



(3.128)



Note that the above equation involves matrix inversion, and hence it is analogous to solving a matrix equation. This makes it an implicit method.
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The algorithm normally starts with a prescribed initial velocity and displacements, D0 ˙ 0 . The initial acceleration D ¨ 0 can then be obtained by substituting D0 and D ˙ 0 into and D ¨ Eq. (3.106), if D0 is not prescribed initially. Then Eq. (3.128) can be used to obtain the ˙ ,t can then ¨ ,t . The displacements D,t and velocities D acceleration at the next time step, D be calculated using Eqs. (3.122) and (3.123), respectively. The procedure then repeats to march forward in time until arriving at the final desired time. At each time step, the matrix system Eq. (3.125) has to be solved, which can be very time consuming, and leads to a very slow time stepping process. Newmark’s method, like most implicit methods, is unconditionally stable if γ ≥ 0.5 and β ≥ (2γ + 1)2 /16. Unconditionally stable methods are those in which the size of the time step, ,t, will not affect the stability of the solution, but rather it is governed by accuracy considerations. The unconditionally stable property allows the implicit algorithms to use significantly larger time steps when the external excitation is of a slow time variation.



3.8 REMARKS 3.8.1 Summary of Shape Function Properties The properties of the shape functions are summarized in Table 3.1.



3.8.2 Sufficient Requirements for FEM Shape Functions Properties 3 and 4 are the minimum requirements for shape functions workable for the FEM. In mesh free methods [Liu, 2002], Property 3 is not a necessary condition for shape functions. Property 5 is a sufficient requirement for shape functions workable for the FEM for solid mechanics problems. It is possible for shape functions that do not possess Property 5 to produce convergent FEM solutions. In this book, however, we generally require all the FEM shape functions to satisfy Properties 3, 4 and 5. These three requirements are called the sufficient requirements in this book for FEM shape functions; they are the delta function property, partitions of unity, and linear field reproduction.



3.8.3 Recap of FEM Procedure In finite element methods, the displacement field U is expressed by displacements at nodes using shape functions defined over elements. Once the shape functions are found, the mass matrix and force vector can be obtained using Eqs. (3.75), (3.78), (3.79) and (3.81). The stiffness matrix can also be obtained using Eq. (3.71), once the shape functions and the strain matrix have been found. Therefore, to develop FE equations for any type of structure components, all one need do is formulate the shape function N and then establish the strain matrix B. The other procedures are very much the same. Hence, in the following chapters, the focus will be mainly on the derivation of the shape function and strain matrix for various types of solids and structural components.
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Table 3.1. List of properties of shape functions Item



Name



Significant



Property 1



Reproduction property and consistency



Property 2 Property 3



Shape functions are linearly independent Delta function properties



Property 4



Partitions of unity property



Property 5



Linear field reproduction



Lemma 1



Condition for shape functions being partitions of unity



Lemma 2



Condition for shape functions being partitions of unity



Lemma 3



Condition for shape functions being linear field reproduction



Ensures shape functions produce all the functions that can be formed using basis functions used to create the shape function. It is useful for constructing shape functions with desired accuracy and consistency in displacement field approximation. Ensures the shape functions have Delta function properties. Facilitate an easy imposition of essential boundary conditions. This is a minimum requirement for shape functions workable for the FEM. Ensures the shape functions to produce the rigid body movement. This is a minimum requirement for shape functions. Ensures shape functions to produce the linear displacement field. This is a sufficient requirement for shape functions capable of passing the patch test, and hence that for the FEM workable for solid mechanics problems. Provides an alternative tool for checking the property of partitions of unity of shape functions. Provides an alternative tool for checking the property of partitions of unity of shape functions. Provides an alternative tool for checking the property of linear field reproduction of shape functions.



Properties 3, 4 and 5 constitute the sufficient requirement for FEM shape functions



3.9 REVIEW QUESTIONS 1. What is the difference between the strong and weak forms of system equations? 2. What are the conditions that a summed displacement has to satisfy in order to apply Hamilton’s principle? 3. Briefly describe the standard steps involved in the finite element method. 4. Do we have to discretize the problem domain in order to apply Hamilton’s principle? What is the purpose of dividing the problem domain into elements? 5. For a function defined as f (x) = a0 + a1 x + a2 x 2
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show that (1) the variation operator and integral operator are exchangeable, i.e. !   f (x) dx [δf (x)] dx = δ (2) the variation operator and the differential operator are exchangeable, i.e. δ



df (x) d = [δf (x)] dx dx



6. What are the properties of a shape function? Can we use shape functions that do not possess these properties? 7.



A



B



(a) Which mesh will yield more accurate results? (b) Which will be more computationally expensive? (c) Suggest a way of meshing which will yield relatively accurate results and, at the same time be less computationally expensive than B? 8. Why is there a need to perform coordinate transformation for each element? 9. Describe how element matrices can be assembled together to form the global system matrix.



4 FEM FOR TRUSSES



4.1 INTRODUCTION A truss is one of the simplest and most widely used structural members. It is a straight bar that is designed to take only axial forces, therefore it deforms only in its axial direction. A typical example of its usage can be seen in Figure 2.7. The cross-section of the bar can be arbitrary, but the dimensions of the cross-section should be much smaller than that in the axial direction. Finite element equations for such truss members will be developed in this chapter. The element developed is commonly known as the truss element or bar element. Such elements are applicable for analysis of the skeletal type of truss structural systems both in two-dimensional planes and in three-dimensional space. The basic concepts, procedures and formulations can also be found in many existing textbooks (see, e.g. Reddy, 1993; Rao, 1999; Zienkiewicz and Taylor, 2000; etc.). In planar trusses there are two components in the x and y directions for the displacements as well as for the forces. For space trusses, however, there will be three components in the x, y and z directions for both displacements and forces. In skeletal structures consisting of truss members, the truss members are joined together by pins or hinges (not by welding), so that there are only forces (not moments) transmitted between the bars. For the purpose of explaining the concepts more clearly, this book will assume that the truss elements have a uniform cross-section. Therefore, to deal with bars with varying cross-sections, one should develop equations for a truss element with a varying cross-section, which can also be done very easily following the procedure for uniform truss elements. Note that there is no reason from the mechanics viewpoint to use bars with a varying cross-section, as the force in a bar is uniform. 4.2 FEM EQUATIONS 4.2.1 Shape Function Construction Consider a structure consisting of a number of trusses or bar members. Each of the members can be considered as a truss/bar element of uniform cross-section bounded by two nodes (nd = 2). Consider a bar element with nodes 1 and 2 at each end of the element, as shown in Figure 4.1. The length of the element is le . The local x-axis is taken in the axial direction 67
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x



u2 fs2



D3j – 1



u(x) D3j – 2 D3i



u1
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global node i local node 1 D3i – 1



0 fs1



le



Z D3i – 2 o



Y



X



Figure 4.1. Truss element and the coordinate system.



of the element with the origin at node 1. In the local coordinate system, there is only one DOF at each node of the element, and that is the axial displacement. Therefore, there is a total of two DOFs for the element, i.e. ne = 2. In the FEM discussed in the previous chapter, the displacement in an element should be written in the form uh (x) = N(x)de



(4.1)



where uh is the approximation of the axial displacement within the element, N is a matrix of shape functions that possess the properties described in Chapter 3, and de should be the vector of the displacements at the two nodes of the element:   u de = 1 u2



(4.2)



The question now is, how can we determine the shape functions for the truss elements? We follow the standard procedure described in Section 3.4.3 for constructing shape functions, and assume that the axial displacement in the truss element can be given in a general form     α0 uh (x) = α0 + α1 x = 1 x = pT α (4.3)    α1    pT α



where uh is the approximation of the displacement, α is the vector of two unknown constants, α0 and α1 , and p is the vector of polynomial basis functions (or monomials). For this particular problem, we use up to the first order of polynomial basis. Depending upon the problem, we could use a higher order of polynomial basis functions. The order of polynomial
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basis functions up to the nth order can be given by   PT = 1 x · · · x n



(4.4)



The number of terms of basis functions or monomials we should use depends upon the number of nodes and degrees of freedom in the element. Since we have two nodes with a total of two DOFs in the element, we choose to have two terms of basis functions, which gives Eq. (4.3). Note that we usually use polynomial basis functions complete of orders, meaning we do not skip any lower terms in constructing Eq. (4.3). This is to ensure that the shape functions constructed will be able to reproduce complete polynomials up to an order of n. If a polynomial basis of the kth order is skipped, the shape function constructed will only be able to ensure a consistency of (k − 1)th order, regardless of how many higher orders of monomials are included in the basis. This is because of the consistency property of the shape function (Property 1), discussed in Section 3.4.4. From Properties 3, 4 and 5 discussed in Chapter 3, we can expect that the complete linear basis functions used in Eq. (4.3) guarantee that the shape function to be constructed satisfies the sufficient requirements for the FEM shape functions: the delta function property, partition of unity and linear field reproduction. In deriving the shape function, we use the fact that



Using Eq. (4.3), we then have



at x = 0,



u(x = 0) = u1



at x = le ,



u(x = le ) = u2



(4.5)



  



  u1 1 0 α0 = u2 1 le α1



Solving the above equation for α, we have   α0 1 = α1 −1/le



0 1/le



(4.6) 



  u1 u2



(4.7)



Substituting the above equation into Eq. (4.3), we obtain   



     1 − x/le x/le 1 0 u1 u1 T     u(x) = P α = 1 x = N(x)de = u −1/le 1/le u2 2 N1 (x) N2 (x)       N(x)



de



(4.8) which is Eq. (4.1), that we wanted. The matrix of shape functions is then obtained in the form 



(4.9) N(x) = N1 (x) N2 (x) where the shape functions for a truss element can be written as x N1 (x) = 1 − le (4.10) x N2 (x) = le We obtained two shape functions because we have two DOFs in the truss elements.
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Figure 4.2. Linear shape functions.



It is easy to confirm that these two shape functions satisfy the delta function property defined by Eq. (3.34), and the partitions of unity in Eq. (3.41). We leave this confirmation to the reader as a simple exercise. The graphic representation of the linear shape functions is shown in Figure 4.2. It is clearly shown that Ni gives the shape of the contribution from nodal displacement at node i, and that is why it is called a shape function. In this case, the shape functions vary linearly across the element, and they are termed linear shape functions. Substituting Eqs. (4.9), (4.10) and (4.2) into Eq. (4.1), we have u(x) = N1 (x)u1 + N2 (x)u2 = u1 +



u2 − u1 x le



(4.11)



which clearly states that the displacement within the element varies linearly. The element is therefore called a linear element.



4.2.2 Strain Matrix As discussed in Chapter 2, there is only one stress component σx in a truss, and the corresponding strain can be obtained by εx =



u2 − u1 ∂u = ∂x le



(4.12)



which is a direct result from differentiating Eq. (4.11) with respect to x. Note that the strain in Eq. (4.12) is a constant value in the element. It was mentioned in the previous chapter that we would need to obtain the strain matrix, B, after which we can obtain the stiffness and mass matrices. In this case, this can be easily done. Equation (4.12) can be re-written in a matrix form as εx =



∂u = LNde = Bde ∂x



(4.13)



where the strain matrix B has the following form for the truss element: B = LN =



∂ 1 − x/le ∂x



 x/le = −1/le



1/le







(4.14)
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4.2.3 Element Matrices in the Local Coordinate System Once the strain matrix B has been obtained, the stiffness matrix for truss elements can be obtained using Eq. (3.71) in the previous chapter:  ke =



Ve



T







B cB dV = Ae



le 0











−1/le E −1/le 1/le



AE 1 1/le dx = le −1 



−1 1 



(4.15)



where A is the area of the cross-section of the truss element. Note that the material constant matrix c reduces to the elastic modulus, E, for the one-dimensional truss element (see Eq. (2.39)). It is noted that the element stiffness matrix as shown in Eq. (4.15) is symmetrical. This confirms the proof given in Eq. (3.73). Making use of the symmetry of the stiffness matrix, only half of the terms in the matrix need to be evaluated and stored during computation. The mass matrix for truss elements can be obtained using Eq. (3.75):  me =



Ve



ρNT N dV = Aρl



 0



le







N1 N 1 N2 N1 



Aρle 2 N1 N 2 dx = N2 N2 1 6



1 2 



(4.16)



Similarly, the mass matrix is found to be symmetrical. The nodal force vector for truss elements can be obtained using Eqs. (3.78), (3.79) and (3.81). Suppose the element is loaded by an evenly distributed force fx along the x-axis, and two concentrated forces fs1 and fs2 , respectively, at two nodes 1 and 2, as shown in Figure 4.1; the total nodal force vector becomes      le 



  N1 fs1 fx le /2 + fs1 T T dx + = (4.17) N fb dV + N fs dS = fx fe = N2 fs2 fx le /2 + fs1 Ve Se 0 4.2.4 Element Matrices in the Global Coordinate System Element matrices in Eqs. (4.15), (4.16) and (4.17) were formulated based on the local coordinate system, where the x-axis coincides with the mid axis of the bar 1–2, shown in Figure 4.1. In practical trusses, there are many bars of different orientations and at different locations. To assemble all the element matrices to form the global system matrices, a coordinate transformation has to be performed for each element to formulate its element matrix based on the global coordinate system for the whole truss structure. The following performs the transformation for both spatial and planar trusses. Spatial trusses Assume that the local nodes 1 and 2 of the element correspond to the global nodes i and j , respectively, as shown in Figure 4.1. The displacement at a global node in space should have three components in the X, Y and Z directions, and numbered sequentially. For example, these three components at the ith node are denoted by D3i−2 , D3i−1 and D3i . The coordinate transformation gives the relationship between the displacement vector de based on the local
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coordinate system and the displacement vector De for the same element, but based on the global coordinate system XYZ:



where



de = TDe



(4.18)



  D3i−2        D3i−1        D3i De = D3j −2        D3j −1        D3j



(4.19)



and T is the transformation matrix for the truss element, given by 



l T = ij 0



mij 0



nij 0



0 lij



0 mij



0 nij 



(4.20) e



in which Xj − Xi le Yj − Yi mij = cos(x, Y ) = le Zj − Zi nij = cos(x, Z) = le lij = cos(x, X) =



(4.21)



are the direction cosines of the axial axis of the element. It is easy to confirm that TTT = I



(4.22)



where I is an identity matrix of 2 × 2. Therefore, matrix T is an orthogonal matrix. The length of the element, le , can be calculated using the global coordinates of the two nodes of the element by le =



 (Xj − Xi )2 + (Yj − Yi )2 + (Zj − Zi )2



(4.23)



Equation (4.18) can be easily verified, as it simply says that at node i, d1 equals the summation of all the projections of D3i−2 , D3i−1 and D3i onto the local x axis, and the same can be said for node j . The matrix T for a truss element transforms a 6 × 1 vector in the global coordinate system into a 2 × 1 vector in the local coordinate system.
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The transformation matrix also applies to the force vectors between the local and global coordinate systems: fe = TFe (4.24)   F3i−2       F3i−1         F3i Fe = F3j −2        F3j −1        F3j



where



(4.25)



in which F3i−2 , F3i−1 and F3i stand for the three components of the force vector at node i based on the global coordinate system. Substitution of Eq. (4.18) into Eq. (3.89) leads to the element equation based on the global coordinate system: ¨ e = fe ke TDe + me TD (4.26) Pre-multiply TT to both sides in the above equation to obtain:



or



¨ e = TT fe (TT ke T)De + (TT me T)D



(4.27)



¨ e = Fe Ke De + Me D



(4.28)



where Ke = TT ke T 



lij2  lij mij  AE   lij nij =  le  −lij2  −lij mij −lij nij



lij mij m2ij mij nij −lij mij −m2ij −mij nij



lij nij mij nij n2ij −lij nij −mij nij −n2ij



−lij2 −lij mij −lij nij lij2 lij mij lij nij



−lij mij −m2ij −mij nij lij mij m2ij mij nij



 −lij nij −mij nij   −n2ij    lij nij   mij nij  n2ij



lij2 lij mij lij nij 2lij2 2lij mij 2lij nij



lij mij m2ij mij nij 2lij mij 2m2ij 2mij nij



 lij nij mij nij   n2ij    2lij nij   2mij nij  2n2ij



(4.29)



and Me = TT me T 



2lij2 2lij mij  Aρle   2lij nij =  6  lij2   lij mij lij nij



2lij mij 2m2ij 2mij nij lij mij m2ij mij nij



2lij nij 2mij nij 2n2ij lij nij mij nij n2ij



(4.30)



Note that the coordinate transformation conserves the symmetrical properties of both stiffness and mass matrices.
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For the forces given in Eq. (4.17), we have Fe = TT fe   (fx le /2 + fs1 ) lij        (fx le /2 + fs1 ) mij        l /2 + f n ) (f e s1 x ij  =      fy le /2 + fs1 lij     fy le /2 + fs1  mij        fy le /2 + fs1 nij



(4.31)



Note that the element stiffness matrix Ke and mass matrix Me have a dimension of 6 × 6 in the three-dimensional global coordinate system, and the displacement De and the force vector Fe have a dimension of 6 × 1. Planar trusses For a planar truss, the global coordinates X–Y can be employed to represent the plane of the truss. All the formulations of coordinate transformation can be obtained from the counterpart of those for spatial trusses by simply removing the rows and/or columns corresponding to the z- (or Z-) axis. The displacement at the global node i should have two components in the X and Y directions only: D2i−1 and D2i . The coordinate transformation, which gives the relationship between the displacement vector de based on the local coordinate system and the displacement vector De , has the same form as Eq. (4.18), except that   D2i−1       D2i De = D2j −1       D2j



(4.32)



and the transformation matrix T is given by 



l T = ij 0



mij 0



0 lij



0 mij 



(4.33)



The force vector in the global coordinate system is   F2i−1       F2i Fe =   F2j −1    F2j



(4.34)



All the other equations for a planar truss have the same form as the corresponding equations for a space truss. The Ke and Me for the planar truss have a dimension of 4 × 4 in the global
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coordinate system. They are listed as follows:  e e K11 K12 K e K e  22 Ke = TT ke T =  12 e e K23 K13 e e K14 K24  2 lij mij lij l m m2ij AE   ij ij =  −lij mij le  −lij2 −lij mij −m2ij 



e K13 e K23 e K33 e K34



e e M12 M11 M e M e  22 Me = TT me T =  12 e e M23 M13 e e M14 M24  2lij mij 2lij2  2m2ij Aρle 2lij mij =  2 lij mij 6  lij lij mij m2ij



 e K14 e  K24  e  K34  e K44



−lij2 −lij mij lij2 lij mij e M13 e M23 e M33 e M34



 −lij mij −m2ij    lij mij  m2ij



(4.35)



 e M14 e  M24  e  M34  e M44



lij2 lij mij 2lij2 2lij mij



 lij mij m2ij    2lij mij  2m2ij



(4.36)



4.2.5 Boundary Conditions The stiffness matrix Ke in Eq. (4.28) is usually singular, because the whole structure can perform rigid body movements. There are two DOFs of rigid movement for planer trusses and three DOFs for space trusses. These rigid body movements are constrained by supports or displacement constraints. In practice, truss structures are fixed somehow to the ground or to a fixed main structure at a number of the nodes. When a node is fixed, the displacement at the node must be zero. This fixed displacement boundary condition can be imposed on Eq. (4.28). The imposition leads to a cancellation of the corresponding rows and columns in the stiffness matrix. The reduced stiffness matrix becomes Symmetric Positive Definite (SPD), if sufficient displacements are constrained. 4.2.6 Recovering Stress and Strain Equation (4.28) can be solved using standard routines and the displacements at all the nodes can be obtained after imposing the boundary conditions. The displacements at any position other than the nodal positions can also be obtained using interpolation by the shape functions. The stress in a truss element can also be recovered using the following equation: σx = EBde = EBTDe



(4.37)



In deriving the above equation, Hooke’s law in the form of σ = Eε is used, together with Eqs. (4.13) and (4.18).
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4.3 WORKED EXAMPLES Example 4.1: A uniform bar subjected to an axial force Consider a bar of uniform cross-sectional area, shown in Figure 4.3. The bar is fixed at one end and is subjected to a horizontal load of P at the free end. The dimensions of the bar are shown in the figure, and the beam is made of an isotropic material with Young’s modulus E. Exact solution We first derive the exact solution, as this problem is very simple. From the strong form of governing equation (2.43), we have ∂ 2u =0 (4.38) ∂x 2 Note that, for the current example problem, the bar is free of body forces and hence fx = 0. The general form of solution for Eq. (4.38) can be obtained very easily as u(x) = c0 + c1 x



(4.39)



where c0 and c1 are unknown constants to be determined by boundary conditions. The displacement boundary condition for this problem can be given as u = 0,



at x = 0



(4.40)



Therefore, we have c0 = 0. Equation (4.39) now becomes u(x) = c1 x



(4.41)



Using Eqs. (2.38), (2.39) and (4.41), we obtain σx = E



∂u = c1 E ∂x



(4.42)



The force boundary condition for this bar can be given as σx =



P , A



at x = l



(4.43)



Equating the right-hand side of Eqs. (4.42) and (4.43), we obtain c1 =



P EA



(4.44)



P l



Figure 4.3. Clamped bar under static load.
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The stress in the bar is obtained by substituting Eq. (4.44) back into Eq. (4.42), i.e. σx =



P A



(4.45)



Substituting Eq. (4.44) back into Eq. (4.41), we finally obtain the solution of the displacement of the bar: P u(x) = x (4.46) EA At x = l, we have Pl u(x = l) = (4.47) EA FEM solution Using one element, the bar is modelled as shown in Figure 4.4. Using Eq. (4.15), the stiffness matrix of the bars is given by 



AE 1 −1 K = ke = (4.48) l −1 1 There is no need to perform coordinate transformation, as the local and global coordinate systems are the same. There is also no need to perform assembly, because there is only one element. The finite element equation becomes  



   AE 1 −1 u1 F1 =? (4.49) = u2 F2 = P l −1 1 where F1 is the reaction force applied at node 1, which is unknown at this stage. Instead, what we know is the displacement boundary condition Eq. (4.40) at node1. We can then simply remove the first equation in Eq. (4.49), i.e. 



   AE 1 −1 u1 F1 =? = (4.50) u2 F2 = P l −1 1 which leads to



Pl (4.51) AE This is the finite element solution of the bar, which is exactly the same as the exact solution obtained in Eq. (4.47). The distribution of the displacement in the bar can be obtained by u2 =



node 1 u1



node 2 u2



Figure 4.4. One truss element is used to model the clamped bar under static load.
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substituting Eqs. (4.40) and (4.51) into Eq. (4.1),      u1 u(x) = N(x)de = 1 − x/l x/l = 1 − x/l u2







 P 0 x/l x = P l/(EA) EA (4.52) which is also exactly the same as the exact solution obtained in Eq. (4.46). Using Eqs. (4.37) and (4.14), we obtain the stress in the bar 



  P 1 1 0 σx = EBde = E − (4.53) = u A 2 l l 



which is again exactly the same as the exact solution given in Eq. (4.45).



4.3.1 Properties of the FEM Reproduction property of the FEM Using the FEM, one can usually expect only an approximated solution. In Example 4.1, however, we obtained the exact solution. Why? This is because the exact solution of the deformation for the bar is a first order polynomial (see Eq. (4.46)). The shape functions used in our FEM analysis are also first order polynomials that are constructed using complete monomials up to the first order. Therefore, the exact solution of the problem is included in the set of assumed displacements in FEM shape functions. In Chapter 3, we understand that the FEM based on Hamilton’s principle guarantees to choose the best possible solution that can be produced by the shape functions. In Example 4.1, the best possible solution that can be produced by the shape function is the exact solution, due to the reproduction property of the shape functions, and the FEM has indeed reproduced it exactly. We therefore confirmed the reproduction property of the FEM that if the exact solution can be formed by the basis functions used to construct the FEM shape function, the FEM will always produce the exact solution, provided there is no numerical error involved in computation of the FEM solution. Making use of this property, one may try to add in basis functions that form the exact solution or part of the exact solution, if that is possible, so as to achieve better accuracy in the FEM solution. Convergence property of the FEM For complex problems, the solution cannot be written in the form of a combination of monomials. Therefore, the FEM using polynomial shape functions will not produce the exact solution for such a problem. The question now is, how can one ensure that the FEM can produce a good approximation of the solution of a complex problem? The insurance is given by the convergence property of the FEM, which states that the FEM solution will converge to the exact solution that is continuous at arbitrary accuracy when the element size becomes infinitely small, and as long as the complete linear polynomial basis is included in the basis to form the FEM shape functions. The theoretical background for this convergence feature of the FEM is due to the fact that any continuous function can always be approximated by a first order polynomial with a second order of refinement error. This fact can be revealed
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by using the local Taylor expansion, based on which a continuous (displacement) function u(x) can always be approximated using the following equation: u = ui +



∂u (x − xi ) + O(h2 ) ∂x i



(4.54)



where h is the characteristic size that relates to (x − xi ), or the size of the element. One may argue that the use of a constant can also reproduce the function u, but with an accuracy of O(h1 ), according to Eq. (4.54). However, the constant displacements produced by the elements will possibly not be continuous in between elements, unless the entire displacement field is constant (rigid movement), which is trivial. Therefore, to guarantee the convergence of a continuous solution, a complete polynomial up to at least the first order is used. Rate of convergence of FEM results The Taylor expansion up to the order of p can be given as u = ui +



∂u 1 ∂ 2u 1 ∂pu 2 (x −xi )+ (x −x ) +· · ·+ (x −xi )p +O(hp+1 ) (4.55) i ∂x i 2! ∂x 2 i p! ∂x p i



If the complete polynomials up to the pth order are used for constructing the shape functions, the first (p +1) terms in Eq. (4.55) will be reproduced by the FEM shape function. The error is of the order of O(hp+1 ); the order of the rate of convergence is therefore O(hp+1 ). For linear elements we have p = 1, and the order of the rate of convergence for the displacement is therefore O(h2 ). This implies that if the element sized is halved, the error of the results in displacement will be reduced by a rate of one quarter. These properties of the FEM, reproduction and convergence, are the key for the FEM to provide reliable numerical results for mechanics problems, because we are assured as to what kind of results we are going to get. For simple problems whose exact solutions are of polynomial types, the FEM is capable of reproducing the exact solution using a minimum number of elements, as long as complete order of basis functions, including the order of the exact solution, is used. In Example 4.1, one element of first order is sufficient. For complex problems whose exact solution is of a very high order of polynomial type, or often a non-polynomial type, it is then up to the analyst to use a proper density of the element mesh to obtain FEM results of desired accuracy with a convergence rate of O(hp+1 ) for the displacements. As an extension of this discussion, we mention the concepts of so-called h-adaptivity and p-adaptivity that are intensively used in the recent development of FEM analyses. We conventionally use h to present the characteristic size of the elements, and p to represent the order of the polynomial basis functions. h-adaptive analysis uses finer element meshes (smaller h), and p-adaptivity analysis uses a higher order of shape functions (large p) to achieve the desired accuracy of FEM results. Example 4.2: A triangular truss structure subjected to a vertical force Consider the plane truss structure shown in Figure 4.5. The structure is made of three planar truss members as shown, and a vertical downward force of 1000 N is applied at node 2. The
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Figure 4.5. A three member truss structure.
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Figure 4.6. Local coordinates and degrees of freedom of truss elements.



figure also shows the numbering of the elements used (labelled in squares), as well as the numbering of the nodes (labelled in circles). The local coordinates of the three truss elements are shown in Figure 4.6. The figure also shows the numbering of the global degrees of freedom, D1 , D2 , . . . , D6 , corresponding to the three nodes in the structure. Note that there are six global degrees of freedom altogether, with each node having two degrees of freedom in the X and Y directions. However, there is actually only one degree of freedom in each node in the local coordinate system for each element. From the figure, it is shown clearly that the degrees of freedom at each node have contributions from more than one element. For example, at node 1, the global degrees of freedom D1 and D2 have a contribution from elements 1 and 2. These will play an important role in the assembly of the final finite element matrices. Table 4.1 shows the dimensions and material properties of the truss members in the structure.
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4.3 WORKED EXAMPLES Table 4.1. Dimensions and properties of truss members Element number



Cross-sectional area, Ae m2



Length le m



Young’s modulus E N/m2



1 2 3



0.1 0.1 0.1



1 1√ 2



70 × 109 70 × 109 70 × 109



Table 4.2. Global coordinates of nodes and direction cosines of elements Element number



1 2 3



Global node corresponding to



Coordinates in global coordinate system



Direction cosines



Local node 1 (i)



Local node 2 (j )



Xi , Yi



Xj , Yj



lij



mij



1 1 2



2 3 3



0, 0 0, 0 1, 0



1, 0 0, 1 0, 1



1 0 √ −1/ 2



0 1 √ 1/ 2



Step 1: Obtaining the direction cosines of the elements Knowing the coordinates of the nodes in the global coordinate system, the first step would be to take into account the orientation of the elements with respect to the global coordinate system. This can be done by computing the direction cosines using Eq. (4.21). Since this problem is a planar problem, there is no need to compute nij . The coordinates of all the nodes and the direction cosines of lij and mij are shown in Table 4.2. Step 2: Calculation of element matrices in global coordinate system After obtaining the direction cosines, the element matrices in the global coordinate system can be obtained. Note that the problem here is a static problem, hence the element mass matrices need not be computed. What is required is thus the stiffness matrix. Recall that the element stiffness matrix in the local coordinate system is a 2 × 2 matrix, since the total degrees of freedom is two for each element. However, in the transformation to the global coordinate system, the degrees of freedom for each element becomes four, therefore the stiffness matrix in the global coordinate system is a 4 × 4 matrix. The stiffness matrices can be computed using Eq. (4.35), and is shown below: 



Ke1



 1 0 −1 0  (0.1)(70 × 109 )   0 0 0 0 =  −1 0 1 0 1.0 0 0 0 0   7 0 −7 0  0 0 0 0 9 −2  = −7 0 7 0 × 10 Nm 0 0 0 0



(4.56)
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Ke2



 0 0 0 0  (0.1)(70 × 109 )  0 1 0 −1 = 0 0 0 0  1 0 −1 0 1   0 0 0 0 0 7 0 −7 −2 9  = 0 0 0 0  × 10 Nm 0 −7 0 7 



Ke3



1/2 −1/2 (0.1)(70 × 109 )  −1/2 1/2  = √ −1/2 1/2 2 1/2 −1/2 √ √ √  7/2 √2 −7/2√ 2 −7/2√ 2 −7/2 2 7/2 2 7/2√2 √ √ = −7/2 2 7/2 2 7/2 √2 √ √ 7/2 2 −7/2 2 −7/2 2



(4.57)



 1/2 −1/2  −1/2 1/2 √  7/2 √2 −7/2√2  × 109 Nm−2 −7/2√ 2 7/2 2



−1/2 1/2 1/2 −1/2



(4.58)



Step 3: Assembly of global FE matrices The next step after getting the element matrices will be to assemble the element matrices into a global finite element matrix. Since the total global degrees of freedom in the structure is six, the global stiffness matrix will be a 6 × 6 matrix. The assembly is done by adding up the contributions for each node by the elements that share the node. For example, looking at Figure 4.6, it can be seen that element 1 contributes to the degrees of freedom D1 and D2 at node 1, and also to the degrees of freedom D3 and D4 at node 2. On the other hand, element 2 also contributes to degrees of freedom D1 and D2 at node 1, and also to D5 and D6 at node 3. By adding the contributions from the individual element matrices into the respective positions in the global matrix according the contributions to the degrees of freedom, the global matrix can be obtained. This assembly process is termed direct assembly. At the beginning of the assembly, the entire global stiffness matrix is zeroed. By adding the element matrix for element 1 into the global element, we have



      9 K = 10 ×      



D1 ↑



D2 ↑



D3 ↑



D4 ↑



7



0



−7



0



0



0



0



0



0



0



0



0



−7



0



7



0



0



0



0



0



0



0



0



0



0



0



0



0



0



0



0



0



0



0



0



0



 →D 1   → D2    → D3    → D4   



(4.59)
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Note that element 1 contributes to DOFs of D1 to D4 . By adding the element matrix for element 2 on top of the new global element, it becomes D2 D5 D6 D1 ↑ ↑ ↑ ↑   0 7 + 0 0 + 0 −7 0 0 → D1    → D2 0 + 0 0 + 7 0 0 0 −7     −7 0 7 0 0 0    K = 109 ×  (4.60)   0 0 0 0 0 0      →D  0 0 0 0 0 0 5   −7



0



0



0



0



→ D6



7



Element 2 contributes to DOFs of D1 , D2 , D5 and D6 . Finally, by adding the element matrix for element 3 on top of the current global element, we obtain D4 D5 D6 D3 ↑ ↑ ↑ ↑   7 0 −7 0 0 0   7 0 0 0 −7   0   √ √ √ √    −7 0 7 + 7/2 2 −7/2 2 −7/2 2 7/2 2  → D3    √ √ √ √  K = 109 ×  0 −7/2 2 7/2 2 7/2 2 −7/2 2   → D4  0    √ √ √ √   → D5  0 0 −7/2 2 7/2 2 7/2 2 −7/2 2    √ √ √  √ → D6 −7/2 2 −7/2 2 7 + 7/2 2 0 −7 7/2 2 (4.61) Element 3 contributes to DOFs of D3 to D6 . In summary, we have the final global stiffness matrix: D3 D4 D5 D5 D 1 D2  ↑  7   0    −7 9 K = 10 ×   0    0  0



↑



↑



↑



↑



↑



0



−7



0



0



0



7



0



√



7 + 7/2 2 √ 0 −7/2 2 √ 0 −7/2 2 √ −7 7/2 2 0



0



√



−7/2 2 √ 7/2 2 √ 7/2 2 √ −7/2 2



0



√



−7/2 2 √ 7/2 2 √ 7/2 2 √ −7/2 2







   −7  √  7/2 2  √  −7/2 2   √  −7/2 2   √ 7 + 7/2 2



→ D1 → D2 → D3 → D4 → D5 → D6 (4.62)
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The direct assembly process shown above is very simple, and can be coded in a computer program very easily. All one needs to do is add entries of the element matrix to the corresponding entries in the global stiffness matrix. The correspondence is usually facilitated using a so-called index that gives the relation between the element number and the global nodal numbers. One may now ask how one can simply add up element matrices into the global matrix like this, and prove that this will indeed lead to the global stiffness matrix. The answer is that we can, and the proof can be performed simply using the global equilibrium conditions at all of these nodes in the entire problem domain. The following gives a simple proof. We choose to prove the assembled result of the entries of the third row in the global stiffness matrix given in Eq. (4.62). The proof process applies exactly to all other rows. For the third row of the equation, we consider the equilibrium of forces in the xdirection at node 2 of elements 1 and 3, which corresponds to the third global DOF of the truss structure that links elements 1 and 3. For static problems, the FE equation for element 1 can be written in the following general form (in the global coordinate system):  e1   e1  e1 K e1 K e1   K11 K12 13 14 D1  F1   K e1 K e1 K e1 K e1       e1   D F2  12  2 22 23 24 = (4.63)  e1  e1 e1 K e1 K e1  D3  F3  K13 K23 33 34     e1     D4 F4 K e1 K e1 K e1 K e1 14



24



34



44



The third equation of Eq. (4.63), which corresponds to the third global DOF, is e1 e1 e1 e1 K13 D1 + K23 D2 + K33 D3 + K34 D4 = F3e1



The FE equation for element 3 can be written in the following general form:  e3   e3  e3 K e3 K e3   K11 K12 13 14 D3  F3   K e3 K e3 K e3 K e3       e3   D F4  12  4 22 23 24 =  e3  e3 e3 K e3 K e3  D5  F5  K13 K23 33 34     e3     D e3 e3 e3 e3 F6 6 K14 K24 K34 K44



(4.64)



(4.65)



The first equation of Eq. (4.65), which corresponds to the third global DOF, is e3 e3 e3 e3 K13 D3 + K23 D4 + K33 D5 + K34 D6 = F3e3



(4.66)



Forces in the x-direction applied at node 2 consist of element force F3e3 from element 1 and F3e3 from element 3, and the possible external force F3 . All these forces have to satisfy the following equilibrium equation: F3e1 + F3e3 = F3 Substitution of Eqs. (4.64) and (4.66) into the foregoing equation leads to ! ! " " e1 e1 e1 e3 e1 e3 e3 e3 K13 D1 +K23 D2 + K33 + K11 + K12 D5 +K14 D6 = F3 D3 + K34 D4 +K13



(4.67)



(4.68)
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This confirms that the coefficients on the left-hand side of the above equations are the entries for the third row of the global stiffness matrix given in Eq. (4.62). The above proof process is also valid for all the other rows of entries in the global stiffness matrix. Step 4: Applying boundary conditions The global matrix can normally be reduced in size after applying boundary conditions. In this case, D1 , D2 and D5 are constrained, and thus D1 = D2 = D5 = 0 m (4.69) This implies that the first, second and fifth rows and columns will actually have no effect on the solving of the matrix equation. Hence, we can simply remove the corresponding rows and columns: 



D1 ↑



  7    0   K = 109 ×  −7   0    0  0



D2



D3



D4



D5



D5



↑



↑



↑



↑



↑



0



−7



0



0



7



0



0



7 + 7/2 2 √ −7/2 2 √ −7/2 2 √ 7/2 2



0 0 −7



0



√



0



√



−7/2 2 √ 7/2 2 √ 7/2 2 √ −7/2 2



     −7  √  7/2 2  √  −7/2 2   √  −7/2 2   √ 7 + 7/2 2 0



√



−7/2 2 √ 7/2 2 √ 7/2 2 √ −7/2 2



 → D1 → D2 → D3 → D4 → D5 → D6 (4.70)



The condensed global matrix becomes a 3 × 3 matrix, given as follows: √ √ √   7 + 7/2√ 2 −7/2√ 2 7/2 √2 K =  −7/2√ 2 7/2 √2 −7/2 √2  × 109 Nm−2 −7/2 2 7 + 7/2 2 7/2 2



(4.71)



It can easily be confirmed that this condensed stiffness matrix is SPD. The constrained global FE equation is KD = F (4.72) where 



DT = D3



D4



D6







(4.73)



and the force vector F is given as  0  F = −1000 N   0  



(4.74)



Note that the only force applied is at node 2 in the downward direction of D4 . Equation (4.72) is actually equivalent to three simultaneous equations involving the three unknowns D3 , D4
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and D6 , as shown below: ! √ " ! √ " $ #! √ " 7 + 7/2 2 D3 − 7/2 2 D4 + 7/2 2 D6 × 109 = 0 ! √ " ! √ " $ #! √ " −7/2 2 D3 + 7/2 2 D4 − 7/2 2 D6 × 109 = −1000 ! √ " ! #! √ " √ " $ 7/2 2 D3 − 7/2 2 D4 + 7 + 7/2 2 D6 × 109 = 0



(4.75)



Step 5: Solving the FE matrix equation The final step would be to solve the FE equation, Eqs. (4.72) or (4.75), to obtain the solution for D3 , D4 and D6 . Solving this equation manually is possible, since this only involves three unknowns in three equations. To this end, we obtain D3 = −1.429 × 10−7 m D4 = −6.898 × 10−7 m D6 = −1.429 × 10



−7



(4.76)



m



To obtain the stresses in the elements, Eq. (4.37) is used as follows:   0    



  



 1 0 0 0 0 1 9 σx = EBTDe = 70 × 10 −1 1 −1.429 × 10−7  0 0 1 0      −6.898 × 10−7 = −10003 Pa



(4.77)







 0 2 9 σx = EBTDe = 70 × 10 −1 1 0



1 0



0 0



 0    0 0 0 1       −1.429 × 10−7  



 



= −10003 Pa



σx3 = EBTDe = 70 × 109 = 14140 Pa



(4.78) #



−1 √ 2



√1 2



% $ − √1



2



0



√1 2



0



0 − √1



2



  −7 &  −1.429 × 10−7    0 −6.898 × 10 √1 0     2   −1.429 × 10−7 (4.79)



In engineering practice, the problem can be of a much larger scale, and thus the unknowns or number of degrees of freedom will also be very much more. Therefore, numerical methods, or so-called solvers for solving the FEM equations, have to be used. Typical real life engineering problems might involve hundreds of thousands, and even millions, of degrees of freedom. Many kinds of such solvers are routinely available in math or numerical libraries in computer systems.



4.4 HIGH ORDER ONE-DIMENSIONAL ELEMENTS
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4.4 HIGH ORDER ONE-DIMENSIONAL ELEMENTS For truss members that are free of body forces, there is no need to use higher order elements, as the linear element can already give the exact solution, as shown in Example 4.1. However, for truss members subjected to body forces arbitrarily distributed in the truss elements along its axial direction, higher order elements can be used for more accurate analysis. The procedure for developing such high order one-dimensional elements is the same as for the linear elements. The only difference is the shape functions. In deriving high order shape functions, we usually use the natural coordinate ξ , instead of the physical coordinate x. The natural coordinate ξ is defined as ξ =2



x − xc le



(4.80)



where xc is the physical coordinate of the mid point of the one-dimensional element. In the natural coordinate system, the element is defined in the range of −1 ≤ ξ ≤ 1. Figure 4.7 shows a one-dimensional element of nth order with (n + 1) nodes. The shape function of the element can be written in the following form using so-called Lagrange interpolants: Nk (ξ ) = lkn (ξ )



(4.81)



where lkn (x) is the well-known Lagrange interpolants, defined as lkn (ξ ) =



(ξ − ξ0 )(ξ − ξ1 ) · · · (ξ − ξk−1 )(ξ − ξk+1 ) · · · (ξ − ξn ) (ξk − ξ0 )(ξk − ξ1 ) · · · (ξk − ξk−1 )(ξk − ξk+1 ) · · · (ξk − ξn )



(4.82)



From Eq. (4.82), it is clear that  Nk (ξ ) =



1 0



at node k where ξ = ξk at other nodes



(4.83)



Therefore, the high order shape functions defined by Eq. (4.81) are of the delta function property. Nk



N1 1



1 le



x, ξ 0



0(x0)



….. 1(x1)



(ξ0 = −1) (ξ1)



(xc) k(xk) (ξk)



…..



n(xn) (ξn = 1)



Figure 4.7. One-dimensional element of nth order with (n + 1) nodes.
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(b)  = –1  = –1/3  =1/3 1



2



3



 =1 4



Figure 4.8. One-dimensional quadratic and cubic element with evenly distributed nodes. (a) Quadratic element, (b) cubic element.



Using Eq. (4.82), the quadratic one-dimensional element with three nodes shown in Figure 4.8a can be obtained explicitly as N1 (ξ ) = − 21 ξ(1 − ξ ) N2 (ξ ) = 21 ξ(1 + ξ )



(4.84)



N3 (ξ ) = (1 + ξ )(1 − ξ ) The cubic one-dimensional element with four nodes shown in Figure 4.8b can be obtained as 1 (1 − ξ )(1 − 9ξ 2 ) N1 (ξ ) = − 16 1 N2 (ξ ) = − 16 (1 + ξ )(1 − 9ξ 2 )



N3 (ξ ) = N4 (ξ ) =



2 9 16 (1 − 3ξ )(1 − ξ ) 2 9 16 (1 + 3ξ )(1 − ξ )



(4.85)



4.5 REVIEW QUESTIONS 1. What are the characteristics of the joints in a truss structure and what are the effects of this on the deformation and stress properties in a truss element? 2. How many DOFs does a two-nodal, planar truss element have in its local coordinate system, and in the global coordinate system? Why is there a difference in DOFs in these two coordinate systems? 3. How many DOFs does a two-nodal, space truss element have in its local coordinate system, and in the global coordinate system? Why is there such a difference? 4. Write down the expression for the element stiffness matrix, ke , with Young’s modulus, E, length, le , and cross-sectional area, A = 0.02x + 0.01. (Note: non-uniform cross-sectional area.) 5. Write down the expression for the element mass matrix, me , with the same properties as that in question 4 above. 6. Work out the displacements of the truss structure shown in Figure 4.9. All the truss members are of the same material (E = 69.0 GPa) and with the same cross-sectional area of 0.01 m2 .



4.5 REVIEW QUESTIONS 0.5 m



0.5 m



1m



0.5 m



1000 N



Figure 4.9. Three member planar truss structure.
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5 FEM FOR BEAMS



5.1 INTRODUCTION A beam is another simple but commonly used structural component. It is also geometrically a straight bar of an arbitrary cross-section, but it deforms only in directions perpendicular to its axis. Note that the main difference between the beam and the truss is the type of load they carry. Beams are subjected to transverse loading, including transverse forces and moments that result in transverse deformation. Finite element equations for beams will be developed in this chapter, and the element developed is known as the beam element. The basic concepts, procedures and formulations can also be found in many existing textbooks (see, e.g. Petyt,1990; Reddy, 1993; Rao, 1999; Zienkiewicz and Taylor, 2000; etc.). In beam structures, the beams are joined together by welding (not by pins or hinges, as in the case of truss elements), so that both forces and moments can be transmitted between the beams. In this book, the cross-section of the beam structure is assumed uniform. If a beam has a varying cross-section, it is advised that the beam should be divided into shorter beams, where each can be treated as beam(s) with a uniform cross-section. Nevertheless, the FE matrices for varying cross-sectional area can also be developed with ease using the same concepts that are introduced. The beam element developed in this chapter is based on the Euler–Bernoulli beam theory that is applicable for thin beams. 5.2 FEM EQUATIONS In planar beam elements there are two degrees of freedom (DOFs) at a node in its local coordinate system. They are deflection in the y direction, v, and rotation in the x–y plane, θz with respect to the z-axis (see Section 2.5). Therefore, each beam element has a total of four DOFs. 5.2.1 Shape Function Construction Consider a beam element of length l = 2a with nodes 1 and 2 at each end of the element, as shown in Figure 5.1. The local x-axis is taken in the axial direction of the element with its origin at the middle section of the beam. Similar to all other structures, to develop the FEM equations, shape functions for the interpolation of the variables from the nodal variables 90
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5.2 FEM EQUATIONS d3 = v2



d1 = v1 d4 = 2



d2 = 1



x, ξ



0 2a x=–a  = −1



x=a =1



Figure 5.1. Beam element and its local coordinate systems: physical coordinates x, and natural coordinates ξ .



would first have to be developed. As there are four DOFs for a beam element, there should be four shape functions. It is often more convenient if the shape functions are derived from a special set of local coordinates, which is commonly known as the natural coordinate system. This natural coordinate system has its origin at the centre of the element, and the element is defined from −1 to +1, as shown in Figure 5.1. The relationship between the natural coordinate system and the local coordinate system can be simply given as x ξ= (5.1) a To derive the four shape functions in the natural coordinates, the displacement in an element is first assumed in the form of a third order polynomial of ξ that contains four unknown constants: v(ξ ) = α0 + α1 ξ + α2 ξ 2 + α3 ξ 3 (5.2) where α0 to α3 are the four unknown constants. The third order polynomial is chosen because there are four unknowns in the polynomial, which can be related to the four nodal DOFs in the beam element. The above equation can have the following matrix form:     α0    α1   2 3 (5.3) v(ξ ) = 1 ξ ξ ξ α2       α3 or v(ξ ) = pT (ξ )α



(5.4)



where p is the vector of basis functions and α is the vector of coefficients, as discussed in Chapters 3 and 4. The rotation θ can be obtained from the differential of Eq. (5.2) with the use of Eq. (5.1): θ=



∂v ∂v ∂ξ 1 ∂v 1 = = = (α1 + 2α2 ξ + 3α3 ξ 2 ) ∂x ∂ξ ∂x a ∂ξ a



(5.5)
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The four unknown constants α0 to α3 can be determined by utilizing the following four conditions: At x = −a or ξ = −1: (1) v(−1)



= v1 dv 



(5.6) (2) = θ1 dx ξ =−1 At x = +a or ξ = +1:



(3)



v(1)



= v2 dv 



= θ2 dx ξ =1



(4)



The application of the above four conditions gives    1 −1 1 v1        θ1 0 1/a −2/a = 1 v2  1 1      0 1/a 2/a θ2



(5.7)



  α0  −1      3/a   α1 1    α2    3/a α3



(5.8)



or de = Ae α



(5.9)



α = A−1 e de



(5.10)



Solving the above equation for α gives







where A−1 e



2 1 −3 =  4 0 1



a −a −a a



 2 −a 3 −a   0 a  −1 a



(5.11)



Hence, substituting Eq. (5.10) into Eq. (5.4) will give v = N(ξ )de where N is a matrix of shape functions given by  N(ξ ) = PA−1 e = N1 (ξ ) N2 (ξ )



(5.12)



N3 (ξ )







N4 (ξ )



(5.13)



in which the shape functions are found to be N1 (ξ ) = 41 (2 − 3ξ + ξ 3 ) N2 (ξ ) = 41 a(1 − ξ − ξ 2 + ξ 3 )



(5.14) N3 (ξ ) = 41 (2 + 3ξ − ξ 3 ) a N4 (ξ ) = (−1 − ξ + ξ 2 + ξ 3 ) 4 It can be easily confirmed that the two translational shape functions N1 and N3 satisfy conditions defined by Eqs. (3.34) and (3.41). However, the two rotational shape functions
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N2 and N4 do not satisfy the conditions of Eqs. (3.34) and (3.41). This is because these two shape functions relate to rotational degrees of freedom, which are derived from the deflection functions. Satisfaction of N1 and N3 to Eq. (3.34) has already ensured the correct representation of the rigid body movement of the beam element.



5.2.2 Strain Matrix Having now obtained the shape functions, the next step would be to obtain the element strain matrix. Substituting Eq. (5.12) into Eq. (2.47), which gives the relationship between the strain and the deflection, we have εxx = B de



(5.15)



where the strain matrix B is given by B = −yLN = −y



∂2 y ∂2 y N = − N = − 2 N 2 2 2 ∂x a ∂ξ a



(5.16)



In deriving the above equation, Eqs. (2.48) and (5.1) have been used. From Eq. (5.14), we have   N = N1 N2 N3 N4 (5.17) where 3 a ξ, N2 = (−1 + 3ξ ) 2 2 3 a N3 = − ξ, N4 = (1 + 3ξ ) 2 2 N1 =



(5.18)



5.2.3 Element Matrices Having obtained the strain matrix, we are now ready to obtain the element stiffness and mass matrices. By substituting Eq. (5.16) into Eq. (3.71), the stiffness matrix can be obtained as  ∂2 ke = B cB dV = E y dA N dx ∂x 2 V A −a T  2    1  1 ∂2 ∂ EIz 1 T  = EIz N N a dξ = N N dξ 4 ∂ξ 2 ∂ξ 2 a 3 −1 −1 a 



T











2



a







∂2 N ∂x 2



T 



(5.19)



 where Iz = A y 2 dA is the second moment of area (or moment of inertia) of the crosssection of the beam with respect to the z axis. Substituting Eq. (5.17) into (5.19), we
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obtain







N1 N1   N  N  EIz 1   2 1 ke = 3  a −1 N3 N1 N4 N1



N1 N2 N2 N2 N3 N2 N4 N2



N1 N3 N2 N3 N3 N3 N4 N3



Evaluating the integrals in the above equation leads to  3 3a −3 EIz  4a 2 −3a  ke = 3  3 2a sy.



N1 N4







 N2 N4   dx N1 N4  



(5.20)



N1 N4



 3a 2a 2   −3a  4a 2



(5.21)



To obtain the mass matrix, we substitute Eq. (5.13) into Eq. (3.75):  me =



V



ρNT N dV = ρ 



N1 N1  1 N2 N1 = ρAa  −1 N3 N1 N4 N1



 A



 dA



N1 N2 N 2 N2 N3 N2 N4 N2



a −a



NT N dx = ρA



N1 N 3 N 2 N3 N3 N 3 N4 N3







 N1 N4 N2 N 4    dx N3 N4  N4 N4



1



−1



NT Na dξ



(5.22)



where A is the area of the cross-section of the beam. Evaluating the integral in the above equation leads to   78 22a 27 −13a ρAa  8a 2 13a −6a 2    (5.23) me =  78 −22a  105 sy. 8a 2 The other element matrix would be the force vector. The nodal force vector for beam elements can be obtained using Eqs. (3.78), (3.79) and (3.81). Suppose the element is loaded by an external distributed force fy along the x-axis, two concentrated forces fs1 and fs2 , and concentrated moments ms1 and ms2 , respectively, at nodes 1 and 2; the total nodal force vector becomes   NT fb dV + NT fs dSf fe = V



Sf



    fy a + fs1  fs1  N1           1  2  N2  dξ + ms1 = fy a /3 + ms1 = fy a   fs2   fy a + fs2   −1 N3         N4 ms1 −fy a 2 /3 + ms1 











(5.24)



The final FEM equation for beams has the form of Eq. (3.89), but the element matrices are defined by Eqs. (5.21), (5.23) and (5.24).
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5.3 REMARKS Theoretically, coordinate transformation can also be used to transform the beam element matrices from the local coordinate system into the global coordinate system. However, the transformation is necessary only if there is more than one beam element in the beam structure, and of which there are at least two beam elements of different orientations. A beam structure with at least two beam elements of different orientations is commonly termed a frame or framework. To analyse frames, frame elements, which carry both axial and bending forces, have to be used, and coordinate transformation is generally required. Detailed formulation for frames is discussed in the next chapter.



5.4 WORKED EXAMPLES Example 5.1: A uniform cantilever beam subjected to a downward force Consider the cantilever beam as shown in Figure 5.2. The beam is fixed at one end, and it has a uniform cross-sectional area as shown. The beam undergoes static deflection by a downward load of P = 1000 N applied at the free end. The dimensions of the beam are shown in the figure, and the beam is made of aluminium whose properties are shown in Table 5.1. To make clear the steps involved in solving this simple example, we first used just one beam element to solve for the deflection. The beam element would have degrees of freedom as shown in Figure 5.1. Step 1: Obtaining the element matrices The first step in formulating the finite element equations is to form the element matrices and, in this case, being the only element used, the element matrices are actually the global finite element matrices, since no assembly is required. The shape functions for the four degrees of freedom are given in Eq. (5.14). The element stiffness matrix can be obtained using Eq. (5.21). Note that as this is a static problem, the mass matrix is not required here. The second moment of area of the cross-sectional area



P = 1000 N



0.1 m 0.06 m



0.5 m



Figure 5.2. Cantilever beam under static load. Table 5.1. Material properties of aluminium Young’s modulus, E GPa



Poisson’s ratio, v



69.0



0.33
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about the z-axis can be given as Iz =



3 1 12 bh



=



1 12



(0.1) (0.06)3 = 1.8 × 10−6 m4



(5.25)



Since only one element is used, the stiffness matrix of the beam is thus the same as the element stiffness matrix:   3 0.75 −3 0.75     69 × 109 1.8 × 10−6 0.75 0.25 −0.75 0.125    K = ke =  −3 −0.75 3 −0.75 2 × 0.253 0.75 0.125 −0.75 0.25   3 0.75 −3 0.75 0.75 0.25 −0.75 0.125   Nm−2 (5.26) = 3,974 × 106   −3 −0.75 3 −0.75 0.75 0.125 −0.75 0.25 The finite element equation becomes    v1  3 0.75 −3 0.75        0.75 0.25 −0.75 0.125  θ1 3,974 × 106   −3 −0.75 v2  3 −0.75      θ2 0.75 0.125 −0.75 0.25       K



D



  → unknown reaction shear force Q1 =?       M1 =? → unknown reaction moment = Q2 = P      M2 = 0   



(5.27)



F



Note that, at node 1, the beam is clamped. Therefore, the shear force and moment at this node should be the reaction force and moment, which are unknowns before the FEM equation is solved for the displacements. To solve Eq. (5.27), we need to impose the displacement boundary condition at the clamped node. Step 2: Applying boundary conditions The beam is fixed or clamped at one end. This implies that at that end, the deflection, v1 , and the slope, θ1 , are both equal to zero: v1 = θ1 = 0



(5.28)



The imposition of the above displacement boundary condition leads to the removal of the first and second rows and columns of the stiffness matrix:      Q1  3 0.75 −3 0.75  v1 = 0            θ1 = 0 0.25 0.75 0.125  M1 6 0.75  = (5.29) 3.974 × 10  −3 −0.75 3 −0.75  v2  Q2 = P          M2 = 0 0.75 0.125 −0.75 0.25 θ2
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The reduced stiffness matrix becomes a 2 × 2 matrix of   3 −0.75 6 K = 3.974 × 10 Nm−2 −0.75 0.25



(5.30)



The finite element equation, after the imposition of the displacement condition, is thus Kd = F where



dT = [v2



(5.31) θ2 ]



(5.32)



and the force vector F is given as 



 −1000 F= N 0



(5.33)



Note that, although we do not know the reaction shear force Q1 and the moment M1 , it does not affect our solving of the FEM equation, because we know v1 and θ1 instead. This allows us to remove the unknowns of Q1 and M1 from the original FEM equation. We will come back to calculate the unknowns of Q1 and M1 , after we have solved the FEM equations for all the displacements (deflections and rotations). Step 3: Solving the FE matrix equation The last step in this simple example would be to solve Eq. (5.31) to obtain v2 and θ2 . In this case, Eq. (5.31) is actually two simultaneous equations involving two unknowns, and can be easily solved manually. Of course, when we have more unknowns or degrees of freedom, some numerical methods of solving the matrix equation might be required. The solution to Eq. (5.31) is v2 = −3.355 × 10−4 m θ2 = −1.007 × 10−3 rad



(5.34)



After v2 and θ2 have been obtained, they are substituted back into the first two equations of Eq. (5.27) to obtain the reaction shear force at node 1: Q1 = 3.974 × 106 (−3v2 + 0.75θ2 ) = 3.974 × 106 [−3 × (−3.355 × 10−4 ) + 0.75 × (−1.007 × 10−3 )] = 998.47 N



(5.35)



and the reaction moment at node 1: M1 = 3.974 × 106 (−0.75v2 + 0.125θ2 ) = 3.974 × 106 [−0.75 × (−3.355 × 10−4 ) + 0.125 × (−1.007 × 10−3 )] = 499.73 Nm This completes the solution process of this problem.



(5.36)
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Note that this solution is exactly the same as the analytical solution. We again observe the reproduction feature of the FEM that was revealed in Example 4.1. In this case, it is because the exact solution of the deflection for the cantilever thin beam is a third order polynomial, which can be obtained easily by solving the strong form of the system equation of beam given by Eq. (5.59) with fy = 0. On the other hand, the shape functions used in our FEM analysis are also third order polynomials (see Eq. (5.14) or Eq. (5.2)). Therefore, the exact solution of the problem is included in the set of assumed deflections. The FEM based on Hamilton’s principle has indeed reproduced the exact solution. This is, of course, also true if we were to calculate the deflection at anywhere else other than the nodes. For example, to compute the deflection at the centre of the beam, we can use Eq. (5.12) with x = 0.25, or in the natural coordinate system, ξ = 0, and substituting the values calculated at the nodes:   0        0 1 1 1 1 vξ =0 = Nξ =0 de = = −1.048 × 10−4 m − −4 −3.355 × 10  2 16 2 16      −1.007 × 10−3 (5.37) To calculate the rotation at the centre of the beam, the derivatives of the shape functions are used as follows:   0            dv dN 0 1 1 θξ =0 = = de = −3 − 3 − −4 −3.355 × 10  dx ξ =0 dx ξ =0 4 4      −1.007 × 10−3 = −7.548 × 10−4 rad



(5.38)



Note that in obtaining dN/dx above, the chain rule of differentiation is used together with the relationship between x and ξ as depicted in Eq. (5.1).



5.5 CASE STUDY: RESONANT FREQUENCIES OF MICRO RESONANT TRANSDUCER Making machines as small as insects, or even smaller, has been a dream of scientists for many years. Made possible by present lithographic techniques, such micro-systems are now being produced and applied in our daily lives. Such machines are called micro-electro-mechanical systems (MEMS), usually composed of mechanical and electrical devices. There are many MEMS devices, from micro actuators and sensors to micro fluidic devices, being designed and manufactured today. The technology has very wide applications in communication, medical, aerospace, robotics, and so on. One of the most common micro-electro-mechanical (MEMS) devices is the resonant transducer. Resonant transducers convert externally induced beam strain into a beam resonant frequency change. This change in resonant frequency is then typically detected by implanted piezoresistors or optical techniques. Such resonant transducers are used for the
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Figure 5.3. Resonant micro-beam strain transducer (Courtesy of Professor Henry Guckel and the University of Wisconsin-Madison). Bridge



Membrane



Figure 5.4. Bridge in a micro resonant transducer.



measurement of pressure, acceleration, strain, vibration, and so on. Figure 5.3 shows a micrograph of a micro polysilicon resonant microbeam transducer. Figure 5.3 shows an overall view of the transducer, but the principle of the resonant transducer actually lies in the clamped–clamped bridge on top of a membrane. This bridge is actually located at the centre of the micrograph. Figure 5.4 shows a schematic side view of the bridge structure. The resonant frequency of the bridge is related to the force applied to it (between anchor points), its material properties, cross-sectional area and length. When the membrane deforms, for example, due to a change in pressure, the force applied to the bridge also changes, resulting in a change in the resonant frequency of the bridge. It is thus important to analyse the resonant frequency of this bridge structure in the design of the resonant transducer. We use the beam element in the software ABAQUS to solve for the first three resonant frequencies of the bridge. The dimensions of the clamped– clamped bridge structure shown in Figure 5.5 are used to model a bridge in a micro resonant transducer. The material properties of polysilicon, of which the resonant transducer is normally made, are shown in Table 5.2.
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20 µm 0.5 µm



Figure 5.5. Geometrical dimensions of clamped–clamped bridge. Table 5.2. Elastic properties of polysilicon Young’s Modulus, E Poisson’s ratio, ν Density, ρ



169 GPa 0.262 2300 kg m−3



Figure 5.6. Ten element mesh of clamped–clamped bridge.



5.5.1 Modelling The modelling of the bridge is done using one-dimensional beam elements developed in this chapter. The beam is assumed to be clamped at two ends of the beam. The meshing of the structure should not pose any difficulty, but what is important here is the choice of how many elements to use to give sufficient accuracy. Because the exact solution of free vibration modes of the beam is no longer of a polynomial type, the FEM will not be able to produce the exact solution, but an approximated solution. One naturally becomes concerned with whether the results converge and whether they are accurate. To start, the first analysis will mesh the beam uniformly into ten two-nodal beam elements, as shown in Figure 5.6. This simple mesh will serve to show clearly the steps used in ABAQUS. Refined uniform meshes of 20, 40 and 60 elements will then be used to check the accuracy of the results obtained. This is a simplified way of performing what is commonly known as a convergence test. Remember that usually the greater the number of elements, the greater the accuracy. However, we can’t simply use as many elements as possible all the time, since, there is usually a limit to the computer resources available. Hence, convergence tests are carried out to determine the optimum number of elements or nodes to be used for a certain problem. What is meant by ‘optimum’ means the least number of elements or nodes to yield a desired accuracy within the acceptable tolerance.



5.5.2 ABAQUS Input File The ABAQUS input file for the above described finite element model is shown below. In the early days, the analyst had to write these cards manually, but now it is generated by the preprocessors of FEM packages. Understanding the input file is very important both for
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undersanding the FEM and to effectively use the FEM packages. The text boxes to the right of the input file are not part of the input file, but explain what the sections of the file meant. * HEADING, SPARSE ABAQUS job to calculate eigenvalues of beam ** *NODE Nodal cards 1, 0., 0. Define the coordinates of the nodes in the 2, 10., 0. 3, 20., 0. model. The first entry is the node ID, 4, 30., 0. while the second and third entries are the 5, 40., 0. x and y coordinates of the position of the 6, 50., 0. node, respectively. 7, 60., 0. 8, 70., 0. 9, 80., 0. 10, 90., 0. 11, 100., 0. ** ** * ELEMENT, TYPE=B23, ELSET=BEAM 1, 1, 2 Element (connectivity) cards 2, 2, 3 3, 3, 4 Define the element type and what nodes make up the element. 4, 4, 5 B23 represents that it is a planar, cubic, Euler–Bernoulli beam 5, 5, 6 element. There are many other beam element types in the 6, 6, 7 ABAQUS element library. The “ELSET = BEAM” statement is 7, 7, 8 simply for naming this set of elements so that it can be referenced 8, 8, 9 when defining the material properties. In the subsequent data 9, 9, 10 entry, the first entry is the element ID, and the following two 10, 10, 11 entries are the nodes making up the element. ** ** beam ** * BEAM SECTION, ELSET=BEAM, SECTION=RECT, MATERIAL=POLYSILI 20., 0.5, Property cards 0.0, 0.0, -1.0 ** Define properties to the elements of set “BEAM”. “SECT = ** RECT” describes the cross-section as a rectangle. ABAQUS ** provides a choice of other cross-sections. The first data line ** under “BEAM SECTION” defines the geometry of the ** cross-section. The second data line defines the normal, which ** in this case is for a planar beam. It will have the material ** properties defined under “POLYSILI”. ** polysilicon ** * MATERIAL, NAME=POLYSILI **
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* DENSITY Material cards 2.3E-15, Define material properties under the name ** “POLYSILI”. Density and elastic properties are * ELASTIC, TYPE=ISO defined. TYPE=ISO represents isotropic properties. 169000., 0.262 ** ** * BOUNDARY, OP=NEW 1, 1,, 0. Boundary (BC) cards 1, 2,, 0. Define boundary conditions. For nodes 1 and 11, the 2, 1,, 0. DOFs 1, 2 and 6 are constrained. For the rest, DOF 1 3, 1,, 0. is constrained. Note that in ABAQUS, a planar beam 4, 1,, 0. has x and y translational displacements, as well as 5, 1,, 0. rotation about the z-axis. 6, 1,, 0. 7, 1,, 0. 8, 1,, 0. 9, 1,, 0. 10, 1,, 0. 11, 1,, 0. 11, 2,, 0. ** *BOUNDARY, OP=NEW 1, 6,, 0. 11, 6,, 0. ** ** Step 1, eigen ** LoadCase, Default ** * STEP, NLGEOM This load case is the default load case that always appears *FREQUENCY Control cards 3, 0.,,, 30 ** Indicate the analysis step. In this case it is a ** “FREQUENCY” analysis or an eigenvalue analysis. ** * NODE PRINT, FREQ=1 U, * NODE FILE, FREQ=1 Output control cards U, Define the ouput required. For example, in this case, ** we require the nodal output, displacement “U”. ** ** * END STEP



The input file above shows how a basic ABAQUS input file is set up. Note that all the input file does is provide the information necessary so that the program can utilize them to
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formulate and solve the finite element equations. It may also be noticed that in the input file, there is no mention of the units of measurement used. This implies that the units must definitely be consistent throughout the input file in all the information provided. For example, if the coordinate values of the nodes are in micrometres, the units for other values like the Young’s modulus, density, forces and so on must also undergo the necessary conversions in order to be consistent, before they are keyed into the preprocessor of ABAQUS. It is noted that in this case study, all the units are converted into micrometres to be consistent with the geometrical dimensions, as can be seen from the values of Young’s modulus and density. This is the case for most finite element software, and many times, errors in analysis occur due to negligence in ensuring the units’ consistency. More details regarding the setting up of an ABAQUS input file will be provided in Chapter 13.



5.5.3 Solution Process Let us now try to relate the information provided in the input file with what is formulated in this chapter. The first part of the ABAQUS input normally describes the nodes and their coordinates (position). These lines are often called ‘nodal cards1 ’. The second part of the input file are the so-called ‘element cards’. Information regarding the definition of the elements using nodes is provided. For example, element 1 is formed by nodes 1 and 2. The element cards give the connectivity of the element or the order of the nodal number that forms the element. The connectivity is very important, because a change in the order of the nodal numbers may lead to a breakdown of the computation. The connectivity is also used as the index for the direct assembly of the global matrices (see Example 4.2). This element and nodal information is required for determining the stiffness matrix (Eq. (5.21)) and the mass matrix (Eq. (5.23)). The property cards define the properties (type of element, cross-sectional property, etc.) of the elements, as well as the material which the element is made of. The cross-section of the element is defined here as it is required for computation of the moment of area about the z-axis, which is in turn used in the stiffness matrix. The material properties defined are also a necessity for the computation of both the stiffness (elastic properties) and mass matrices (density). The boundary cards (BC cards) define the boundary conditions for the model. In ABAQUS, a node of a general beam element (equivalent to the frame element, to be discussed in the next chapter) in the XY plane has three DOFs: translational displacements in the x and y directions (1, 2), and the rotation about the z-axis (6). To model just the transverse displacements and rotation as depicted in the formulation in this chapter, the x-displacement DOFs are constrained here. Hence it can be seen from the input file that the DOF ‘1’ is constrained for all nodes. In addition to this, the two nodes at the ends, nodes 1 and 11, also have their ‘2’ and ‘6’ DOFs constrained to simulate clamped ends. Just as in the worked example previously, constraining these DOFs would effectively reduce the dimension of the matrix. 1 In the early 1980s, the input files were recorded by pieces of card, each of which recorded one line.
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We should usually also have load cards. Because this case study is an eigenvalue analysis, there are no external loadings, and hence there is no need to define any loadings in the input file. The control cards are used to control the analysis, such as defining the type of analysis required. ABAQUS uses the subspace iteration scheme by default to evaluate the eigenvalues of the equation of motion. This method is a very effective method of determining a number of lowest eigenvalues and corresponding eigenvectors for a very large system of several thousand DOFs. The procedure is as follows: (i) To determine the n lowest eigenvalues and eigenvectors, select a starting matrix X1 having m (>n) columns. (ii) Solve the equation KXk+1 = MXk for Xk+1 . T T (iii) Calculate Kk+1 = Xk+1 KXk+1 and Mk+1 = Xk+1 MXk+1 , where the dimension of Kk+1 and Mk+1 are of m by m. (iv) Solve the reduced eigenvalue problem Kk+1 )k+1 −M)k+1 *k+1 = 0 for m eigenvalues, which are the diagonal terms of the diagonal matrix *k+1 , and for eigenvectors )k+1 . (v) Calculate the improved approximation to the eigenvectors of the original system using Xk+1 = Xk+1 )k+1 . (vi) Repeat the process until the eigenvalues and eigenvectors converge to the lowest eigenvectors to desired accuracy. By specifying the line ‘∗ FREQUENCY’ in the analysis step, ABAQUS will carry out a similar algorithm as that briefly explained above. The line after the ‘∗ FREQUENCY’ contains some data which ABAQUS uses to aid the procedure. The first entry refers to the number of eigenvalues required (in this case, 3). The second refers to the maximum frequency of interest. This will limit the frequency range, and therefore anything beyond this frequency will not be calculated. In this case, no maximum frequency range will be specified. The third is to specify shift points, which is used to ensure that the stiffness matrix is not singular. Here, again, it is left blank since it is not necessary. The fourth is the number of columns of the starting matrix X1 to be used. It is left blank again, and thus ABAQUS will use its default setting. The last entry is the number of iterations, which in this case is 30. Output control cards are used for selecting the data that needs to be output. This is very useful for large scale computation that produces huge data files; one needs to limit the output to what is really needed. Once the input file is created, one can then invoke ABAQUS to execute the analysis, and the results will be written into an output file that can be read by the post-processor.



5.5.4 Result and Discussion Using the above input file, an analysis to calculate the eigenvalues, and hence the natural resonant frequencies of the bridge structure, is carried out using ABAQUS. Other than the 10-element mesh as shown in Figure 5.6, which is also depicted in the input file, a simple
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Table 5.3. Resonant frequencies of bridge using FEA and analytical calculations Number of two-node beam elements 10 20 40 60 Analytical calculations



Natural frequency (Hz) Mode 1



Mode 2



Mode 3



4.4058 × 105 4.4057 × 105 4.4056 × 105 4.4056 × 105 4.4051 × 105



1.2148 × 106 1.2145 × 106 1.2144 × 106 1.2144 × 106 1.2143 × 106



2.3832 × 106 2.3809 × 106 2.3808 × 106 2.3808 × 106 2.3805 × 106



convergence test is carried out. Hence, there are similar uniform meshes using 20, 40 and 60 elements. All the frequencies obtained are given in Table 5.3. Because the clamped– clamped beam structure is a simple problem, it is possible to evaluate the natural frequencies analytically. The results obtained from analytical calculations are also shown in Table 5.3 for comparison. From the table, it can be seen that the finite element results give very good approximations as compared to the analytical results. Even with just 10 elements, the error of mode 1 frequency is about 0.016% from the analytical calculations. It can also be seen that as the number of elements increases, the finite element results gets closer and closer to the analytical calculations, and converges such that the results obtained for 40 and 60 elements show no difference up to the fourth decimal place. What this implies is that in finite element analyses, the finer the mesh or the greater the number of elements used, the more accurate the results. However, using more elements will use up more computer resources, and it will take a longer time to execute. Hence, it is advised to use the minimum number of elements which give the results of desired accuracy. Other than the resonant frequencies, the mode shapes can also be obtained. Mode shapes can be considered to be the way in which the structure vibrates at a particular natural frequency. It corresponds to the eigenvector of the finite element equation, just like the resonant frequencies corresponds to the eigenvalues of the finite element equation. Mode shapes can be important in some applications, where the points of zero displacements, like the centre of the beam in Figure 5.8, need to be identified for the installation of devices which should not undergo huge vibration. The data for constructing the mode shape for each eigenvalue or natural frequency can be obtained from the displacement output for that natural frequency. Figures 5.7 to Figure 5.9 show the mode shapes obtained by plotting the displacement components using 10 elements. The figures show how the clamped–clamped beam will vibrate at the natural frequencies. Note that the output data usually consists of only the output at the nodes, and these are then used by the post-processor or any graph plotting applications to form a smooth curve. Most post-processors thus contain curve fitting functions to properly plot the curves using the data values. This simple case study points out some of the basic requirements needed in a finite element analysis. Like ABAQUS, most finite element software works on the same finite
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Figure 5.7. Mode 1 using 10 elements at 4.4285 × 105 Hz.
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Figure 5.8. Mode 2 using 10 elements at 1.2284 × 106 Hz.
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Figure 5.9. Mode 3 using 10 elements at 2.4276 × 106 Hz.



element principles. All that is needed is just to provide the necessary information for the software to use the necessary type of elements, and hence the shape functions; to build up the necessary element matrices; followed by the assembly of all the elements to form the global matrices; and finally, to solve the finite element equations.



5.6 REVIEW QUESTIONS
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5.6 REVIEW QUESTIONS 1. How would you formulate a beam element that also carries axial forces? 2. Calculate the force vector for a simply supported beam subjected to a vertical force at the middle of the span, when only one beam element is used to model the beam, as shown in Figure 5.10. P



l



Figure 5.10. Simply supported beam modelled using one beam element.



3. Calculate the force vector for a simply supported beam subjected to a vertical force at the middle of the span, when two beam elements of equal length are used to model the beam, as shown in Figure 5.11. P



l/2



l



Figure 5.11. Simply supported beam modelled using two beam elements.



4. For a cantilever beam subjected to a vertical force at its free end, how many elements should be used to obtain the exact solution for the deflection of the beam?



6 FEM FOR FRAMES



6.1 INTRODUCTION A frame element is formulated to model a straight bar of an arbitrary cross-section, which can deform not only in the axial direction but also in the directions perpendicular to the axis of the bar. The bar is capable of carrying both axial and transverse forces, as well as moments. Therefore, a frame element is seen to possess the properties of both truss and beam elements. In fact, the frame structure can be found in most of our real world structural problems, for there are not many structures that deform and carry loadings purely in axial directions nor purely in transverse directions. The development of FEM equations for beam elements facilitates the development of FEM equations for frame structures in this chapter. The frame element developed is also known in many commercial software packages as the general beam element, or even simply the beam element. Commercial software packages usually offer both pure beam and frame elements, but frame structures are more often used in actual engineering applications. A three-dimensional spatial frame structure can practically take forces and moments of all directions. Hence, it can be considered to be the most general form of element with a one-dimensional geometry. Frame elements are applicable for the analysis of skeletal type systems of both planar frames (two-dimensional frames) and space frames (three-dimensional frames). A typical three-dimensional frame structure is shown in Figure 6.1. Frame members in a frame structure are joined together by welding so that both forces and moments can be transmitted between members. In this book, it is assumed that the frame elements have a uniform crosssectional area. If a structure of varying cross-section is to be modelled using the formulation in this chapter, then it is advised that the structure is to be divided into smaller elements of different constant cross-sectional area so as to simulate the varying cross-section. Of course, if the variation in cross-section is too severe for accurate approximation, then the equations for a varying cross-sectional area can also be formulated without much difficulty using the same concepts and procedure given in this chapter. The basic concepts, procedures and formulations can also be found in many existing textbooks (see, e.g. Petyt,1990; Rao, 1999; etc.). 108
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Figure 6.1. Example of a space frame structure.



6.2 FEM EQUATIONS FOR PLANAR FRAMES Consider a frame structure whereby the structure is divided into frame elements connected by nodes. Each element is of length le = 2a, and has two nodes at its two ends. The elements and nodes are numbered separately in a convenient manner. In a planar frame element, there are three degrees of freedom (DOFs) at one node in its local coordinate system, as shown in Figure 6.2. They are the axial deformation in the x direction, u; deflection in the y direction, v; and the rotation in the x–y plane and with respect to the z-axis, θz . Therefore, each element with two nodes will have a total of six DOFs.



6.2.1 Equations in Local Coordinate System Considering the frame element shown in Figure 6.2 with nodes labelled 1 and 2 at each end of the element, it can be seen that the local x-axis is taken as the axial direction of the element with its origin at the middle of the element. As mentioned, a frame element contains both the properties of the truss element and the beam element. Therefore, the element matrices for a frame element can be simply formulated by combining element matrices for truss and
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Y, V z node 1



(u1, 1, z1)



le = 2a



X, U z



Figure 6.2. Planar frame element and the DOFs.



beam elements, without going through the detailed process of formulating shape functions and using the constitutive equations for a frame. Recall that the truss element has only one degree of freedom at each node (axial deformation), and the beam element has two degrees of freedom at each node (transverse deformation and rotation). Combining these will give the degrees of freedom of a frame element, and the element displacement vector for a frame element can thus be written as    d1             d    2       d3 = de = d4             d    5       d6



u1 v1 θz1 u2 v2 θz2



      displacement components at node 1          displacement components at node 2   



(6.1)



To construct the stiffness matrix, the stiffness matrix for truss elements, Eq. (4.16), is first extended to a 6 × 6 matrix corresponding to the order of the degrees of freedom of the truss element in the element displacement vector in Eq. (6.1):







ketruss



     =      



d1 = u1 ↑ AE/(2a)



d4 = u2 ↑ −AE/(2a) 0



0



0



0



0



0



0



0



0



0



AE/(2a)



0



sy.



0



 0 → d1 = u1  0   0  0  → d4 = u2  0  0



(6.2)
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Next, the stiffness matrix for the beam element, Eq. (5.21), is also extended to a 6×6 matrix corresponding to the order of the degrees of freedom of the beam element in Eq. (6.1):







kebeam



        =        



d2 (v1 ) d3 (θz1 ) ↑ ↑ 0



0 3EIz 2a 3



0 3EIz 2a 2 2EIz a



0 0 0 0



sy.



d5 (v2 ) ↑



d6 (θz2 ) ↑



0 3EIz − 3 2a 3EIz − 2 2a 0 3EIz 2a 3



0 3EIz 2a 2 EIz a 0 3EIz − 2 2a 2EIz a



                



→ d2 = v1 → d3 = θz1 (6.3) → d5 = v2 → d6 = θz2



The two matrices in Eqs. (6.2) and (6.3) are now superimposed together to obtain the stiffness matrix for the frame element:   AE AE 0 0 − 0 0  2a  2a    3EIz 3EIz 3EIz  3EIz   0 −  2a 3 2a 2 2a 3 2a 2     3EIz 2EIz EIz    0 − 2    a a  2a ke =  (6.4)  AE    0 0    2a    3EIz 3EIz    sy. −  2a 3 2a 2     2EI  z



a The element mass matrix of the frame element can also be obtained in the same way as the stiffness matrix. The element mass matrices for the truss element and the beam element, Eqs. (4.17) and (5.23), respectively, are extended into 6 × 6 matrices and added together to give the element mass matrix for the frame element:   70 0 0 35 0 0  78 22a 0 27 −13a    2 ρAa  0 13a −6a 2  8a   (6.5) me = 70 0 0  105     sy. 78 −22a  8a 2
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The same simple procedure can be applied to the force vector as well. The element force vectors for the truss and beam elements, Eqs. (4.18) and (5.24), respectively, are extended into 6 × 1 vectors corresponding to their respective DOFs and added together. If the element is loaded by external distributed forces fx and fy along the x-axis; concentrated forces fsx1 , fsx2 , fsy1 and fsy2 ; and concentrated moments ms1 and ms2 , respectively, at nodes 1 and 2, the total nodal force vector becomes   fx a + fsx1        fy a + fsy1        fy a 2 /3 + ms1 (6.6) fe = fx a + fsx2        fy a + fsy2        −fy a 2 /3 + ms1 The final FEM equation will thus have the form of Eq. (3.89) with the element matrices having the forms in Eqs. (6.4) to (6.6).



6.2.2 Equations in Global Coordinate System The matrices formulated in the previous section are for a particular frame element in a specific orientation. A full frame structure usually comprises numerous frame elements of different orientations joined together. As such, their local coordinate system would vary from one orientation to another. To assemble the element matrices together, all the matrices must first be expressed in a common coordinate system, which is the global coordinate system. The coordinate transformation process is the same as that discussed in Chapter 4 for truss structures. Assume that local nodes 1 and 2 correspond to the global nodes i and j , respectively. The displacement at a local node should have two translational components in the x and y directions and one rotational deformation. They are numbered sequentially by u, v and θz at each of the two nodes, as shown in Figure 6.3. The displacement at a global node should also have two translational components in the X and Y directions and one rotational deformation. They are numbered sequentially by D3i−2 , D3i−1 and D3i for the ith node, as shown in Figure 6.3. The same sign convention also applies to node j . The coordinate transformation gives the relationship between the displacement vector de based on the local coordinate system and the displacement vector De for the same element, but based on the global coordinate system: de = TDe (6.7) where



  D3i−2        D3i−1        D3i De =  D3j −2       D3j −1      D3j



(6.8)
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Figure 6.3. Coordinate transformation for 2D frame elements.



and T is the transformation matrix for the frame element given by 



lx ly  0 T= 0  0 0



mx my 0 0 0 0



0 0 1 0 0 0



0 0 0 lx ly 0



0 0 0 mx my 0



 0 0  0  0  0 1



(6.9)



in which Xj − Xi le Yj − Yi mx = cos(x, Y ) = sin α = le lx = cos(x, X) = cos α =



(6.10)



where α is the angle between the x-axis and the X-axis, as shown in Figure 6.3, and ly = cos(y, X) = cos(90◦ + α) = − sin α = − Xj − Xi my = cos(y, Y ) = cos α = le



Yj − Yi le



(6.11)



Note that the coordinate transformation in the X–Y plane does not affect the rotational DOF, as its direction is in the z direction (normal to the x–y plane), which still remains the same as the Z direction in the global coordinate system. The length of the element, le , can be



114



CHAPTER 6 FEM FOR FRAMES



calculated by le =



 (Xj − Xi )2 + (Yj − Yi )2



(6.12)



Equation (6.7) can be easily verified, as it simply says that at node i, u1 equals the summation of all the projections of D3i−2 and D3i−1 onto the local x axis, and v1 equals the summation of all the projections of D3i−2 and D3i−1 onto the local y axis. The same can be said at node j . The matrix T for a frame element transforms a 6 × 6 matrix into another 6 × 6 matrix. Using the transformation matrix, T, the matrices for the frame element in the global coordinate system become K e = TT k e T



(6.13)



Me = TT me T



(6.14)



T



Fe = T fe



(6.15)



Note that there is no change in dimension between the matrices and vectors in the local and global coordinate systems.



6.3 FEM EQUATIONS FOR SPACE FRAMES 6.3.1 Equations in Local Coordinate System The approach used to develop the two-dimensional frame elements can be used to develop the three-dimensional frame elements as well. The only difference is that there are more DOFs at a node in a 3D frame element than there are in a 2D frame element. There are altogether six DOFs at a node in a 3D frame element: three translational displacements in the x, y and z directions, and three rotations with respect to the x, y and z axes. Therefore, for an element with two nodes, there are altogether twelve DOFs, as shown in Figure 6.4. 2 u2 y2



1



x2



2



w2



y1 z2



1 u1 x1



w1 z1



y x z



Figure 6.4. Frame element in space with twelve DOFs.
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The element displacement vector for a frame element in space can be written as      u1  d1                  d2  v1                     displacement components at node 1 d w  1     3           d θ  x1    4             θy1         d5            d6 θz1  (6.16) = de = d7  u2                  d8  v2                     d w displacement components at node 2   9  2           θx2       d10            θy2       d11                d12 θz2 The element matrices can be obtained by a similar process of obtaining the matrices of the truss element in space and that of beam elements, and adding them together. Because of the huge matrices involved, the details will not be shown in this book, but the stiffness matrix is listed here as follows, and can be easily confirmed simply by inspection: u1 ↑  AE  2a                  ke =                   



v1 ↑



w1 ↑



θx1 ↑



θy1 ↑



0 3EIz 2a 3



0



0



0



0 3EIy



0



0 −3EIy



2a 3



sy.



0 GJ 2a



2a 2 0 2EIy a



θz1 ↑ 0 3EIz 2a 2 0



u2 ↑ −AE 2a 0



v2 ↑



0



0 −3EIz 2a 3 0



0



0



0



0 2EIz a



0



0 −3EIz 2a 2 0 3EIz 2a 3



0 AE 2a



w2 ↑



θx2 ↑



θy2 ↑



0



0



0



0 −3EIy



0



0 −3EIy



2a 3 0 3EIy



0 −GJ 2a 0 0



2a 2 0 EIy a 0



0



0



0



0 3EIy



0



0 3EIy



2a 2 0



2a 3



0 GJ 2a



2a 2 0 2EIy a



θz2 ↑







0 3EIz 2a 2 0



         0     0   EIz    a   0   −3EIz    2a 2   0     0    0    2EIz a



(6.17) where Iy and Iz are the second moment of area (or moment of inertia) of the cross-section of the beam with respect to the y and z axes, respectively. Note that the fourth DOF is related to the torsional deformation. The development of a torsional element of a bar is very much the same as that for a truss element. The only difference is that the axial deformation is replaced by the torsional angular deformation, and axial force is replaced by torque. Therefore, in
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the resultant stiffness matrix, the element tensile stiffness AE/le is replaced by the element torsional stiffness GJ /le , where G is the shear modules and J is the polar moment of inertia of the cross-section of the bar. The mass matrix is also shown as follows: 



70 0 0 0 0 0  78 0 0 0 22a   78 0 −22a 0   0 0 70rx2  2  0 8a  2 ρAa  8a  me =  105       sy.  



 35 0 0 0 0 0 0 27 0 0 0 −13a   0 0 27 0 13a 0   0 0  0 0 0 −35rx2  0  0 0 −13a 0 −6a 2  0 13a 0 0 0 −6a 2   70 0 0 0 0 0   78 0 0 0 −22a   78 0 22a 0   0 0  70rx2  0  8a 2 8a 2 (6.18)



where rx2 =



Ix A



(6.19)



in which Ix is the second moment of area (or moment of inertia) of the cross-section of the beam with respect to the x axis.



6.3.2 Equations in Global Coordinate System Having known the element matrices in the local coordinate system, the next thing to do is to transform the element matrices into the global coordinate system to account for the differences in orientation of all the local coordinate systems that are attached on individual frame members. Assume that the local nodes 1 and 2 of the element correspond to global nodes i and j , respectively. The displacement at a local node should have three translational components in the x, y and z directions, and three rotational components with respect to the x, y and z-axes. They are numbered sequentially by d1 –d12 corresponding to the physical deformations as defined by Eq. (6.16). The displacement at a global node should also have three translational components in the X, Y and Z directions, and three rotational components with respect to the X, Y and Z axes. They are numbered sequentially by D6i−5 , D6i−4 , . . . , and D6i for the ith node, as shown in Figure 6.5. The same sign convention applies to node j . The coordinate transformation gives the relationship between the displacement vector de based on the local coordinate system and the displacement vector De for the same element but
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Figure 6.5. Coordinate transformation for a frame element in space.



based on the global coordinate system:



where



de = TDe



(6.20)



  D6i−5        D6i−4          D   6i−3       D   6i−2       D   6i−1     D6i De =   D6j −5        D6j −4        D6j −3        D6j −2     D6j −1        D6j



(6.21)



and T is the transformation matrix for the truss element given by   0 0 T3 0  0 T3 0 0  T= 0 0 T3 0  0 0 0 T3



(6.22)
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in which



 nx ny  nz



mx my mz



lx T3 = ly lz



(6.23)



where lk , mk and nk (k = x, y, z) are direction cosines defined by lx = cos(x, X),



mx = cos(x, Y ),



nx = cos(x, Z)



ly = cos(y, X),



my = cos(y, Y ),



ny = cos(y, Z)



lz = cos(z, X),



mz = cos(z, Y ),



nz = cos(z, Z)



(6.24)



To define these direction cosines, the position and the three-dimensional orientation of the frame element have to be defined first. With nodes 1 and 2, the location of the element is fixed on the local coordinate frame, and the orientation of the element has also been fixed in the x direction. However, the local coordinate frame can still rotate about the axis of the beam. One more additional point in the local coordinate has to be defined. This point can be chosen anywhere in the local x–y plane, but not on the x-axis. Therefore, node 3 is chosen, as shown in Figure 6.6. The position vectors V1 , V2 and V3 can be expressed as  + Y1 Y + Z1 Z  V1 = X1 X



(6.25)



 + Y2 Y + Z2 Z  V2 = X2 X



(6.26)



 + Y3 Y + Z3 Z  V3 = X3 X



(6.27)
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Figure 6.6. Vectors for defining the location and three-dimensional orientation of the frame element in space.
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 Y and Z  are unit where Xk , Yk and Zk (k = 1, 2, 3) are the coordinates for node k, and X, vectors along the X, Y and Z axes. We now define  Xkl = Xk − Xl  Ykl = Yk − Yl k, l = 1, 2, 3 (6.28)  Zkl = Zk − Zl Vectors (V2 − V1 ) and (V3 − V1 ) can thus be obtained using Eqs. (6.25) to (6.28) as follows:   + Y21 Y + Z21 Z V2 − V1 = X21 X



(6.29)



 + Y31 Y + Z31 Z  V3 − V1 = X31 X



(6.30)



The length of the frame element can be obtained by      2 + Y 2 + Z2 le = 2a = V2 − V1  = X21 21 21



(6.31)



The unit vector along the x-axis can thus be expressed as (V2 − V1 ) X  Y21  Z21   = 21 X x =  + Y+ Z   2a 2a 2a V2 − V1 



(6.32)



Therefore, the direction cosines in the x direction are given as  = X21 lx = cos(x, X) = x · X 2a Y 21 mx = cos(x, Y ) = x · Y = 2a  = Z21 nx = cos(x, Z) = x · Z 2a



(6.33)



From Figure 6.6, it can be seen that the direction of the z-axis can be defined by the cross product of vectors (V2 − V1 ) and (V3 − V1 ). Hence, the unit vector along the z-axis can be expressed as (V2 − V1 ) × (V3 − V1 )  z =  (6.34)    (V2 − V1 ) × (V3 − V1 ) Substituting Eqs. (6.29) and (6.30) into the above equation, z =



1  + (Z21 X31 − Z31 X21 )Y + (X21 Y31 − X31 Y21 )Z}  (6.35) {(Y21 Z31 − Y31 Z21 )X 2A123



where A123 =



 (Y21 Z31 − Y31 Z21 )2 + (Z21 X31 − Z31 X21 )2 + (X21 Y31 − X31 Y21 )2



(6.36)
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Using Eq. (6.35), it is found that 1 (Y21 Z31 − Y31 Z21 ) 2A123 1 mz = z · Y = (Z21 X31 − Z31 X21 ) 2A123  = 1 + (X21 Y31 − X31 Y21 ) nz = z · Z 2A123 = lz = z · X



(6.37)



Since the y-axis is perpendicular to both the x-axis and the z-axis, the unit vector along the y-axis can be obtained by cross product, y = z × x



(6.38)



which gives ly = mz nx − nz mx my = nz lx − lz nx



(6.39)



ny = lz mx − mz lx in which lx , mx , nx , lz , mz and nz have been obtained using Eqs. (6.33) and (6.37). Using the transformation matrix, T, the matrices for space frame elements in the global coordinate system can be obtained as K e = TT k e T



(6.40)



Me = TT me T



(6.41)



Fe = TT fe



(6.42)



6.4 REMARKS In the formulation of the matrices for the frame element in this chapter, the superposition of the truss element and the beam element has been used. This technique assumes that the axial effects are not coupled with the bending effects in the element. What this means simply is that the axial forces applied on the element will not result in any bending deformation, and the bending forces will not result in any axial deformation. Frame elements can also be used for frame structures with curved members. In such cases, the coupling effects can exist even in the elemental level. Therefore, depending on the curvature of the member, the meshing of the structure can be very important. For example, if the curvature is very large resulting in a significant coupling effect, a finer mesh is required to provide the necessary accuracy. In practical structures, it is very rare to have beam structures subjected to purely transverse loading. Most skeletal structures are either trusses or frames that carry both axial and transverse loads. It can now be seen that the beam element, developed in Chapter 5, as well
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as the truss element, developed in Chapter 4, are simply specific cases of the frame element. Therefore, in most commercial software packages, including ABAQUS, the frame element is just known generally as the beam element. The beam element formulated in Chapter 5, or general beam element formulated in this chapter, is based on so-called Euler–Bernoulli beam theory that is suitable for thin beams with a small thickness to pan ratio ( 
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