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PREFACE Rien ne serf de couril; i1,fautpartir a point. Jean de la Fontaine



Many physical processes in nature, whose correct understanding, prediction, and control are important to people, are described by equations that involve physical quantities together with their spatial and temporal rates of change (partial derivatives). Among such processes are the weather, flow of liquids, deformation of solid bodies, heat transfer, chemical reactions, electromagnetics, and many others. Equations involving partial derivatives are called partial diferential equations (PDEs). The solutions to these equations are functions, as opposed to standard algebraic equations whose solutions are numbers. For most PDEs we are not able to find their exact solutions, and sometimes we do not even know whether a unique solution exists. For these reasons, in most cases the only way to solve PDEs arising in concrete engineering and scientific problems is to approximate their solutions numerically. Numerical methods for PDEs constitute an indivisible part of modern engineering and science. The most general and efficient tool for the numerical solution of PDEs is the Finite element method (FEM), which is based on the spatial subdivision of the physical domain intofinite elements (often triangles or quadrilaterals in 2D and tetrahedra, bricks, or prisms in 3D), where the solution is approximated via a finite set of polynomial skape,funcrions. In this way the original problem is transformed into a discrete problem for a finite number of unknown coefficients. It is worth mentioning that rather simple shape functions, such as affine or quadratic polynomials, have been used most frequently in the past due to their relatively low implementation cost. Nowadays, higher-order elements are becoming increasingly popular due to their excellent approximation properties and capability to reduce the size of finite element computations significantly. The higher-order finite element methods, however, require a better knowledge of the underlying mathematics. In particular, the understanding of linear algebra and elementary xxv
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PREFACE



functional analysis is necessary. In this book we follow the modern trend of building engineering finite element methods upon a solid mathematical foundation, which can be traced in several other recent finite element textbooks, as, e.g., [ 181 (membrane, beam and plate models), [29] (finite element analysis of shells), or [83] (edge elements for Maxwell’s equations).



The contents at a glance This book is aimed at graduate and Ph.1~.students of all disciplines of computational engineering and science. It provides an introduction into the modern theory of partial differential equations, finite element methods, and their applications. The logical beginning of the text lies in Appendix A, which is a course in linear algebra and elementary functional analysis. This chapter is readable with minimum prerequisites and it contains many illustrative examples. Readers who trust their skills in function spaces and linear operators may skip Appendix A, but it will facilitate the study of PDEs and finite element methods to all others significantly. The core Chapters 1 4 provide an introduction to the theory of PDEs and finite element methods. Chapter 5 is devoted to the numerical solution of ordinary differential equations (ODES) which arise in the semidiscretization of time-dependent PDEs by the most frequently used Method of lines (MOL). Emphasis is given to higher-order implicit one-step methods. Chapter 6 deals with Hermite and Argyris elements with application to fourthorder problems rooted in the bending of elastic beams and plates. Since the fourth-order problems are less standard than second-order equations, their physical background and derivation are discussed in more detail. Chapter 7 is a newcomer’s introduction into computational electromagnetics. Explained are basic laws governing electromagnetics in both their integral and differential forms, material properties, constitutive relations, and interface conditions. Discussed are potentials and problems formulated in terms of potentials, and the time-domain and time-harmonic Maxwell’s equations. The concept of NCdClec’s edge elements for the Maxwell’s equations is explained. Appendix B deals with selected algorithmic and programming issues. We present a universal sparse matrix interface sMatrix which makes it possible to connect multiple sparse matrix solver packages simultaneously to a finite element solver. We mention the advantages of separating the finite element technology from the physics represented by concrete PDEs. Such approach is used in the implementation of a high-performance modular finite element system HERMES. This software is briefly described and applied to several challenging engineering problems formulated in terms of second-order elliptic PDEs and time-harmonic Maxwell’s equations. Advantages of higher-order elements are demonstrated. After studying this introductory text, the reader should be ready to read articles and monographs on advanced topics including a-posteriori error estimation and automatic adaptivity, mixed finite element formulations and saddle point problems, spectral finite element methods, finite element multigrid methods, hierarchic higher-order finite element methods (hp-FEM), and others (see, e.g., [9,23,69, 1051 and [ 1 1 11). Additional test and homework problems, along with an errata, will be maintained on my home page.



PAVEL



SOL~N



ACKNOWLEDGMENTS



I acknowledge with gratitude the assistance and help of many friends, colleagues and students in the preparation of the manuscript.’ Tom% Vejchodskf (Academy of Sciences of the Czech Republic) read a significant part of the text and provided me with many corrections and hints that improved its overall quality. Martin Zitka (Charles University, Prague, and UTEP) checked Chapter 2 and made numerous useful observations to various other parts of the text. Invaluable was the expert review of the ODE Chapter 5 by Laurent Jay (University of Iowa). The functional-analytic course in Appendix A was reviewed by Volker John (Universitat des Saarlandes, Saarbrucken) from the point of view of a numerical analyst, and by Osvaldo Mendez (UTEP), who is an expert in functional analysis. For numerous corrections to this part of the text I also wish to thank to UTEP’s graduate students Svatava Vyvialova and Francisco Avila. I am deeply indebted to Prof. Ivo Doleiel (Czech Technical University and Academy of Sciences of the Czech Republic), who is a theoretical electrical engineer with lively interest in computational mathematics, for providing me over the years with exciting practical problems to solve. Mainly thanks to him I learned to appreciate the engineer’s point of view. The manuscript emerged from handouts, course notes, homeworks, and tests written for students. The students along with their interest and excitement were my main sources of motivation to write this book. There is no way to express all my gratitude to my wife Dagmar for her support, understanding, and admirable patience during the two years of my work on the manuscript. P. 5. ‘The author acknowledges the support of the Czech Science Foundation under the Grant No. 102/05/0629.



xxvii



Partial Differential Equations and the Finite Element Method by Pave1 Solin Copyright © 2006 John Wiley & Sons, Inc.



CHAPTER 1



PARTIAL DI FFERENTIAL EQUATl0NS



Many natural processes can be sufficiently well described on the macroscopic level, without taking into account the individual behavior of molecules, atoms, electrons, or other particles. The averaged quantities such as the deformation, density, velocity, pressure, temperature, concentration, or electromagnetic field are governed by partial differential equations (PDEs). These equations serve as a language for the formulation of many engineering and scientific problems. To give a few examples, PDEs are employed to predict and control the static and dynamic properties of constructions, flow of blood in human veins, flow of air past cars and airplanes, weather, thermal inhibition of tumors, heating and melting of metals, cleaning of air and water in urban facilities, burning of gas in vehicle engines, magnetic resonance imaging and computer tomography in medicine, and elsewhere. Most PDEs used in practice only contain the first and second partial derivatives (we call them second-order PDEs). Chapter 1 provides an overview of basic facts and techniques that are essential for both the qualitative analysis and numerical solution of PDEs. After introducing the classification and mentioning some general properties of second-order equations in Section 1.1, we focus on specific properties of elliptic, parabolic, and hyperbolic PDEs in Sections I .2-1.4. Indeed, there are important PDEs which are not of second order. To mention at least some of them, in Section 1.5 we discuss first-order hyperbolic problems that are frequently used to model transport processes such as, e.g., inviscid fluid flow. Fourth-order problems rooted in the bending of elastic beams and plates are discussed later in Chapter 6.
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PARTIAL DIFFERENTIAL EQUATIONS



1.1



SELECTED GENERAL PROPERTIES



Second-order PDEs (or PDE systems) encountered in physics usually are either elliptic, parabolic, or hyperbolic. Elliptic equations describe a special state of a physical system, which is characterized by the minimum of certain quantity (often energy). Parabolic problems in most cases describe the evolutionary process that leads to a steady state described by an elliptic equation. Hyperbolic equations describe the transport of some physical quantities or information, such as waves. Other types of second-order PDEs are said to be undetermined. In this introductory text we restrict ourselves to linear problems, since nonlinearities induce additional aspects whose understanding requires the knowledge of nonlinear functional analysis.



1.1 -1 Classification and examples Let U be an open connected set in RTL. A sufficiently general form of a linear second-order PDE in n independent variables z = (zI, z2. . . ., z , , ) ~is



= a Y ( z ) ,b, = b i ( z ) , c ,= c,(z),ao = a o ( z )and f = f(z).For all derivatives where to exist in the classical sense, the solution and the coefficients have to satisfy the following regularityrequirements: u E C2(U),a,,E C 1 ( U ) , b ,E C ' ( U ) , c , E C'(U),ao E C ( U ) , f E C ( U ) .These regularity requirements will be reduced later when the PDE is formulated in the weak sense, and additional conditions will be imposed in order to ensure the existence and uniqueness of solution. If the functions a,,,b,, c,, and a0 are constants, the PDE is said to be with constant coefficients. Since the order of the partial derivatives can be switched for any twice continuously differentiable function u,it is possible to symmetrize the coefficients a,? by defining



(ypw



:= (a;;zg



+ aol.zY JL



)I2



and adjusting the other coefficients accordingly so that the equation remains in the form (1.1). This is left to the reader as an exercise. Based on this observation, in the following we always will assume that the coefficient matrix A ( z ) = {a,,}:q,=l is symmetric. Recall that a symmetric n x n matrix A is said to be positive definite if



vTAv > 0



for all 0 # w E Iw"



and positive semidefinite if



v 1Aw 2 0



for all 'u E R".



Analogously one defines negative definite and negative semidefinite matrices by turning the inequalities. Matrices which do not belong to any of these types are said to be indefinite.



Definition 1.1 (Elliptic, parabolic and hyperbolic equations) Consider a second-order PDE of the,form (1.1) with a symmetric coefficient matrix A ( z )= { u , ~ } : ~ = ~ . 1. The equation is said to be elliptic ut z E U i f A ( z )is positive dejnite.



2. The equation is said to be parabolic at z E U $ A ( z ) is positive sernidejnite, but not positive dejnite, and the rank o f ( A ( z )b, ( z ) .c ( z ) )is equal t o n .
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3. The equation is said to be hyperbolic at z E c3 f A ( z ) has one negative and n - 1 positive eigenvalues.



An equation is culled elliptic, parabolic, or hyperbolic in the set c3 f i t is elliptic, parabolic, or hyperbolic everywhere in 0, respectively. Remark 1.1 (Temporal variable t ) In practice we distinguish between time-dependent and time-independent PDEs. I f the equation is time-independent, we put n = d and z = x,where d is the spatial dimension and x the spatial variable. This often is the case with elliptic equations. Ifthe quantities in the equation depend on time, which often is the case with parabolic and hyperbolic equations, we put n = d 1 and z = (2, t ) , where t is the temporal variable. In such case the set c3 represents some space-time domain. If the spatial part of the space-time domain 0does not change in time, we talk about a space-time cylinder R x (0, T ) ,where R c Rd and ( 0 ,T ) is the corresponding time interval.



+



Notice that, strictly speaking, the type of the PDE in Definition 1. I is not invariant under multiplication by -1. For example, the equation



-Au



=



f



(where A =



5& 3



in R3)



is elliptic everywhere in R3 since its coefficient matrix A is positive definite,



1 0 0



However, the type of the equation



A u = -f cannot be determined since its coefficient matrix



is negative definite. In such cases it is customary to multiply the equation by (-1) so that Definition 1.1 can be applied. Moreover, notice that Definition 1.1 only applies to second-order PDEs. Later in this text we will discuss two important cases outside of this classification: hyperbolic first-order systems in Section 1.5 and elliptic fourth-order problems in Chapter 6.



Remark 1.2 Sometimes, linear second-order PDEs are fiiund in a slightly different form (1.3) usually with a symmetric coeflcient matrix A ( z ) = { n , J } ~ ~ J When = l . transforming (1.3) into the,form (1.11, it is easy to see that the matrices A ( z )and A ( z ) are identical, and
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thus either one can b e used t o determine the ellipticit-y,purabolicit.y, o r hyperbolicity ofthe problem. Moreover, if the coeficients and b, m e suflciently smooth, the two forms are equivalent.



Operator notation It is customary to write elliptic PDEs in a compact form



Lu= f: where L defined by



is a second-order elliptic differential operator. The part of L with the highest derivatives,



is called the principal (leading) part of L. Most parabolic and hyperbolic equations are motivated in physics, and therefore one of the independent variables usually is the time t . The typical operator form of parabolic equations is a71 -



at



+ Lu = f .



where L is an elliptic differential operator. Typical second-order hyperbolic equation can be seen in the form



where again L is an elliptic differential operator. The following examples show simple elliptic, parabolic, and hyperbolic equations. W EXAMPLE 1.1



(Elliptic PDE: Potential equation of electrostatics)



Let the function p E C ( 2 )represent the electric charge density in some open bounded set 0 C Rd.If the permittivity f is constant in 12, the distribution of the electric potential 9 in 12 is governed by the Poisson equation



Notice that (1.8) does not possess a unique solution, since for any solution p the function 9 G, where C is an arbitrary constant, also is a solution. In order to yield a well-posed problem, every elliptic equation has to be endowed with suitable boundary conditions. This will be discussed in Section I .2.



+
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W EXAMPLE 1.2



(Parabolic PDE: Heat transfer equation)



Let 0 C Rdbe an open bounded set and q E C ( 2 )the volume density of heat sources in R.If the thermal conductivity k , material density e. and specific heat care constant in 0 , the parabolic equation



(1.9) in R. The steady state of the describes the evolution of the temperature Q(z,t) temperature (38/3t = 0) is described by the corresponding elliptic equation



- k A Q = q. Similarly to the previous case, the solution Q is not determined by (1.9) uniquely. Parabolic equations have to be endowed with both boundary and initial conditions in order to yield a well-posed problem. This will be discussed in Section I .3.



EXAMPLE 1.3 (Hyperbolic PDE: Wave equation) Let (2 c Rdbe an open bounded set. The speed of sound a can be considered constant in I? if the motion of the air is sufficiently slow. Then the hyperbolic equation (1.10)



describes the propagation of sound waves in 12. Here the unknown function p ( z . t ) represents the pressure, or its fluctuations around some arbitrary constant equilibrium pressure. Again the function p is not determined by ( 1 .lo) uniquely. Hyperbolic equations have to be endowed with both boundary and initial conditions in order to yield a well-posed problem. Definition of boundary conditions for hyperbolic problems is more difficult compared to the elliptic or parabolic case, since generally they depend on the choice of the initial data and on the solution itself. We will return to this issue in Example 1.4 and in more detail in Section 1.5. 1.1.2



Hadamard’s well-posedness



The notion of well-posedness of boundary-value problems for partial differential equations was established around 1932 by Jacques Salomon Hadamard. J.S. Hadamard was a French mathematician who contributed significantly to the analysis of Taylor series and analytic functions of the complex variable, prime number theory, study of matrices and determinants, boundary value problems for partial differential equations, probability theory, Markov chains, several areas of mathematical physics, and education of mathematics.



Definition 1.2 (Hadamard’s well-posedness) A prohlein is said to he well-posed I . it has CI uiiiqiie solution, 2. the solution depends corztinuoirsly 011 the given clcrta Otherwise the prohleni is ill-posed.



If
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Figure 1.1 Jacques Salomon Hadamard (1865-1963).



As the reader may expect, well-posed problems are more pleasant to deal with than the illposed ones. The requirement of existence and uniqueness of solution is obvious. The other condition in Definition 1.2 denies well-posedness to problems with unstable solutions. From the point of view of numerical solution of PDEs, the computational domain Q boundary and initial conditions, and other parameters are not represented exactly in the computer model. Additional source of error is the finite computer arithmetics. If a problem is well-posed, one has a chance to compute a reasonable approximation of the unique exact solution as long as the data to the problem are approximated reasonably. Such expectation may not be realistic at all if the problem is ill-posed. The concept of well-posedness deserves to be discussed in more detail. First let u s show in Example 1.4 that well-posedness may be violated by endowing a PDE with wrong boundary conditions. W EXAMPLE 1.4



(Ill-posedness due to wrong boundary conditions)



Consider an interval R = ( - a . a ) , (1 > 0, and the (inviscid) Burgers' equation (1.1 1)



This equation is endowed with the initial condition



u ( x . 0 ) = f L ( ) ( . I ' ) = .I'. where uo is a function continuous in (-o.a) boundary conditions 7L(+fI.



f)=



.r E 12. such that



fo. f > 0.



(1.12) ii0(+o)



=



+a, and the (1.13)



The (inviscid) Burgers' equation is an important representant of the class of first-order hyperbolic problems that will be studied in more detail in Section 1.5. In particular, after reading Paragraph 1 S.5 the reader will know that every function u(D..t ) that satisfies both equation ( I . 1 1 ) and initial condition ( 1.12) is constant along the lines
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x,,,(t) = zo(t



+ l),



zo E



a,



7



(1.14)



depicted in Figure 1.2.



Figure 1.2 Isolines of the solution u ( z ,t ) of Burgers’ equation.



It is easy to check the constantness of the solution u along the lines (1.14) by performing the derivative d dt



t).



-lL(zz()(t).



From this fact it follows that the solution to (1.1 l), (1.12) cannot be constant in time at the endpoints of 0. Hence the problem ( 1.1 1 ), ( 1.12), ( 1.13) has no solution. Some problems are ill-posed because of their very nature, despite their initial and boundary conditions are defined appropriately. This is illustrated in Example 1.5.



H EXAMPLE 1.5 (Ill-posed problem with unstable solution) Consider the one-dimensional version of the heat transfer equation (1.9) with normalized coefficients, (1.15)



describing the temperature distribution within a thin slab 0 = ( 0 , ~in) the time interval (0,T).We choose an initial temperature distribution u ( x ,0) = uo(x) such that uo(0)= u o ( r )= 0, fix the temperature at the endpoints to u(0) = a(.) = 0 and ask about the solution u ( x ,t ) of (1.15) fort E (0. T ) .The initial condition u g ( z ) can be expressed by means of the Fourier expansion (1.16)



Thus it is easy to verify that the exact solution u ( z ,t ) has the form
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(1.17)



and hence that



is the solution corresponding to the time t = T. Notice that the coefficients c,,c-~")' converge to zero very fast as the time grows, and therefore after a sufficiently long time T the solution will be very close to zero in 12. Hence, the heat transfer problem evidently is a well-posed in the sense of Hadamard. Now let us reverse the time by defining a new temporal variable s = T - t . The backward heat transfer equation has the form



36 3s



-



2il + 33.9 = 0. ~



We consider an initial condition Co(.r)corresponding to s = 0, i.e., to t = T. Again, i L g ( z ) can be expressed as (1.19)



and the exact solution C(x.s ) has the form



Notice that now the coefficients d,,e"-" are amplified exponentially as the backward temporal variable s grows. This means that the solution of the backward heat transfer equation does not depend continuously on the initial data illl(.i:), i.e., that the backward problem is ill-posed. Suppose that we calculate some numerical approximation of the solution u(.r. T) for some sufficiently large time T and then use it as the initial condition iL(l(.r) for the backward problem. What we will observe when solving the backward problem is that the solution C(z: s) begins to oscillate immediately and the computation ends with a floating point overflow or similar error very soon. Because of the ill-posedness of the backward problem, chances are slim that one can get close to the original initial condition l l ~ i l ( :at~ )s = T.



Remark 1.3 (Inverse problems) The ill-posed bcickl.veird heat trmwfer equntion,from Example 1.5 was an inverse problem. Tlwrc cire vcrrious types of ill-posed inverse problems: For example, it is ail inverse problem to identify suitcible initial state and/or p~irc'meter.s,for some physical process to obtain a desircd,fincil state. Usircilly, the better-posed the,forwiird problem, the worse the posedness of the iriverse problem.
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1.I .3 General existence and uniqueness results



Prior to discussing various aspects of the elliptic, parabolic, and hyperbolic PDEs in Sections 1.2-1.5, we find it useful to mention a few important abstract existence and uniqueness results for general operator equations. Since this paragraph uses some abstract functional analysis, readers who find its contents too difficult may skip it in the first reading and continue with Section 1.2. In the following we consider a pair of Hilbert spaces V and W , and an equation of the form



Lu= f.



(1.20)



where L : D ( L ) c V + W- is a linear operator and f E W . The existence of solution to (1.20) for any right-hand side f E W is equivalent to the condition R ( L ) = W , while the uniqueness of solution is equivalent to the condition N ( L ) = (0).



Theorem 1.1 (Hahn-Banach) Let U be a subspnce of a (real or complex) normed space V ,and f E U’a linear,form over U . Then there exists an extension 9 E V’off such that g ( u ) = ,f(u),forallTL



E U , moreover satisfying I l g l l ~= I Ilfilul.



Proof: The proof can be found in standard functional-analytic textbooks. See, e.g., 134,651 and [ 1001. rn



Theorem 1.1 has important consequences: If uug E V and f ( v 0 ) = 0 for all f E V’, then 1 1 ~ )= 0. Further, for any vug E V there exists f E V’ such that I/ filv = 1 and f (210) = lluugllv. The following result is used in the proof of the basic existence theorem: For any two disjoint subsets A, B C V, where A is compact and B convex, there exists f E V‘ and y E R such that f ( n ) < y < f ( b ) for all n E A and b E B.



Theorem 1.2 (Basic existence result) Let V.W be Hilbert spaces and L : D ( L ) c V + W a bounded linear operator. Then R ( L ) = W ifand on1.y ifboth R ( L ) is closed and R ( L ) l= (0). Proof: If R ( L ) = TI/, then obviously R(L)is closed and R(L)’ = ( 0 ) . Conversely, assume that R ( L )is closed, R(L)’ = (0) but R ( L ) # W . The linearity and boundedness of L implies that R ( L ) is a closed subspace of 14’. Let U J E W \ R(L).The set }I{. is compact and the closed set R ( L )obviously is convex. By the Hahn-Banach theorem there exists a w * E I&’ such that ( w * . u I ) > 0 and (.(I)*. L ~ J=) 0 for all 2) E D ( L ) . Therefore 0 # ( I ! * E R(L)’, which is a contradiction. In order to see under what conditions R ( L ) is closed, let us generalize the notion of continuity by introducing closed operators:



Definition 1.3 (Closed operator) An operator T : D ( T ) c V are Bnnach spaces, is said to be closed iffor any sequence {?I,, T (u l L )+ w imply that u E D ( T )and 211 = T.P.



---f



W, where V and W



c D ( T ) ,u,,



i



71



and



It is an easy exercise to show that every continuous operator is closed. However, there are closed operators which are not continuous:



rn



EXAMPLE 1.6



(Closed operator which is not continuous)



Consider the interval 12 = ( 0 , l ) C R, the Hilbert space V = L‘((I2) and the Laplace operator L : V + V . L u = -Au = -u”. This operator is not continuous, since,
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e.g., Lv @ V for v = z-'/:~ E V . We know that the space C r ( 0 )is dense in L 2 ( 0 ) (see Paragraph A.2.10). To show that L is closed in V ,for an element v E V consider some sequence {v,},",~ C CF(0)such that v, + v , and such that the sequence {-AV,}?=~ converges to some w E V . Passing to the limit n i co in the relation



we obtain lw'pdx=-



vA'pdx



for all 'p E CT(b2).



Therefore w = -Av and the operator L is closed.



Theorem 1.3 (Basic existence and uniqueness result) Let V,W be Hilbert spaces and L : D( L ) c V + W a closed linear operator. Assume that there exists a constant C > 0 such that



(this inequality sometimes is called the .stability or coercivity estimate). If R(L)' then the operator equation Lu = f has a unique solution.



= {0},



Proof: First let us verify that R ( L )is closed. Let {w~,}?=~c R ( L ) such that w, + w. Then there is a sequence {v,}~=.=,C D ( L ) such that w,, = Lv,. The stability estimate (1.21)impliesthatCllvn-v,,IIv 5 IIW,~ -wTnllw,whichmeansthat { v 7 z } ~ =isaCauchy l sequence in V . Completeness of the Hilbert space V yields existence of a 71 E V such that v, + v. Since L is closed, we obtain v E D ( L ) and w = Lv E R ( L ) .Theorem 1.2 yields the existence of a solution. The uniqueness of the solution follows immediately from the stability estimate (1.21). Now let us introduce the notion of monotonicity and show that strongly monotone linear operators satisfy the stability estimate ( I .21):



Definition 1.4 (Monotonicity) Let V be a Hilbert space and L E C ( V ,V ' ) . The operator L is said to be monotone i f (L71,v) 2 0



it is strictly monotone



forall



ti



E V,



(1.22)



if ( L v ,v) > 0 for all 0 # v E V ,



(1.23)



and it is strongly monotone ifthere exists a constunt CL > 0 such that



For every u E V the element Lu E V' is a linear,form. The symbol ( L v ,v). which mean.7 the application of Lu to v E V , is called duality pairing.
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The notion of monotonicity for linear operators is a special case of a more general definition applicable to nonlinear operators. An operator T : V + V'is said to be monotone if (Tu - Tv, u - ii) 2 0 for all u, 71 E V, it is strictly monotone if (Tu - Tv, u - v) > 0 for all u , 71 E V,u # 71, and it is strongly monotone if there exists a positive constant CL such that (Tu- Ti), u - v) 2 CLI/u- v1I2 for all 7 4 v E V. The concept of monotonicity for operators is related to the standard notion of monotonicity of real functions: A function f : R + R is monotone if the condition z1 < z:! implies that f ( z 1 ) 5 f ( 5 2 ) . The same can be written as the condition ( f ( z 1 ) - f ( z % ) ) ( z-~5 2 ) 2 0 for all 5 1 , 5 2 E R.



Lemma 1.1 Let V be a Hilbert space and L E L(V,V ' )a continuous strongly monotone linear operator: Then there exists a constant C > 0 such that L satisfies the stability estimate (1.21). Proof: The strong monotonicity condition (1.24) implies



which means that



The following theorem presents an important abstract existence and uniqueness result for operator equations:



Theorem 1.4 (Existence and uniqueness of solution for strongly monotone operators) Let V be a Hilbert space, f E V' and L E C( V,V ' )a strongly monotone linear operator: Then for every f E V'the operator equation Lu = f has a unique solution u E V . Proof: According to Lemma 1.1 the operator L satisfies the stability estimate (1.21). Moreover, if v E R(L)', then (Lii, v) = 0 and C/l7i$ 5 (hi,(1) = 0.



Hence I?(L)' = (0). and the conclusion follows from Theorem 1.3. 1.1.4



Exercises



Exercise 1.1 Use Dejinition 1.3 to show that every continuous operator L where V and H7 are Bannch spaces, is closed.



:



V



i



W,



Exercise 1.2 Consider a second-order PDE in the,form (1.I ) with a nonsymmetric coefficient matrix A ( z ) . Symmetrize the coeficient matrix b y dejining A = ( A A?')/2. Find out how the remaining coeficients b,. c,, and a()have to be adjusted so that the equation remains in the,form (1.1). Hint: Write at,, = ( a , ] n , ] , ) / 2 (a,,, - n,?,)/2.



+



+



+



Exercise 1.3 Consider a second-order PDE in the alternative,form (1.3).
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where Z,,= Z,,,for all 1 5 i, j 5



TL.



1. Turn the equation into the conventional form ( 1 . I ) ,



2. Write the relations ofthe coeficients a,,, ,b , , c,



a0



and U,, ,b,, E i , 210.



Exercise 1.4 Use Dejinition 1.1 to show that equation (1.8)fronz Example 1.1 is elliptic. Exercise 1.5 Use Dejinition 1.I to show that equation (1.9),fromExample 1.2 is parabolic. Exercise 1.6 Use Dejinition 1.1 to show that equution (1.10)from Example 1.3 is h-yperbolic. Exercise 1.7 Verifi that the,function u ( t .t ) defined in (0, T ) by the relation ( I . 17)is the s o lution ofthe heat-transfer equation ( I . IS)with the boundary conditions u(0:t ) = ~ L ( T ,t ) = 0 f o r all t > 0. Exercise 1.8 In R" consider the equation



if (and where in Iw") it is elliptic, parcrbolic, or hyperbolic. Exercise 1.9 lri R2consider the equation



and decide



and decide $(and where in R2)it is elliptic, pnmholic, or hyperbolic



Exercise 1.10 I n R" consider the equation



and decide if (and where in R2) it is elliptic, ptrmholic, or hyperbolic.



Exercise 1.11 In



R"consider the equation



and decide if (and where in R")it is elliptic, pciruholic, or hyperbolic



Exercise 1.12 I n



R'



consider the eqii(iti~ii



and decide if (or where in R2)it i s elliptic, ptrraholic, or hyperbolic.



SECOND-ORDERELLIPTIC PROBLEMS



1.2



13



SECOND-ORDER ELLIPTIC PROBLEMS



This section is devoted to the discussion of linear second-order elliptic problems. We begin by deriving the weak formulation of a model problem in Paragraph 1.2.1. Properties of bilinear forms arising in the weak formulation of linear elliptic problems are discussed in Paragraph 1.2.2. In Paragraph 1.2.3 we introduce the Lax-Milgram lemma, which is the basic tool for proving the existence and uniqueness of solution to linear elliptic problems. The weak formulations and solvability analysis of problems involving various types of boundary conditions are discussed in Paragraphs 1.2.5-1.2.8. Abstract energy of elliptic problems, which plays an important role in their numerical solution (error estimation, automatic adaptivity), is introduced in Paragraph 1.2.9. Finally, Paragraph 1.2.10 presents maximum principles for elliptic problems, which are used to prove their well-posedness.



1.2.1 Weak formulation of a model problem Assume an open bounded set f l c Rd with Lipschitz-continuous boundary, and recall the general linear second-order equation (1. l),



where the coefficients and the right-hand side satisfy the regularity assumptions formulated in Paragraph 1.1.1. In this case we put n = d. Equation (1.25) is elliptic if the symmetric coefficient matrix A = { u ~ , } ~ , is , =positive ~ definite everywhere in R (Definition 1.1). Consider the model equation



-V . (alVu)



+ aou = f



in



R.



(1.26)



obtained from (1.25) by assuming a t 3 ( z )= a1(z)6,, and b ( z ) = c ( z ) = 0 in R. For the existence and uniqueness of solution we add another important assumption:



a l ( z ) 2 C,,,,, > 0 and ~ ( z2)0 in 0. The problem (1.26) is fairly general: Even with following physical processes:



a0



= 0 it describes,



(1.27) for example, the



I . Stationary heat transfer (,uis the temperature, a1 is the thermal conductivity, and f are the heat sources), 2. electrostatics (uis the electrostatic potential, al is the dielectric constant, and f is the charge density), 3. transverse deflection of a cable (u is the transverse deflection, a1 is the axial tension, and f is the transversal load),



4. axial deformation of a bar (u is the axial displacement, al = E A is the product of the elasticity modulus and the cross-sectional area, and f is either the friction or contact force on the surface of the bar), 5. pipe flow (u is the hydrostatic pressure, a1 = 7rD4/128p, D is the diameter, p is the viscosity and f = 0 represents zero flow sources),
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6. laminar incompressible flow through a channel under constant pressure gradient (u is the velocity, a1 is the viscosity, and f is the pressure gradient), 7. porous media flow ( u is the fluid head, nl is the permeability coefficient, and f is the fluid flux).



To begin with, let (1.26) be endowed with homogeneous Dirichlet boundary conditions u ( z )= 0



ondR.



(1.28)



This type of boundary conditions carries the name of a French mathematician Johann Peter Gustav Lejeune Dirichlet, who made substantial contributions to the solution of Fermat’s Last Theorem, theory of polynomial functions, analytic and algebraic number theory, convergence of trigonometric series, and boundary-value problems for harmonic’ functions.



Figure 1.3 Johann Peter Gustav Lejeune Dirichlet (1805-1859).



Classical solution to the problem (1.26), (1.28) is a function u E C2(f2) n C ( 2 ) satisfying the equation (1.26) everywhere in R and fulfilling the boundary condition (1.28) at every z E dR. Naturally, one has to assume that f E C(!2).However, neither this nor even stronger requirement f E C ( 2 )guarantees the solvability of the problem, for which still stronger smoothness o f f is required. Weak formulation In order to reduce the above-mentioned regularity restrictions, we introduce the weak formulation of the problem (1.26), (1.28). The derivation of the weak formulation of (1.26) consists of the following four standard steps: 1. Multiply (1.26) with a test function u E C r (R),



-v 2. Integrate over 0, ‘Au = 0



’



( a l v u ) v + aouv = f v
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3. Use the Green's formula (A.80) to reduce the maximum order of the partial derivatives present in the equation. The fact that ?I vanishes on the boundary aR removes the boundary term, and we have



ll



a1 V u . Vv d x



+



( 1.29)



4. Find the largest possible function spaces for u, w,and other functions in (1.29) where all integrals are finite. Originally, identity (1.29) was derived under very strong regularity assumptions u E C 2 ( R ) n C ( 2 )and u E C r ( R ) . All integrals in (1.29) remain finite when these assumptions are weakened to u,11 E



H,:(R):



f E P(R),



( I .30)



defined in Section A.4. Similarly the where H:(R) is the Sobolev space W:x2(Cl) regularity assumptions for the coefficients al and a0 can be reduced to



The weak form of the problem (1.26). (1.28) is stated as follows: Given f E L2(R), find a function u E H;(R) such that



Vu . Vv + aouu d x



a1



=



b



f w d x for all v E HA (a).



(1.32)



The existence and uniqueness of solution will be discussed in Paragraph 1.2.4. Let us mention that the assumption f E L2(s2)can be further weakened to f E H - l (R), where H-'(R), which is the dual space to H:(R), is larger than L2(s2).Then the integral



is interpreted as the duality pairing ( f , v) between H-'(R) and H,'(R)



Equivalence of the strong and weak solutions Obviously the classical solution to the problem (1.26), (1.28) also solves the weak formulation (1.32). Conversely, if the weak solution of (1.32) is sufficiently regular, which in this case means u E C2(R) n C @ ) ,it also satisfies the classical formulation (1.26), (1.28). In the language of linear forms Let V = HA(R). We define a bilinear form a(., .) VxV+Iw.



and a linear form 1 E V ' ,



:
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Then the weak formulation of the problem (1.26), ( I .28) reads: Find a function ’uE V such that n ( u . 71) = l



( ~ ) for all 1) E V.



(1.33)



This notation is common in the study of partial differential equations and finite element methods. 1.2.2



Bilinear forms, energy norm, and energetic inner product



In this paragraph we learn more about bilinear forms for elliptic problems, and introduce the notions of energy norm and energetic inner product. Every bilinear form u : V x V + R in a Banach space V is associated with a unique linear operator A : V i V’ defined by



( A u ) ( v )= (Au,71) = a(u,71) for all u.71 E V.



(1.34)



Lemma 1.2 Relation (1.34) defines a one-to-one correspondence between continuous bilinear forms a : V x V + R and linear continuous operators A : V + V’.



Proof: If A E L(V,V’), then the mapping a : V x V



+



and bounded,



R defined by (1.34) is bilinear



Conversely, let a ( . , .) be a continuous bilinear form on V x V . For any u E V the map v + a ( u ,v ) defines a continuous linear operator on V. Hence there exists an element Au E V’ such that (1.34) holds. The bilinearity and boundedness of a ( . , .) implies the linearity and boundedness of A. Basic properties of bilinear forms in Hilbert spaces are introduced in Definition 1.5 and discussed in Lemma 1.3:



Definition 1.5 Let V be a real Hilbert space, u : V x V + R a bilinear form and A : V + V ’ a linear operator related to a(., .) via (1.34). We say that



1. a is bounded ifthere exists a constant C, > 0 such that la(u,v)l 5 C,lIulll\ull f o r all u, v E V , 2. a is positive i f a ( v .u )



2 0 for all E V , 71



3. a is strictly positive i f a ( v ,v ) > Ofor all 0



# I) E V ,



4. a is V-elliptic(coercive)ifthereexistsaconsfantC, > Osuch thata(v, v ) 2 C a ~ ~ ~ ~ for all v E V , 5. a is symmetric ifa(u, v ) = a(v. u),fi)rall u , 71 E V .
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Lemma 1.3 Under the assumptions of Dejinition 1.5 it holds: 1. The bilinear form a is bounded



if and only if the linear operator A is bounded.



2. The bilinearform a is positive ifand only if the linear operator A is monotone.



3. The bilinearform a is strictlypositive ifand only ifthe linear operator A is strictly monotone. 4. The bilinear form a is V-elliptic if and onlv monotone.



if



the linear operator A is strongly



5. The bilinear form a is symmetric if and only if the linear operator A is symmetric (i.e.,if(Au,w)=(Aw,u)forallu,wEV).



Proof: Left to the reader as an exercise. Definition 1.6 (Energetic inner product, energy norm) Let V be a Hilbert space and a ; V x V + R a bounded symmetric V-elliptic bilinear form. The bilinear form defines an inner product (7L, 71)t,



= a(u,w)



(1.35)



in V , called energetic inner product. The norm induced by the energetic inner product,



Il74L



=



drn,



(1.36)



is called energy norm. It is easy to verify that 11 . I/? and (., .)? fulfill all properties of norm and inner product (use Definitions A.24 and A.41).



Lemma 1.4 Let V be a Hilbert space and a : V x V + R a bounded symmetric V-elliptic bilinear form. The energy norm induced b y a is equivalent to the original norm in V ,



where C1, Cz



> 0 are some real constants



Proof: Left to the reader as an exercise. If the V-elliptic bilinear form a ( . , .) is not symmetric, it does not represent an inner product, but still it induces an energy norm. If a : V x V + @, then the symmetry requirement a(u,w) = a(v:u ) is replaced with the sesquilinearity requirement a(u,t i ) =



a ( v ,u).



Both the energetic inner product (., - ) e and the energy norm 11 . Ile represent important tools in the error analysis and numerical solution of elliptic PDEs. They are used to derive both a-priori and a-posteriori error estimates, to guide refinement strategies for adaptive finite element methods, and for other purposes. We will return to this topic later, after introducing the finite element discretization in Chapter 2.
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1.2.3 The Lax-Milgram lemma The Lax-Milgram lemma is the basic and most important tool for proving the existence and uniqueness of solution to elliptic problems.



Theorem 1.5 (Lax-Milgram lemma) Let V be a Hilbert space, a. : V x V + R a bounded V-elliptic bilinear form and 1 E V’. Then there exists a unique solution to the problem 4 7 4 7)) =



l(v) for all 11 E V.



(1.38)



Remark 1.4 (Lax-Milgram vs. Riesz) Ifthe bilinearform a ( . , .) is symmetric, then the unique solution u E V of equation (1.38)is nothing else than the unique representant of the linearform 1 E V’ with respect to the energetic innerproduct (., . ) e = a ( . , .). In this sense



the Lax-Milgram lemma is a special case .f the Riesz representation theorem (Theorem A. 15).



Proof: The uniqueness of solution follows immediately from the V-ellipticity of the bilinear form a. We will use Theorem 1.2 to verify the existence. Let A : V + V’ be the linear operator associated with the bilinear form a via (1.34). Then A is bounded and strongly monotone. By L = J A : V + V denote the isometric dual mapping from the Riesz theorem, a ( u ,u ) = (A14 1 ) ) = ( J A u ,11)



for all u,1) E V.



Recall that R(L)= V if and only if R(L)is closed and R ( L ) I = (0). To show that R ( L )is closed, let {u,},X==,c R ( L )be a sequence converging to some function u. Then U , = JAW,, where { w , ~ } ~c= V. ~ Lemma 1.1 yields the existence of a constant C > 0 such that



Hence { ~ , , } 7 q O _ ~ is a Cauchy sequence that has a limit w E V. It holds



Therefore u = JAW E R ( L ) and R(L)is closed. To prove that R ( L ) I = {0}, take an arbitrary u E R ( L ) l .Then for any v E V it is



0 = ( J A u ,U ) = a(v,u ) . Putting



zi



= u, we



obtain that the energy norm



~



1 = 0~ and1 thus~ that~ u = 0.



1.2.4 Unique solvability of the model problem The existence and uniqueness of solution to the model problem (1.33) can be proved using the Lax-Milgram lemma (Theorem 1S)under the following assumptions:



Lemma 1.5 Assume that a1(z)2 C,,,,,, > 0 and a o ( z ) 2 0 a.e. in problem (1.33)has a unique solution u E V .



R. Then the weak
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Proof: Since a l , a0 E L c - ( 0 ) ,there exists a C,,,,, < m such that lal(z)l 5 C,,,, Iuo(z)/ 5 C,,,,, a.e. in 62. Then,
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and



the Holder inequality (A.50) yields Since Vu.Vv E [L2(62)jd,



Analogously, for the product luvl one obtains



The norm



11 . 111.2 is obtained by adding a nonnegative term to the seminorm I . 11,2,



I UI1,2I v I 1.2 5 I lull 1,2 II2) I I 1.2.



( 1.42)



I I u II LZ II v II L' 5 Il7L II 1.2 I 12) I I 1.2 .



(1.43)



Similarly for the L2-norm,



Finally, relations (1.39) to ( 1.43) together yield



which means that the bilinear form is bounded with the constant C, = 2C,,,. Next let us prove the V-ellipticity of a(., .). Using the PoincarC-Friedrichs' inequality (Theorem A.26) in the space V = Hd(L?),together with the nonnegativity of a0 and strict positivity of a l , we obtain that there exists a constant C,,f > 0 such that



Thus the bilinear form a ( . , .) is bounded and V-elliptic, and the Lax-Milgram lemma yields the existence and uniqueness of solution for every f E L2(R). w Discussion of the existence and uniqueness of solution for elliptic operators of the general form (1.25) can be found, e.g., in [93].



1.2.5



Nonhomogeneous Dirichlet boundary conditions



In this paragraph we consider the model equation (1.26) endowed with more general Dirichlet boundary conditions of the form
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on 3fZ.



~ ( x=) g ( x )



( 1.44)



where g E C ( 3 0 ) . For the purpose of the weak formulation we consider a function G E C 2 ( 0 nC(2) ) such that G = g on dl2 (the so-called Dirichlet lift of 9). Notice that G is not unique, but we will show later that the solution is invariant under its choice. Writing u = G U,the problem (1.26), (1.44) can be reformulated to: Find U E C,"(0)such that



+



+



+ +



- V . [ u I V ( U G ) ]+ no(U G) = f U G = g



in f2. on312,



or, equivalently,



- v . (UiVU) + aoU = f + V . ( a l V G ) u = o



-



in 62:



aoG



on 30,



( 1.45)



(1.46)



Except for an adjusted right-hand side, this problem is identical to the model problem (1.26), (1.28). We proceed analogously as in Paragraph 1.2.1 to derive its weak formulation: Find U E V = H,'(R) such that



a(U, (I)



= I(v)



for all zi E V



( 1.47)



with



a(U,v)



1 2 ( u I V U Vv



=



l(v) = b ( f v



-



+ aoU71)d x ,



a l V G . Vv



-



ii



E V,



aoG~t) dx,



PI



E V,



This weak formulation is defined under much weaker assumptions on f , g, and G. In particular, we can assume that f E L 2 ( 0 )and G E H ' ( 0 ) with the trace g E H 4 (80). We have seen in Paragraph 1.2.4 that the bilinear form a ( . , .) is bounded and V-elliptic. In other words, the Lax-Milgram lemma yields the existence and uniqueness of solution to (1.47) for every Dirichlet lift G.



+



Independence of the solution u = U G on the Dirichlet lift G: Assume that U1 GI = u1 E H ' ( 0 ) and U2 G2 = 2 4 E H ' ( 0 ) are two weak solutions. By (1.47) the difference u1 - u2 E V = H,' (0)satisfies



+



+



a ( u l - u2, v) = 0



for all v E V



Taking u1 - u2 for zi and using the V-ellipticity of the bilinear form a, we obtain



0 = a(ul



- u2,7L1 -



u2)



2 2 CellliLl- u211v.



This means that



lbl - u211v i.e., that u1 = u2 a.e. in 0.



= 0,
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Neumann boundary conditions



Consider the model equation (1.26) with Neumann boundary conditions of the form



du



-



dV



y



=



( 1.48)



on862,



where g E C(t30). This time we have to strengthen the positivity assumption on the coefficient a0 to



The weak formulation of the problem (1.26), (1.48) is derived as follows: Assume that u E Cm(0)nC1(t).Multiply(l.26) withatestfunctionv E Cm(0)nC1(a), integrate over 0 ,and use the Green’s theorem to reduce the maximum order of the partial derivatives. The boundary integrals do not vanish as they did in the homogeneous Dirichlet case, and we get an extra boundary term,



b ( a l V u . Vv



+ uouv)d x



-



La :: b a l -v



dS=



fv d x .



Here v is the unit outer normal vector to 80 and du/dv = Vu.v. Substituting the boundary condition (1.48) into the boundary integral, and weakening the regularity assumptions, we obtain the following weak formulation: , u E V = H ’ ( 0 ) such that Given f E L2(R) and g E L 2 ( 8 0 ) find



h



( a l V u . Vv



+ ~ u vd )z =



ll



fv d x +



La



algv d S



for all v E V.



Stated in the language of linear forms, one has to find a function u E V such that



a ( u , v )= I(v) where



a(u,v)



=



1-



a l V u . Vv



for all v E V ,



+ aouv d z



(1 S O )



for all u,v E V,



Notice that although the bilinear form a ( . , .) is given by the same formula as in the case of Dirichlet boundary conditions, it is different since the space V changed. The boundedness of the bilinear form u(., .) in V x V can be shown analogously to the proof of Lemma 1.5. Notice, however, that one cannot use the Poincark-Friedrichs’ inequality to prove the V-ellipticity of a ( . , .), since now the solution is not zero on the boundary. Here the additional assumption (1.49) comes into the play, and we obtain



The Lax-Milgram lemma guarantees that the problem (1.50)has a unique solution u E V.
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Remark 1.5 (Neumann problem without the assumption (1.49)) Theassumption (1.49) guarantees the presence of a nonzero L2-term in the bilinear form. Without this term, neither the classical nor the weak formulation has a unique solution in Sobolev spaces. For example, if 7~ is a solution of -AU = f with Neumann boundary conditions, then also u C, where C is an arbitrary constant, is a solution. Let us formulate this problem in the weak sense: Find u E H' ( 0 )such that



+



Using the test function 71 = 1 E H'(R), onejinds that a necessary condition f o r (1.51) to have a solution at all is



It follows from a deeper analysis in the quotient space H'(R)/R that condition (1.52) is suficient for the existence and uniqueness of solution in H 1(R)/R (see, e.g., [6]).



Remark 1.6 (Essential and natural boundary conditions) Dirichler boundary conditions are sometimes called essential since they essentially influence the weak formulation: They determine the function space in which the solution is sought. On the other hand, Neumann boundary conditions do not influence the function space and can be naturally incorporated into the boundary integrals. Therefore they are called natural. 1.2.7 Newton (Robin) boundary conditions Another frequently used type of natural boundary conditions involves a combination of function values and normal derivatives. Consider the model equation (1.26) equipped with such boundary conditions,



- V . ( a l V u ) +sou = f



inR,



(1.53) ( 1.54)



where f E C ( R ) , g E C(aR),and c1, c2 E C(df2)are such that clc2 > 0 and 0 < E 5 lc2l on 80. The positivity assumptions (1.27) and (1.49) on the coefficients a", al apply. the weak identity For a sufficiently regular function u E C2(f2)n C1



(n),



is derived analogously to the Neumann case. Using the boundary condition (1.54), we obtain the following weak formulation: Given f E L2(R),g E L 2 ( a R ) ,and ao,al E L m ( i 2 ) , find u E V = H1(R) such that
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In other words, it is our task to find u E V such that for all 11 E V,



a(u,v)= I(v)



where



a(u,v)



=



l(71)



=



1 2



L "54' + l"?



a l V u . Vv



+ aouw d z + Z v d S



fvdz



(1.55)



for all u,v E V,



dS



-7~71



for all v E V.



Since the bilinear form a(., .) is both bounded and V-elliptic (use Theorem A.28), the Lax-Milgram lemma implies that problem (1.55) has a unique solution u E V. 1.2.8



Combining essential and natural boundary conditions



What remains to be discussed is the combination of essential and natural boundary conditions. Let us choose, for example, the Dirichlet and Neumann conditions for this purpose. Hence, let the boundary d o be split into two nonempty disjoint open parts r D and r N , and consider the problem



- V . ( a l V u ) +sou = f



inR,



(1.56) (1.57) (1.58)



E c ( r D ) to the The weak formulation is derived as follows: First extend the function on r D . rest of the boundary d o by introducing a function 90 E c ( d R ) such that 90 = The nonuniqueness of this extension is not going to cause any problems. Next find some Dirichlet lift G E C2(R)n C ( 2 )of 90 (i.e., G = 90 on 30). The solution u is sought in the form u = U + G analogously to the pure Dirichlet case. The equations



+



+ G) = f ( U + G ) = go



-V . [ a l V ( U+ G ) ] ao(U



in R,



(1.59) ( 1.60)



onro,



(1.61) yield



+



- V . ( a i V U ) aoU



d (U



f



u = o



+ G)



dU



=



=



+ V . (alVG)



-



aoG



gN



in



R,



on r0, on



rN.



( 1.62)



(1.63) (1.64)



The appropriate space for the function U is



v = {uE H ' ( R ) ;u = 0 on r D ) .



(1.65)



Applying the standard procedure that we went through several times, we arrive at the weak identity
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Using the Neumann boundary condition (1.64) on r N , we finally obtain the following weak problem: Find a function U in the space V such that



a ( U , v ) = Z(u)



for all v E V,



(1.66)



where



n(U,v)



=



~ 2 ( a s V U - V v + ~ o U ~ : ) dUx, v, E V,



l(v)



=



L ( f u - a l V G . Vu - aoGv) d x



+



LN



asgNudS



(1.67) for all v E V.



The bilinear form a(., .) is bounded and V-elliptic (the proof is analogous to Paragraph 1.2.4). The Poincark-Friedrichs’ inequality holds in V due to the zero boundary condition for U on l?D (see Remark A.8). Therefore the Lax-Milgram lemma implies that problem (1.66) has a unique solution U E V. As usual, the final solution satisfying both the essential and natural boundary conditions is 7~ = U + G. 1.2.9 Energy of elliptic problems



It was mentioned in Paragraph 1.1.1 that elliptic problems usually describe some equilibrium or minimum-energy state of a system. In this paragraph we introduce the explicit form of the abstract energy, at least for symmetric problems. The most important numerical scheme based on the minimization of the abstract energy, the Ritz method, will be discussed later in Chapter 2. Theorem 1.6 Let V be a linear space, a : V x V + R a symmetric V-elliptic bilinear form and Z E V’. Then the functional of abstract energy,



E(1,) =



1 2



-U(V,



v)



(1.68)



- Z(I1).



attains its minimum in V at an element I L E V i f and only i f



a(u,v)= l ( v ) for all v E V.



(1.69)



Moreover; the minimizer u E V is unique.



Proof: Let (1.69) hold. Then E(u



+ tv)



= =



1 2



+ tv, + tv) l(u + tv) 1 E(U) + t ( a ( u ,v) l ( v ) )+ -t2a(v, 2 -U(U



7L



-



-



71)



(1.70)
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for all ( I . 11 E V and f E R. If u E V satisfies (1.69), then the last equation with t = 1 implies



E(U



+



71)



=



+



E ( U ) An(?i. 2



17)



> ~ ( 1 1 ) for all o # 7) E V.



Thus u t V is a unique minimizer of (1.68). Conversely, if E has a minimum at u E V, then for every i1 E V the derivative of the quadratic function d ( t ) = E ( u t v ) must vanish at t = 0. By (1.70),



+



0 = 4'(O) = C L ( U , I J ) - l ( 1 1 ) . and (1.69) holds. Another interesting theoretical application of the energy-minimization concept is an alternative proof of the Lax-Milgram lemma for symmetric elliptic problems in convex sets:



Theorem 1.7 (Lax-Milgram lemma for convex sets) Let 14' be a closed convex set in u Hilbert space V and a : V x V + R a bounded V-elliptic bilinear form. Then f o r every I E V'there exists a unique u E W such h a t E ( v ) = inf{E(ii); 71 E W } ,where 1



E(v) = -(L(u,71) 2



-



l(i1).



Proof: The functional E is bounded from below since E(11)



1



1



2 ~ C ~ L l l t-~ I1 l1 2~ 1 1 1 1 ~ 1 =1 -(Call4 2cU



-



11111)



2



-



1I~1l2



~



2cu 2



11l1I2 2C,



Let eo = irif(E(71);ZJ t W }and let {vri}z=l be a minimizing sequence, i.e.,



Then



where ; ( o r L IIu,



~



+ 7 1 , ~ ~ ) E W thanks to the convexity of W . Now E(71,). E(v,,)



+ eo implies is a Cauchy sequence in V and there exists u. Since W is closed, we also have u E W . The continuity of E



11 + 0 as n,r n + x.Thus {.u.,},",~



I),,



a limit (L E V , uTL+ implies



E(~L =) lini E(iiri)= irif E ( u ) ri-ffi



ll€MI



Let us show that the solution u E W is unique. Suppose that both u1 and u2 are solutions. Clearly the sequence ul.u2.u1.u2,. . . is a minimizing sequence. Above we saw that every minimizing sequence has to be a Cauchy sequence. Thus u1 = u2. rn



26



1.2.10



PARTIAL DIFFERENTIAL EQUATIONS



Maximum principles and well-posedness



Another important aspect of elliptic problems is the existence of maximum principles. We find it useful to present several of them here and illustrate how they imply the well-posedness of elliptic problems. The counterpart of the maximum principles on the numerical level are the discrete maximum principles (see, e.g., [ 1 1, 14, 19, 3 1, 57, 671 and [ 1 12]), which find particularly important application in problems where physically nonnegative quantities like the temperature, density, or concentration are computed.



Theorem 1.8 (Basic maximum principle) Consider an open bounded set symmetric elliptic operator of the form



R c Rd and a (1.71)



where uZ3E C(R). Let u E C2(R) n C ( 2 )be the solution ofthe equation Lu = f , where f E C ( R ) and f 5 0 inR.



a



Then the maximum of u in is attained on the boundary dR. Furthermore it holds that if the maximum is attained at an interior point of R,then the function u is constant. This result remains true under less restrictive assumptions on the coefficients az3.



Proof: Recall that L is elliptic if the coefficient matrix A(x) = is positive definite in R. First we carry out the proof under a stronger assumption that f < 0 in R. Suppose that there exists some x E R such that



u(k)= sup 7 4 2 ) > sup 4 x ) . XCEBR



XER



(1.72)



is symmetric and positive definite, it is diagonalizable and has Since A ( % )= {az3 . . . , A d ( % ) . Thus there exists a nonsingular d x d positive real eigenvalues XI(%), A,(?), matrix C such that A = C-'A(ji.)C, where A = diag(Xl(?), A,(%),



.. . ,Ad(%)).



E



In a new coordinate system defined by



= E(x) = e



x



we have that



0 > f(2)= ( L U ) ( j i )



(1.73) which is a contradiction since A,(%) point of u,meaning that



> 0 for all 1 5 i 5 d, and 53 E R \ 30 is a maximum
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Next let us prove the result for the weaker assumption f 5 0 in (2. Again, suppose that there exists some 2 E R satisfying (1.72). Consider the function d



h ( z )=



C(X2



- &)2.



2=1



Since the maximum point 2 of u lies in the interior of R and h ( z ) is bounded in 0, for a sufficiently small /3 > 0 the function w(z)= u ( z ) /3h(z)attains its maximum at some interior point z o E 0. Since



+



a2h (z) = 26,, ax2ax3



for all z E



R,



we have d



+



( ~ w ) ( z= ) ( ~ u ) ( z )P ( L ~ ) ( z=) f(z)- 2 p ~ a 2 , ( z=)f ( z )< o in R. 2=1



Thus we can apply the result of the first part of the proof.



(Maximum principle)



EXAMPLE 1.7



Consider an open bounded set R = (- 1, 1)2C R2 and the Poisson equation



-&=-4



in0



( 1.74)



( L = -A is obtained from (1.71) putting uZJ= li2,). The solution u has the form U(Z1, z2)



= XI



+ x; + c,



where C E R is an arbitrary constant to be determined from the boundary conditions. Since f 5 0 in R,the maximum principIe (Theorem 1.8) impIies that u attains its maximum on the boundary dR.This indeed is true, as shown in Figure 1.4.



Figure 1.4 Maximum principle for the Poisson equation in 2D.
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Immediate consequences of the maximum principle are the minimum principle, comparison principle, and the continuous dependence of the solution on boundary and initial data. Most of these results are straightforward consequences of Theorem 1.8. We encourage the reader to perform the proofs using the hints given.



Corollary 1.1 (Minimum principle) Let R C Rdbe an open bounded set and L an elliptic operator of theform (1.71). If Lu = f 2 0 in R,then IL attains its minimum on the boundary



dR.



Proof: Apply Theorem 1.8 to U



rn



:= - u .



Corollary 1.2 (Comparison principle) Let R c Rd be an open bounded set and L an elliptic operator of the form (1.71). Suppose that functions u,v E C2(s2)n C ( 2 )solve the equations Lu = f u and Lv = f v , respectively, and



I fi, in (2, u 5 v ondR.



fu



Then u I v in R.



Proof: Apply the minimum principle to w := v - u. Corollary 1.3 (Continuous dependence on boundary data) Let R c Rd be an open bounded set and L an elliptic operator of the form (1.71). Suppose that u1 and u2 solve the equation Lu = f with different Dirichlet boundary data. Then SUP I.l(X)



XEC2



- u2(x)l = S U P I.l(XC)



XEan



- u2(x)l.



Proof: The function w = u1 - u2 satisfies the homogeneous equation Apply both the maximum and minimum principles to obtain the result.



Lw



= 0 in



R.



Before introducing the continuous dependence of solution on the right-hand side, we need to define the notion of uniform ellipticity:



Definition 1.7 (Uniform ellipticity) A linear elliptic operator L oftheform (1.4) is said to be uniformly elliptic in an open set s1 C EXd ifthere exists a constant CA > 0 such that



and all x E R,where A ( x ) is the corresponding coeficient matrix.



Corollary 1.4 (Continuous dependence on the right-hand side) Let R c Rd be an open bounded set and L an elliptic operator of the form (1.71). Moreover, assume that L is uniformly elliptic in R. Then there exists a constant C only depending on the set R and the uniform ellipticity constant CA,such that (1.75)



for all x E R.



Proof: Since R is bounded, it is contained in some open ball B(0,r ) . Let
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Clearly O



it is Lw
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5 w 5 r2 in R.Since



1 2 d C A , where CAis the uniform ellipticity constant of L. Let



Then LPI2 lLul in (2 and 1 Iul on do. The comparison principle implies that -w(z) 5 u ( z ) 5 ~ ( zin) (2. Since w 5 r2,(1.75) holds with C = r 2 / ( 2 d C A ) .



Corollary 1.5 (Elliptic operator with a Helmholtz term) Consider an elliptic operator L of the8)i-m



with ao(z) >_ 0 in (I. Then Lu 5 0 in (1 implies that sup u ( z ) 5 Irlax(0. sup u ( 5 ) ) .



X€il



XEX2



Proof: Without loss of generality, let zo E R be such that



Then ( L u ) ( z o )- ao(zo)u(zco) 5 ( L I L ) ( z 5~ )0, and the principal part Lu - aor~defines an elliptic operator of the form (1.71). The conclusion follows from Theorem 1.8. 1.2.11



Exercises



Exercise 1.13 Show that the hilineurf?)rm a ( . ..)from (1.55) is bounded and V-elliptic. Exercise 1.14 Show that relmtion (1.35) in Lemma 1.4 defines an inner product. Further show that the energy norm (1.36) induced by this inner product satisfies the relation (1.37) ( i x . , that it is equivalent to the norm 11 . Ilv). Exercise 1.15 Let R c lw" he nn open bounded set with Lipschitz-continuous boundary. Let the boundary df2 be split into two nonempry disjoint open parts r N and r n such that Consider boundary data (rea1,function.y)g ~ , dejned on l?r\i and r n , r N U TU = respectively. Write the weak j?)rmulation of the boundary value problem ,for the Poisson equation -AIL= f.
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equipped with boundary conditions



8.



-W + .(x) dU



=Y



~ ( x ) ,x E r N ,



and



where f is a real-valued load function dejined in 0. Idenrib the largest function spaces where the solution u as well as the test functions v and data g ~g D,, and f must lie in order that all integrals in the weak formulation be dejined.



Exercise 1.16 Prove Corollary 1.1. Exercise 1.17 Prove Corollary 1.2. 1.3



SECOND-ORDER PARABOLIC PROBLEMS



Next let us turn our attention to linear parabolic problems (the notion of parabolicity was introduced in Definition 1.1). Let 62 C Rd be an open set with Lipschitz-continuous boundary. We will study a class of linear parabolic equations (1.76) and L is an elliptic operator of the form where t is the time, ZL = u(z,t),f = f(z,t) (1.1) with time-independent coefficients. The equation (1.76) is considered in a space-time cylinder QT = (2 x (0, T), where T > 0. 1.3.1



Initial and boundary conditions



Boundary conditions for parabolic problems are analogous to the elliptic case: Dirichlet, Neumann, Newton, and combined (see Section 1.2). For simplicity, let us denote them by



( B u ) ( zt,) = g(z. t )



for all (z.t ) E dR x ( 0 , T ) .



( 1.77)



Parabolic problems describe evolutionary processes, and thus one needs to provide an initial condition of the form



u(z,O)= u~(x) for all x E R.



(1.78)



If the problem is considered in the classical sense, then the initial condition 7 ~ g ( 2 ) must moreover satisfy the boundary conditions (this is known as compatibility condition). 1.3.2 Weak formulation



At every time instant the solution is sought in a closed subspace V C H1(12)such that HA ( 0 )c V. The form of the space V depends on the boundary conditions analogously to the elliptic case (see paragraphs 1.2.5-1.2.8).
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For the analysis of existence and uniqueness of solution we need to introduce function spaces and norms for time-dependent functions: Definition 1.8 First by Lq(0,T ;Wk,P(R))we denote the space



L4(0,T ;W k 2 p ( 0=) )



{ u : (0, T ) + Wk"(R); u is measurable and



endowed with the norm



iT



l ] ~ ( t ) l I ~dt, ~ 0 is the wave speed. The equation ( I .98) does not require boundary conditions since it is defined in R, but it has to be supplemented with some initial conditions of the form ( 1.99)



Using the substitution 'u



= ur



and w = u t ,



the equation (1.98) comes over to a system of two first-order equations



which can be written in the matrix form



(5)



+ (-:2



o'> (2) (:J (2) *. =



+A



( 1,100)



=



The initial conditions to (1,100) are



(1.101)



This problem belongs to the class of first-order hyperbolic conservation laws that will be studied in Section 1.5. There the reader will learn how to derive the exact solution to (1.98), ( 1.99) in the form



ug(z - c t )



+ ug(z + Ct)



1



- -U1(Z -



C



Ct)



1



+ Tc1 U I ( Z + c t )



,



(1.102)



where U1(z) is a primitive function to u1 (z). 1.4.4



Exercises



Exercise 1.19 Can equation (1.89), when equipped with a Neumann boundary condition on the whole boundary d f l , have a unique solution? How would this change in the stationary case Lu = f ? Exercise 1.20 Calculate the eigenvalues and eigenvectors of the matrix A in (1.100). Exercise 1.21 Verifji that the function U ( Z , t ) dejined in (1.102) is the exact solution of the I D wave equation (1.98) with the initial conditions (1.99).
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1.5 FIRST-ORDER HYPERBOLIC PROBLEMS This section is devoted to first-order hyperbolic problems of the form



d at



-ZL(Z,



t ) + divf(u(5, t ) ) = 0.



(1.103)



These equations differ from the previously studied second-order PDEs significantly and methods other than FEM are usually used for their numerical solution. PDEs of the form (1.103)are referred to as conservation laws, and they play an important role in the continuum mechanics and fluid dynamics. The (generally nonlinear) flux function f = ( f l , f 2 , . . . f d ) T , where d is the spatial dimension, consists of d directional fluxes f , : R'" + R"'that describe the transport of the solution in the axial directions z,. The equation (1.103) is equipped with an initial condition



Boundary conditions are not required if the problem is stated in f l = Rd, otherwise suitable conditions on the boundary have to be imposed. An example of a conservation law are the Euler equations of compressible inviscid flow, which consist of the law of conservation of mass (continuity equation), law of conservation of momentum (Euler momentum equations), and the law of conservation of energy. For the analysis and numerical solution of the compressible Euler equations see, e.g., [52]and the references therein. After a brief general introduction in Paragraph 1.5.I we begin with the study of scalar and vector-valued linear conservation laws in one spatial dimension. Due to the existence of characteristics, the solutions of conservation laws have a unique structure. Characteristics are space-time curves that distribute the information from the initial and boundary conditions through the space-time cylinder QT = (2 x (0, T ) . We will define and study the characteristics in Paragraph 1 S.2, and consequently utilize them to construct the exact solutions to a general one-dimensional linear first-order system in Paragraph 1.5.3. Exciting things happen when the flux function f is nonlinear. Nonlinear hyperbolic systems exhibit discontinuous solutions, a feature unknown in elliptic and parabolic problems. The discontinuities, which may arise at finite times and even in problems with infinitely smooth initial and boundary data, banish the solution from Sobolev spaces and pose serious difficulties to both the analysis and numerical solution of hyperbolic problems. In Paragraph 1.5.5 we exploit the characteristics introduced in Paragraph 1.5.2 to understand the mechanism of creation of discontinuities in solutions to nonlinear hyperbolic problems.



1.5.1



Conservation laws



In one spatial dimension the conservation law (1.103) takes the form



0 at



-ZL(.I..



i)



t )+ -f(ZL(.r. 3.r



f)) =



0.



(1.104)



where f : R"'+ R"'is the flux function and ZL : R x R + R"'IS . ?r,-dimensional vector of conserved quantities (state variables) such as, e.g., the mass, momentum or energy. When we say that a quantity u(5,t ) is conserved, we mean that all its components satisfy
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u,(z,t ) d z



= const,,
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(1.105)



or,



u z ( z t, )d z = 0.



(1.106)



Notice that while satisfying (1.106), the functions u,themselves may change in time. Moreover notice that ( I . 104) implies (1.106).



Definition 1.9 (Cauchy problem) By Cauchy problem we mean the pure initial-value problem where one requires that (1.104) holds for all x E R and all t 2 0. In this case one has to specify the initial condition only, u ( x , O ) = uo(z), x E



R.



Of particular interest are conservation laws ( I ,104) which are hyperbolic:



Definition 1.10 (Hyperbolicity) The system (1.104)is said to be hyperbolic ifthejux function f is continuously differentiable and the m x m Jacobi matrix D f /Duis diagonalizable and has real eigenvalues only. Recall that a square m x m matrix is diagonalizable if and only if it is similar to a diagonal matrix (Definition A.20). It is worth mentioning that the first-order system (1.100) associated with the second-order wave equation ( 1.98)was a hyperbolic conservation law: The flux function was linear, f (u) = Au, and the eigenvalues of its Jacobi matrix D f / D u = A were real numbers k. More generally, in Rd the conservation law (1.103) takes the form ( 1.107) + R7'l are flux functions in the directions where u : Rd x R -+ R"', and f . , . , f : sl, . . . . x d . Equation (1.107) is said to be hyperbolic if every linear combination of the Jacobi matrices



(1.108)



where



(I,



E R are arbitrary constants, is diagonalizable and has real eigenvalues only



The Reynolds' transport theorem Conservation laws come from physics, where in most cases they are stated in integral form. For example, the law of mass conservation in fluids holds in the integral form (1.109)
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where cr(t) is an arbitrary control volume. Control volume is a volume of fluid that is formed by the same particles at all times, and the integral of the density e over a ( t )yields the mass of a ( t ) . Since the integral formulations of conservation laws are very difficult to handle numerically, it is customary to use the Reynolds’ transport theorem to convert them into PDEs. For a general density function D ( z ,t ) and under suitable regularity assumptions (see, e.g., [ 5 2 ] )the Reynolds’ transport theorem says (1.110) where v(z,t ) is the fluid velocity. Applying (1.1 10)-(1.109) with D = e, we obtain (1.111) Since the control volume a ( t )c (2 in (1.1 1 1) is arbitrary, the standard localization theorem says that the integrand has to be zero almost everywhere in R. Thus (1.1 11) yields the continuity equation, (1.112) The localization theorem is intuitively clear and its proof straightforward. In particular, if the function e is continuous, (1.1 12) holds everywhere in Q T . For e E H 1 (R) one proceeds by the density argument (see the end of Paragraph A.2.10). Standard difficulties related to conservation laws The transformation of an integral equation to a PDE is not an equivalent operation. Usually the PDE is less general, undefined on discontinuities (shocks) where the integral form holds. Therefore one has to go back to the integral equation and derive suitable jump conditions to hold at the discontinuities and incorporate them back into the weak formulation of the PDE. The weak solution usually admits more solutions than the unique physically admissible solution corresponding to the integral form of the conservation law. Therefore one has to impose some selection principle that excludes nonphysical solutions. For fluid dynamics problems one can appeal the second law of thermodynamics which states that the entropy is not decreasing. In particular, as molecules of a fluid pass through a shock, their entropy must increase. It turns out that this condition is sufficient to reliably distinguish between physically correct and incorrect discontinuities. Generally, such conditions are called entropy conditions.



1.5.2



Characteristics



The existence of characteristics (characteristic curves) is a unique aspect of hyperbolic PDEs. These space-time curves determine how the values of the initial and boundary conditions are distributed through the space-time cylinder QT = R x (0,T). To begin with, consider a constant II E R and the Cauchy problem for a scalar hyperbolic equation with the linear flux function f (( I ) = ( J U , U,



+



(lo,



=0



for all



.I’



E



R. t > 0.



(1.113)
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equipped with the initial condition for all z E R.



u ( z ,0) = u g ( 2 )



(1.114)



Definition 1.11 (Characteristics) Characteristic curve of equation (1.I13),passing through 50 E R,is the graph of the solution of the ordinary differential equation the point (x0,0),



z'(t)



=



a



z(0)



=



50.



forall t



> 0,



(1.1 15)



Lemma 1.6 The solution of (1.113), (1.114) is constant along the characteristics z ( t ) ,and thus it is fully determined by the initial data,



u ( z ,t ) = uo(5 - a t ) . Proof: Since a E



(1.116)



R is constant, by (1.1 15) the characteristics are straight lines, z ( t ) = at



+ 20.



Consider the solution along these lines, u ( x ( t )t,) , and take its derivative in time. Using the original equation (1.1 13), we obtain d dt



--u(at+zo,t)



dU



= a-(z(t),t)



dX



+ -atdu ( z ( t ) , t ) = 0.



For an arbitrary (z, t ) E R x (0, T ) , the characteristics z ( t ) passing through this point intersects with the real axis at ~ ( 0 = ) z - at, where it takes the value u ( z ,t ) = ~ ( I Cat, 0) = uo(5 - a t ) .



Remark 1.7 (Equation (1.113) describes "flow") Equation (1.113)doesnotgenerateany new information, it only shifts the initial condition uo in time. The initial condition moves to the right $ a > 0 and to the left $ a < 0. In the degenerated case of a = 0 the equation reduces to duldt = 0, i.e., the solution is constant in time, which is compatible with the fact that the characteristics have the form z ( t ) = 50. 1.5.3 Exact solution to linear first-order systems



The next natural step to take is to analyze linear vector-valued problems in one spatial dimension. Hence, for m 2 1 consider the hyperbolic conservation law ( I . 104) with a linear flux function f(u) = Au, (1.117)



(1.118)



where u : R x R + R'" and A E R" x R" is a constant matrix. By the hyperbolicity of the problem the matrix A is diagonalizable with real eigenvalues, i.e., there exists a nonsingular m x m matrix R such that



A



= RAR-'.



(1.119)
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Here A = diag( XI, X2, . . . , A,,,) is a diagonal eigenvalue matrix, and it is worth mentioning that the matrix R contains the right eigenvectors of A in its columns. Thus for the columns of R we have



Let us introduce the notion of strict hyperbolicity for reference:



Definition 1.12 (Strictly hyperbolic system) The system (1. I I7), ( I . 118)is called strictly hyperbolic ifthe eigenvalues A,, 1 5 i 5 m, are distinct.



Characteristicvariables One can solve ( I . 1 17), ( 1.1 18) by switching to characteristic variables



v Multiplying ( I . 1 17) by



R-l



=



R-lu.



and using ( I . 1 19), one obtains



R - ~+UA~R - ~ U= ~0, which further yields



vt + Av, By the diagonality of A, this is a system of the components of 21,



= 0.



( 1.120)



71) independent



linear advection equations for



i = 1.2,. . . , m. The initial condition for 71, is the rth component of the vector R-'uo. Using what we learned in paragraph 1S . 2 , for each 1 5 i 5 712 the solution is



The solution u is finally recovered using the relation



C ul(r3t ) r L . 711



u(t, t ) = Rv(.r.t ) =



(1.121)



7=1



which yields



c Ill



u(t. f)



=



7'(),,(S -



A,t)T,.



(1.122)



2=1



Simple waves The solution (1.122) is the superposition of m independently advected linear waves. The ith wave has the form



and propagates at the wave speed A,
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Riemann problem



The solution of the Riemann problem plays an important role in the design of finite volume methods for the approximate solution of nonlinear conservation laws.



Figure 1.5



Georg Friedrich Bernhard Riemann (1826-1 866).



G.F.B. Riemann was a German mathematician who, besides other important achievements, introduced topological methods into the theory of complex functions, studied the representation of functions by trigonometric series, and established new foundations of geometry which were used later in relativity and cosmology. The Riemann hypothesis, related to the prime number theory, remains one of the most famous unsolved problems of modem mathematics. Consider the one-dimensional linear hyperbolic equation (1.1 17),



+ Au, = 0.



(1.123)



ZL~



with a piecewise-constant initial condition consisting of two different states U L . U R E R"l on the negative and positive half of the real line, respectively, (1.124)



For simplicity we assume that the problem (1.123) is strictly hyperbolic. This means that the matrix A has m eigenvalues which are real and distinct. They can be denoted as follows, A1



< A2 < . . . 0, using the function f (x)from (2.39).
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HIGHER-ORDER ELEMENTS



In Section 2.2 we constructed a Galerkin sequence Vl C Vz . . . in the Sobolev space V by subdividing selected mesh elements into subelements of the same polynomial degree (h-refinement). Sometimes, much faster convergence can be achieved by increasing the polynomial degree of the elements instead @-refinement). Such approach usually is more efficient in elements where the solution is very smooth, without singularities, oscillations, or boundaryhnternal layers. An illustrative example is given in the next paragraph. 2.4.1



Motivation problem



In this paragraph we compare the performance of two simple finite element schemes with (a) two piecewise-affine elements and (b) one quadratic element. Consider the Poisson equation



-u”(z) = f ( z )



in



R = (-1, I),



(2.40)



where ~ ( I c )= 7r2 cos(7r1~/2)/4, equipped with homogeneous Dirichlet boundary conditions. The weak formulation of problem (2.40) reads: Find u E V = Hi(-l, 1) such that



L1 1



s_, 1



u’(z)v’(z)d z =



f(z)v(z) dz



for all v E V.



(2.41)



The exact solution to (2.40) [and (2.41)], has the form



u ( z )= c o s ( y ) First let us cover R with a pair of affine elements ( - 1 , O ) and (0,1).The corresponding ~ , as finite element space Vh is generated by a single piecewise-affine function v ~ defined vtL(z)= IC 1 in (-1,0] and v h ( z ) = 1 - IC in [O,1). The approximate solution uh E v h has the form U ~ ( I C= ) ylvh(z), where y1 is an unknown coefficient. After substituting uh for u and vh for v in (2.41), we obtain a single linear algebraic equation for y1 whose solution is y1 = 1. The functions u and uh are shown in Figure 2.8.
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It is left to the reader as an exercise to verify that the approximation error in HI-seminorm
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(which by the PoincarC-Friedrich’s inequality is equivalent to the full H1-norm in the space V )is



Next assume a single quadratic element (- 1,1).We can choose, for example, the function I J , ( Z ) = 1-x2 to be the basis of the corresponding finite element space V,. The approximate solution has the form up(.) = &v,(x). After substituting up for u and up for v in (2.41), we calculate that 51 = 3/7r. The functions u and up are depicted in Figure 2.9.



Figure 2.9 Exact solution u and quadratic approximation up.



The approximation error Iu - up11,2 = 0.20275 is less than 30% of / u - uh11,2. The next step is left to the reader as an exercise: Use (a) four equally-long piecewise-affine elements and (b) one quartic 0, = 4) element. The number of unknowns in each case is three. The error in the quartic case is less than 2.5% of the error of the piecewise-affine approximation. This indicates that smooth functions are better approximated by means of large higherorder elements. On the other hand, less regular functions can be approximated more efficiently on smaller piecewise low-degree elements. The ultimately best Galerkin sequences Vl C Vi . . . C V can be obtained by combining appropriately the spatial subdivision of elements with the selection of suitable polynomial degrees in the subelements (hp-adaptivity). See, e.g., [ 1 1 I ] and the references therein. 2.4.2



Affine concept: reference domain and reference maps



The affine concept of finite elements is closely related to the element-by-element assembling procedure. It is particularly suitable for higher-order finite element discretizations. The basic idea is to define a single set of shape functions on some suitable reference domain, say, K , = (-1,l). For each element K , in the mesh we define an affine reference map XI(, : K , + A’, (Paragraph 2.3.2), and use it to transfer the shape functions from K , to K,. In this way one obtains the desired finite element basis in the physical mesh. In addition, the weak formulation is transformed from K, to K , via the maps XI(,,and in the end all computational work is done on the reference domain. This approach also is efficient from the point of view of computer memory, since the numerical quadrature data are stored on the reference domain only. The shape functions and their partial derivatives can be stored via their values at integration points in the reference domain.
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Model problem Let us stay with the model problem (1.26), (1.28) in a bounded interval = ( a ,b ) C R. Recall the weak formulation from Paragraph 1.2.1: We seek a function u E V = H:(R), such that



R



a ( u ,v)



for all v E V,



= l(v)



(2.42)



where



+



a l V u . Vv + aouvdx =



alu’(z)v’(x) aou(x)v(x)dx,



and



f E L2(R). The coefficient functions a l , uo E Lx(R), a l ( r ) 2 C,,,,,, > 0 and ao(x)2 0 a.e. in R,are assumed constant.



Finite element space Let the interval R be covered with a mesh ?;, = {Kl,K2, . . ., K M }where the elements K,,, carry arbitrary polynomial degrees 1 5 p,,,, m = 1 , 2 , . . . , M . For each element K,,, = (xTL-l, z,), m = 1 . 2 , . . . , A 1 we define an affine reference map (2.37) of the form



where



c(lm) = z r r L - l



+



(.$”’ = Jh-,,, =



xT1l



2



‘



Lli-lll



- T7n- 1



2



The space Vh,phas the form Vh,p = {v E V; v l ~ , , E, Pl-’lrt (K,,) for all m = 1,2.. . . M } . ~



(2.44)



or, equivalently,



KL,p= {. E I/; ? I ~ K ,o, ~x ~ , ,E ,PF””(Ka) for all m = 1. 2 , . . . , hr}.



(2.45)



Here ( f o g)(x) = f ( g ( z ) ) . The dimension of the space KL+is



N = dim(Vh,,) =



Al -1 v



A1



+



first-order part



(p,,,



-



1)



,



:“=I



+ 1p,,,. A1



= -1



Vl=



(2.46)



1



higher-order part



Discrete problem The discrete problem (2.5) reads: Find a function ‘ut,.pE V F ~such ,~], that u(’’h,p, vh.p) = L ( o / L p ) for v/J.p KL,p. Consider some basis {vI, t i 2 , . . . t i r V } c V,,,?, (a concrete basis will be presented in Paragraph 2.4.7). When expressing as usual



1 N



‘(LfJ.I>



=



1/J “ J .



,I = I
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we obtain (2.47) or



(2.48)



SY=F



For future reference let us rewrite (2.47) into a sum over all elements KT,,,m = 1,2, . . . , M ,



i = 1.2, . . . .N 2.4.3



Transformation of weak forms to the reference domain



Next let us transform the integrals in the weak formulation (2.49) from the mesh elements K,,, E qL,p to the reference domain K , = (-1, l ) , using the reference maps (2.43): Transformation of function values The transformation of the approximate solution u h , p is simple: &h,p 4 (0 (’h.p 23(,2,)(



(12 0



' . . ? ( l P Y r LO



c,:.



(2.67)



Also in this case it is easy to verify that the functions (2.66) and (2.67) together constitute a basis of the space vh,p.



2.4.8



Data structures



The rest of this section is devoted to the implementation of higher-order finite elements in one spatial dimension. As the reader expects, the implementation of the nodal and hierarchic elements is done in different ways. We choose the hierarchic case for illustration. To begin with, recall the model problem (2.20) with homogeneous Dirichlet boundary conditions. In this case V = H,'(R), and the approximate solution ?&p is sought in the space V F ~c, V ~ of continuous, piecewise polynomial functions (2.44), vh,p =



{u E V;



w~K,, E



PPrr~ (K,) for all m = 1 , 2 , . . . ,M } .



The dimension of Vh,p, which at the same time is the number of unknowns, was calculated in (2.46),



N = dim( Vh,p) = - 1 +



hl



C p,. i=l



Some remarks are in order before we introduce concrete data structures and algorithms. Generally, data structures differ from implementation to implementation. A safe way to avoid criticism for the complicatedness or inoptimality of one's data structures and algorithms is not to expose them. On the other hand, the presentation of the data structures and algorithms may be of considerable help to beginners. Therefore let us try to be concrete, without claiming that our data structures or algorithms are optimal. Element data structure Choose a reasonable upper bound MAXP for the highest polynomial degree in the mesh Th,p. A basic Element data structure can be defined as follows: struct t int p; int vert-dirl21; int vert_dof[21; int +bubb-dof; ... 3 Element;



//polynomial degree of element //vertex Dirichlet flags //vertex connectivity array //bubble connectivity array (length MAXP-1)



This amount of information per element is superfluous. However, let us keep a data structure that can most naturally be extended into two and three spatial dimensions. The Dirichlet flags Elem [ml .v e r t - d i r [j l , j = 1,2, have the following meaning: Elem [m] . v e r t - d i r [ll = 0 if the left vertex of K , = (Z,-~,X,) is unconstrained by a Dirichlet boundary condition, and Elem [ml .v e r t - d i r [l] = 1otherwise. The flag E l e m [m] .v e r t _ d i r121 is related to the right vertex of K , in the same way. Unique enumeration of shape and basis functions The element-by-element assembling algorithm relies on the vertex and bubble connectivity arrays vert-dof and bubb-dof, that for every element K , E 7 h P link the global indices 1,2,. . . , N of all basis
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functions of the space Vh,,, whose support includes K,,,, to the local indices 1 , 2 , . . . ,p,, + 1 of the corresponding shape functions on the reference domain K,. First one has to enumerate the N basis functions of the space Vh,, in a unique way. For the sake of compatibility with piecewise-affine approximations, it is reasonable to first enumerate all vertex functions analogously to the lowest-order element case in Paragraph 2.2.3. After that, higher-order basis functions can be enumerated in an element-by-element fashion, always from quadratic to the highest degreep, on the element KTn.In the Lagrange nodal case, where all bubble functions have the same polynomial degree, it is natural to sort them according to the ordering of the nodal points.



Element connectivityarrays The values of the Dirichlet lift G(z) at the endpoints of 0 = ( a ,b ) , only nonzero in the case of nonhomogeneous Dirichlet boundary conditions, , ( b ) } . The variable are stored in a global array double DIR-BC-ARRAY [21 = { G ( a ) G Elem[m] .vert-dof [l] contains either 0



a positive index i of a vertex basis function v, of the space associated with the left vertex of theelement K, (if the vertex is unconstrained, i.e., Elem [ml .v e r t - d i r [I] ==



0



O),



or -1, so that G ( a )= DIR-BC-ARRAY [-ElemCm] .vert-dof [l]] (if E l e m [ m ] . v e r t _ d i r [ l ] == 1).



Analogously one defines Elem [ml .vert-dof [21 for the right vertex of the element Krr1. If Elem [ml .v e r t - d i r [21 == 1,then El em [ml .vert-dof C2I == -2. The bubble functions are always unconstrained, and the value Elem [ml .bubb-dof [ jI , j = 1 , 2 , . . . , Elem[m] .p-1, contains the index of the bubble basis function of the polynomial degree j 1 associated with the element K,. The construction of the connectivity arrays always represents a considerable part of the total programming work. In two dimensions these are the Algorithms 4.1,4.3,4.4 and 4.5. In one dimension the connectivity algorithm may look as follows:



+



Algorithm 2.4 (Enumeration of DOF) count := 1; //Visiting vertex basis functions on the element K 1 : if (Elemrll .vert_dir[ll == 1) then Elemll] .vert_dof[I] : = -1; else { Elemill .vert_dof [I] : = count; count : = count + 1;



1



Elem 111 .vert-dof 121 := count ; //Visiting vertex basis functions on interior elements K 2 , K 3 , . . . , K ~ 1 - l : for m = 2,3,.. . ,M-I do { ElemEml .vert_dof[I] := count; count := count + 1; Elem [m] .vert-dof [21 := count ;



1



//Visiting vertex basis functions on the element K A I : Elem [MI . vert-dof [I] : = count; count := count + 1; if (ElemCMI .vert_dir[21 == 1) then { ElemCMl .vert.dof 121 := -2;



1



else { Elem [MI .vert-dof I21 := count;
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count



:=



79



count + 1;



//Visiting bubble basis functions on a l l elements: for m = 1,2,. . . ,M do { for j = 1,2, _ _Elem1ml.p-1 _, do { Elem [ml .bubb-dof1j1 := count ; count : = count + 1;



1 1



More about the implementation of nonhomogeneous boundary conditions will be said in Paragraph 2.6. EXAMPLE2.2



Consider a mesh 7',,p consisting of three elements K1, K2, and K3 of the polynomial degreespl = 3, pa = 4 andp3 = 2, and the model problem (2.20) with homogeneous Dirichlet boundary conditions. In this case the connectivity Algorithm 2.4 obtains the following input data: Elemll] .p = 3; Elem[ll .vert-dir = {l,O>; Elem121 .p = 4; ElernC21 .vert-dir = CO,O>; Elem131 .p = 2; ElemC31 .vert-dir = {O,l>;



The resulting element connectivity arrays have the form Elemlll .vert-dof = ElemEll .bubb_dof = ElemE21 .vert-dof = ElemE2l.bubb-dof = Elem[31 .vert-dof = Elem 131 .bubb-dof =



{-1,1>;



{3,4>; {1,2>;



{5,6,7>; {2,-2); {8>;



Next let us present the assembling procedure. 2.4.9



Assembling algorithm



In the following we distinguish between two situations: 1. The differential operator L in the equation Lu = f does not explicitly depend on b,, c, and a0 in (1.4) are space or time. This is the case when all coefficients uZ3, constant. For example, the operators



belong to this category, and so does the general operator L in (2.20) if 2 0 are constant.



a1



> 0 and



uo



2. The differential operator L does explicitly depend on space or time, as, for example, the operators



Lu =



-nu



~



1 + x2



+ u,Lu = -nu + (ePt )-,dd Xu 2



Lu = -nu



+ sin(2)u.
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In the former case it is possible to avoid repeated numerical integration on every element and assemble the global stiffness matrix S efficiently by means of precomputed prototype integrals calculated on the reference domain K,. The integrals present in the weak formulation of a concrete problem determine which constants have to be precomputed. For example, problem (2.20) with constant coefficients requires the L2(K,)-products of the first derivatives of the shape functions (master element stiffness integrals. MESI) and, if a0 # 0, then also the L2(K,)-products of the shape functions themselves (master element mass integrals, MEMI), In one dimension these constants can be organized in the form of square matrices. If we denote the maximum polynomial degree in the mesh by p,, and consider some p a , . . . , pP,,,,,. + I E pp7i1iLi ( K,), the master element stiffness set of shape functions matrix S K of~ problem (2.20) has the form



S K a {i.23 }P,,L -1) then f o r j = 1 , 2 do { / / I f > -1, t h i s is index of a b a s i s f u n c t i o n ziTTL2E / / i . e . , column p o s i t i o n i n S : m 2 := Elem[ml .vert_dof [jl ; i f (m2 > -1) then S [ m i l [m21 := S [ m i l Im21 + al*MESI [il [jl /Elem [ml . j a c + aO*Elem[mI .jac*MEMI [i][jl ; } //End of i n n e r loop over v e r t e x f u n c t i o n s //Loop over bubble b a s i s f u n c t i o n s : f o r j = 1 , 2 , . . . ,Elem[m] .p-1 do { m2 := Elem [m] .bubb-dof j l ; i f ( m 2 > -1) then S[mll [m21 : = Slmll Em21 + al*MESI[il [j+2l/Elemlml. j a c + aO+Elem[ml . jactMEM1 [il [j+21 ; } //End of i n n e r loop over bubble f u n c t i o n s //Contribution of t h e v e r t e x t e s t f u n c t i o n uml / / t o t h e right-hand s i d e F : i f (mi > -1) then F[mll : = Flmll + IJ",,tf'"''(E)(pp(E)dF; } //End of o u t e r l o o p over v e r t e x f u n c t i o n s //Loop over bubble test f u n c t i o n s : f o r i = 1,2, . . . ,Elem [ml .p-1 do { m i := Elem [ml .bubb-dof [il ; //Loop over v e r t e x b a s i s f u n c t i o n s : i f ( m l > -1) then f o r j = 1 , 2 do { m2 := Elemlml .vert.dof [jl ; i f (m2 > -1) then Slml] [m21 : = SCmll 111121 + al*MESIli+21 [jl/Elem[ml . j a c + aO+Elem[m] .jac*MEMI [i+21 I j l ; } //End of i n n e r loop over v e r t e x f u n c t i o n s //Loop over bubble b a s i s f u n c t i o n s : i f ( m l > -1) then f o r j = 1 , 2 , . . . ,E1emCml.p-l do { m2 := Elemlml .bubb.dof [jl ; i f (m2 > -1) t h e n S[mll [m21 : = S[mll lm21 + al*MESI[i+21 [j+2l/Elem[ml. j a c + aO*Elemlml. jac+MEMI[i+21 [j+21 ; } //End of i n n e r loop over bubble f u n c t i o n s //Contribution of t h e bubble t e s t f u n c t i o n vml / / t o t h e right-hand s i d e F : i f (ml > -1) then Flmll := FCrnll + lJ~,,rf(~)(F)(p~(~)dF; } //End of o u t e r loop over bubble f u n c t i o n s } //End of element loop



v}L,p,



,,s



's,



In Algorithm 2.5 we used the notation f ( ' n ) ( [ ) = ~ ( z K , , ([)). If the operator L is spaceor time-dependent (for example, if the coefficient functions a1 and a0 in the model problem (2.20) are not constant), the precomputed MESI and MEMI arrays cannot be used. Instead, appropriate numerical quadrature must be performed each time the MESI or MEMI arrays in Algorithm 2.5 are accessed. Efficient implementation of Algorithm 2.5 For the sake of transparency, significant portion ofAlgorithm 2.5 (the application of a given test function to all vertex and bubble basis functions) was repeated two times with minor changes. This part of the code can be moved to a separate subroutine. Moreover, it is not necessary to store the full Elem [m] .bubb-dof
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array of the length E l e m c m ] .p-1, since according to the enumeration of the bubble shape functions (Paragraph 2.4.8) it holds E l e m [ml .bubb-dof 121 = E l e m I m l . bubb-dof E l e m [ml .bubb-dof 131 = E l e m [ml . bubb-dof



...



[11



111



+ 1;



+ 2;



E l e m [m] .bubb-dof [ E l e m [m] .p] = E l e m [m] .bubb-dof [l] + E l e m [ml . p-l ;



2.4.10



Exercises



Exercise 2.12 Verifji in detail the inclusions V1 spaces defined in Paragraph 2.4.1.



c V2,jLc V and V1 c V2,p c V f o r the



Exercise 2.13 Consider the Poissonproblem -d’= f,f 6 L2(R),in a bounded interval R = ( a ,b ) c R. Suppose that R is covered with a finite element mesh Th,pcontaining M 2 2 elements of polynomial degrees 1 5 pl ,p:!, . . . ,p ~ l Consider . (A) homogeneous Dirichlet boundary conditions on 30, ( B ) nonhomogeneous Dirichlet boundary conditions on 80, ( C )a nonhomogeneous Dirichlet boundary condition at a and a Neumann boundary condition at b. 1. Write the weak formulation of these problems.



2. Use the Lax-Milgram lemma to show that in each case there exists a unique solution.



3. Write the discrete problems. 4. How many unknowns has the discrete problem in each case?



+



Exercise 2.14 Consider the Helmholtz equation -d’ u = f,f 6 L2(0), with homogeneous Dirichlet boundary conditions u ( a ) = u ( b ) = 0 in a bounded interval R = ( a ,b ) C R. Let a < x,-1 < x, < b be a pair of neighboring grid points, K , = ( x z - ~ , x zand )



K,



=



(-1,l).



1. Write the weak formulation of this problem.



2. Write the afJine map XK,, : K ,



+



x,).



( ~ ~ - 1 ,



3. Transform the weak formulation from the interval K , to the reference interval K,.



Exercise 2.15 Consider the reference interval K ,



=



(- 1,l)and p



= 4.



1. Write explicit formulae f o r the Lobatto hierarchic shape functions l o , 1 1 , . . ., 14.



2. Consider equidistant nodal points -1 = y1 < . . . < y5 = 1. Write the Lagrange nodal shape functions 01,02,. . . , 0 5 such that O,(y,) = 6,,,1 5 i, j 5 5. 3. Write master element stifiess matrices SC: and Sc: f o r the Poisson equation, corresponding to the above two sets of shape functions. 4. In each case calculate the condition number of the 3 x 3 block Corresponding to bubble functions (use, e.g., Matlab). 5. Which condition number is greater and what is the implication f o r the pe$ormance



of iterative matrix solvers?
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Exercise 2.16 Again consider the reference interval K , = (- 1, l), polynomial degree p andp 1 distinct nodalpoints - 1 = y1 < . . . < yp+l = 1. Show that all Lagrange nodal shape functions $ I , & , . . . ,O p + l from (2.57)must be polynomials ofthe degree at least p.



+



Exercise 2.17 Considertheproblemfrom Exercise 2.7 with the loadfunction f (x)= 4-62 and an equidistant mesh Th,+with h.1 quadratic elements. 1. Writeformulae for the affine reference maps XK,,,: K ,



+



K,.



2. Transform the weak formulation to the reference domain K , = (- 1 , l ) . Write the integrals explicitly.



3. Perform a suitable unique enumeration of the basis functions and write the element connectivity arrays. 4. Write the 3 x 3 master element stiffness matrix (2.68)for the Lobatto hierarchic shape functions lo, 11,12. 5. Implement a jnite element discretization using Algorithm 2.5.



6. Produce plots of u and uh for M = 2,5,10,50.



7. Consider M = 2,3,5,10,30,50,100,150,200,300andproduce convergence curve in HI-seminorm (be careful to put the correct number of unknowns on the horizontal axis).



8. Compare with the H 1-seminorm curveforpiecewise-affine approximation from Exercise 2.7. Was the piecewise-affine or the piecewise-quadratic scheme more efficient? Why? 9. Again guess the algebraic order of convergence the value of cy obtained in Exercise 2.7.



cy



of the method. Compare it with



Exercise 2.18 Extend your code from Exercise 2. I7 to$nite elements of arbitraty polyno. . ,M . mial degrees 1 5 p , = p(K,) 5 5, i = 1,2,. 1. Read the polynomial degrees p ,



= p ( K,)



together with all other input parameters



from an input data$le.



~ the Lobatto hierarchic shape 2. Write the 6 x 6 master element stiffness matrix S K ,for functions l o , 1 1 , . . . , l 5 . 3. When evaluating integrals of polynomial expressions, make sure to use Gaussian quadrature data of an appropriate order of accuracy.



4. Calculate the exact solution for the cubic load function f = -5Ox( 1 - x ) ~ 5. Present results of suitable convergence tests proving that the code works correctly.
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THE SPARSE STIFFNESS MATRIX



2.5



As we mentioned in Paragraph 2.2.3, the finite element method prefers basis functions with small and possibly nonoverlapping supports. Then almost all entries in the stiffness matrix S are zero, which is convenient for the computation. Matrices with this property are said to be sparse. The question of efficient storage and operation with large sparse matrices is essential. With N = 100,000 unknowns, which is a moderate number in practical applications, a full N x N stiffness matrix S in double precision arithmetics would consume 80 GB of computer memory. Hence, disregarding the well-known fact that the Gaussian elimination procedure is unstable on large systems, the storage argument alone calls for a much more economical treatment. There is extensive literature on the numerical solution of sparse systems of linear algebraic equations (see, e.g., [ 181 and the references therein), and vast resources of concrete program packages are available on the web. Most of the solvers are sufficiently robust and user friendly, so that the reader can use them without any problems after fitting their more or less standard input format.



2.5.1 Compressed sparse row (CSR) data format One of the most frequently used data formats for sparse matrices is the Compressed Sparse Row (CSR) format. Let N be the dimension of the stiffness matrix S and by N N Z denote the number of nonzero entries in S . The CSR representation of S consists of three arrays: 1. Array A of length N N Z : This is a real-valued array containing all nonzero entries



of the matrix S listed from the left to the right, starting with the first and ending with the last row.



+



+ 11 =



2. Array ZA of length N 1: This is an integer array, ZA[1] = 1. ZA[k ZA[k] n n z k . where nnzk is the number of nonzero entries in the kth row.



+



3. Array J A of length N N Z : This is an integer array containing the row positions of all entries of array A. Sometimes one uses an analogous Compressed Sparse Column (CSC) sparse matrix format. 2.5.2



Condition number



The reader knows from Paragraph 2.1.1 that every symmetric V-elliptic bilinear form u( ., .) : V x V + R leads to a symmetric positive definite stiffness matrix S. All eigenvalues are then positive real numbers (see, e.g., [ 1001). It is well known that iterative solvers perform better on matrices where the ratio of the largest and smallest eigenvalue X m a z / X m i n is close to one - such matrices are called well-conditioned. Figure 2.23 illustrates the convergence history of a standard iterative matrix solver (an incompletely LU-preconditioned conjugate gradient method) on two matrices of the same size and sparsity structure, but different condition numbers. Before introducing the condition number of a nonsingular matrix in Definition 2.2, let us define the spectrum and spectral radius: Definition 2.1 (Spectrum, spectral radius) Let M be a square matrix. By a ( M ) we denote the spectrum (set of all eigenvalues) ofthe matrix M . The spectral radius p ( M ) is dejined as
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Figure 2.23 Performance of an iterative matrix solver on two differently conditioned matrices of the same size and sparsity structure. The horizontal axis represents the number of iterations and the vertical one shows the norm of the residuum of the approximate solution.



Definition 2.2 (Condition number) Let M be a nonsingular n x n matrix. The product



where 11 . / [ is some matrix norm, is called condition number of the matrix M (with respect to the norm 11 . 11).



One may use, for example, the standard Frobenius norm I n



n



or the spectral norm



where lIMz//is the Euclidean norm in Rn.The spectral (Todd) condition number



(2.70) has the minimum property
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where K ( M is ) a condition number induced by any other matrix norm. Clearly, for every symmetric positive definite matrix S , the spectral condition number K ( S )= K * ( S )can be written as



The following aspects influence the condition number of the stiffness matrix S significantly:



1. the discretized differential operator, 2. quality of the mesh, 3. the set of shape functions. In practice the differential operator is given, and the mesh can be optimized outside of the finite element solver. Therefore let us look at the last aspect in more detail.



2.5.3 Conditioning of shape functions The simplest comparison of the quality of different sets of higher-order shape functions can be done using a one-element mesh, equipped with appropriate boundary conditions so that the discrete problem has a unique solution. Such test, of course, does not cover the influence of the geometrical structure of the entire mesh, but still the results usually provide a valuable information. For model problem (2.20) let us consider a one-element mesh K , = (-1,l) equipped with homogeneous Dirichlet boundary conditions. The corresponding stiffness matrix So is obtained by leaving out of the master element stiffness matrix S K , all rows and columns corresponding to the vertex shape functions. The mass matrix Mo is obtained analogously from the master element mass matrix M K ~The . next example compares the quality of the Lagrange nodal and Lobatto hierarchic shape functions. EXAMPLE 2.3 (Comparison of Lagrange and Lobatto shape functions)



Figures 2.24 and 2.25 show the condition number of the stiffness and mass matrices for the Lagrange nodal shape functions on the equidistant, Gauss-Lobatto and Chebyshev nodal points, and for the Lobatto hierarchic shape functions. The horizontal axis represents the polynomial degree p = 2 , 3 , . . . , l o . The Lagrange nodal shape functions on equidistant points cause an exponential growth of the condition number of both the stiffness and mass matrices, which indicates that these shape functions should be avoided. It is clear from Figure 2.25 that the Chebyshev and Gauss-Lobatto points are a better choice for Lagrange nodal elements. The Lobatto hierarchic bubble functions perform best: they are orthogonal in the HA-product, which makes them optimal for the discretization of the Laplace operator in one dimension.
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Figure 2.24 Conditioning of various types of shape functions in the H;(K,)-inner product (condition number of the matrix SO).
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Figure 2.25 Conditioning of various types of shape functions in the L2(Ka)-inner product (condition number of the matrix M o ) .



Regarding the more complex model problem (2.22), the Lobatto hierarchic shape functions will perform well as long as a0 > a1 the Lagrange shape functions on the Gauss-Lobatto and Chebyshev points may yield a better-conditioned discrete problem. Let us close this paragraph with a lemma that is useful for practical implementation:



Lemma 2.4 The spectral condition number of a symmetric stifness matrix S does not depend on the enumeration of the basis functions of the space Vh,p. Proof: Consider a permutation that exchanges the indices of a pair of basis functions w k and wi. It follows from Definition A.17 that the new stiffness matrix S has the same set of eigenvalues. The new eigenvectors are obtained from the original ones by exchanging their kth and lth components.
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2.5.4
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Stiffness matrix for the Lobatto shape functions



Let us have a closer look at the the sparsity structure of the stiffness matrix S obtained in the discretization of the Laplace operator by means of the Lobatto hierarchic shape functions. It follows from the L2-orthogonality of the Legendre polynomials that (2.71) Moreover, we have



Z i ( x ) l i ( ~d)s = 0, for all 2 5 j .



(2.72)



Therefore the master element stiffness matrix S K itself ~ is sparse,



SK, =



... ... ...



0



0 0 0 1



0 0 0 0



0



0



...



1



112 -112



-112



0



112 0



0 0



0



0



0



0



1



(2.73)



Due to (2.73), the global stiffness matrix S corresponding to the Lobatto hierarchic shape functions has a particularly nice block-diagonal sparse structure shown in Figure 2.26.



Figure 2.26 Sparsity structure of the stiffness matrix for the Laplace operator discretized by means of the Lobatto hierarchic shape functions.



The number of blocks is M + 1, where M is the number of elements in the mesh The ( M - 1) x ( M - 1) block in the upper left corner corresponds to the piecewise-affine basis functions ul, 212, . . . , V M - ~-this block is identical to the tridiagonal stiffness matrix (2.28) corresponding to the piecewise-affine case (Paragraph 2.2.4). The remaining M diagonal
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blocks of the type ( p 1 - 1) x (p1- l ) ,(pa - 1)x (pa - l),. . . , (pbf- 1)x ( p - 1) ~ correspond to higher-order bubble basis functions associated with each element K1, K2,. . . , K M ,respectively. This structure is given by the enumeration of the basis functions of the space Vh,p(see Paragraph 2.4.8). If the Lobatto hierarchic shape functions were replaced with the Lagrange or other nonorthogonal shape functions, additional nonzero off-diagonal entries would appear in the stiffness matrix, and its condition number would rise.



2.5.5



Exercises



Exercise 2.19 Show that for every symmetric positive dejnite matrix S the spectral condition number (2.70) satisfies



Exercise 2.20 Consider a nonsingular N x N matrix S, and a matrix 3 obtained by switching the kth and lth row and the kth and lth column in S , 1 5 k , 1 5 N , k # 1. Show that the matrices S and have the same set of eigenvalues. Exercise 2.21 Use the result of Exercise 2.20 to prove that the condition number of the (symmetric positive dejinite) stiffness matrix S , obtained from the discretization of a V elliptic operator L, does not depend on the enumeration of the basis functions of the space vh,p.



Exercise 2.22 Write a computer code that turns a sparse matrix represented as an array S [ i ] [ j ]1, 5 i , j 5 N , into the CSR sparse matrix format. The numbers 1 5 N , N N Z are input parameters. Assume that exactly N N Z entries in the array S[.][.] are nonzero. 2.6



IMPLEMENTING NONHOMOGENEOUS BOUNDARY CONDITIONS



The implementation of various types of boundary conditions closely follows the discussion in Paragraphs 1.2.5, 1.2.6, and 1.2.7. Let us begin with the nonhomogeneous Dirichlet case. 2.6.1



Dirichlet boundary conditions



According to Paragraph 1.2.5, any problem with nonhomogeneous Dirichlet boundary conditions can be treated as a homogeneous Dirichlet problem with an adjusted right-hand side. Let us stay with the model equation (2.20),



-v



. (a1Vu)



+ aou =



-(a12L’)’



+ aou = f,



a1 > 0 , no 2 0 , f E L2(R), in a bounded domain R = ( a , b ) nonhomogeneous Dirichlet boundary conditions



c R, but



consider the



(2.74)



90



CONTINUOUSELEMENTS FOR 1D PROBLEMS



where g,,



gb



E R. Recall that the solution



‘u.



IL =



is sought in the form



U + G,



(2.75)



where G E H1(S1)is a Dirichlet lift such that G ( u ) = y, G(b) = gb, and the new unknown function U E V = Hd(R). The task is to find a function U E V satisfying the weak formulation (1.47),



u ( U , v ) = L(u) with



u(U,u ) = l(v) =



ll



+



for all v E V



alU’(z)v’(z) u o U ( z ) u ( z dz, )



(2.76)



U ,v E V,



f(z)v(z)- a~G’(z)v’(z) - a ~ G ( z ) w (dzz);



v E V.



(2.77)



Choice of the Dirichlet /iff When using the Lobatto hierarchic elements, define G as a continuous piecewise-affine function that vanishes in all interior elements (Figure 2.27). In the case of the Lagrange nodal elements choose, for example, a piecewise pth-degree polynomial function G that vanishes in all interior elements, and that in the elements K 1 and Khl coincides with the appropriate Lagrange functions gU& o zkt and gbep+l ,o;;z respectively.



xM-, b = x M



a = x0



x



Figure 2.27 Typical piecewise-affine Dirichlet lift G



implementation When using the Lobatto hierarchic shape functions, the Dirichlet lift G transforms from the mesh element K , to the reference interval K , as follows:



The case of the Lagrange nodal shape functions is analogous,
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The values of the Dirichlet lift G at the endpoints of R = ( a ,b ) may be stored as described in Paragraph 2.4.8, DIR_BDYARRAY[l]



:=



ga;



DIR_BDY_ARRAY[2] := gb;



Algorithm 2.5 needs to be changed as follows: Whenever a contribution to the stiffness matrix S is made, a new contribution to the load vector F appears. For example, the portion of the code //Loop over v e r t e x b a s i s f u n c t i o n s : i f (mi > -1) then f o r j = 1 , 2 do C m2 := Elem[ml .vert-dof [jl ; i f (m2 > -1) then SCml] [m21 : = S[mll [m21 + MESI[iI [jl/Elem[ml . j a c ; + aO+Elem[ml. jac+MEMI[il [jl ; } //End of i n n e r l o o p over v e r t e x f u n c t i o n s



...



needs to be changed to //Loop over v e r t e x b a s i s f u n c t i o n s : if (ml > -1) then f o r j = 1 , 2 do C m2 : = Elem[m] .vert-dof [jl ; i f (m2 > -1) t h e n S[mll [m2] : = S[ml] [m21 + MESIL11 [jl/Elem[ml . j a c + aO+Elem[m]. jac+MEMI[il [jl ; else F[ml] := F[ml] - DIR-BDY-ARRAY [-m2l+al+MESI[il [jl/Elem[ml. j a c - DIR-BDY-ARRAY [-m21 +aO+Elem[ml . jac*MEXI [11 [jl ; } //End of i n n e r l o o p over v e r t e x f u n c t i o n s



...



and so on. The stiffness matrix S is the same as with homogeneous Dirichlet boundary conditions. 2.6.2



Combination of essential and natural conditions



Since the incorporation of Neumann or Newton boundary conditions occurs exactly as described in Paragraphs 1.2.6and 1.2.7, let us discuss in more detail the case when essential and natural boundary conditions are combined. Consider the model equation (2.20) in a bounded domain R = ( a ,b ) c R with the boundary conditions



du -(a)



dv



= %'(a)



u(b)



=



gal



=



961



(2.79)



+



where g a r g b E R. The solution u is sought in the form u = U G, where G E H'(R) is a Dirichlet lift satisfying G(b) = gb. and the new unknown function U lies in the space V defined in (1.65),



v=



(7J



E



H'(R); w(b) = O}.
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The weak formulation (1.66) then reads



a(U,v) = l ( v ) for all ‘u E V , where



b



~ ( uV ), =



u ~ U ’ ( X ) V ’ (+ X )a o U ( z ) v ( zd) z ,



U, v E V,



The Dirichlet lift G is defined analogously to the case with nonhomogeneous Dirichlet boundary conditions, but now it vanishes also at the endpoint where the natural boundary condition is prescribed (Figure 2.28).



Figure 2.28 Dirichlet lift for combined boundary conditions (2.79)



2.6.3 Exercises Exercise 2.23 Extend the code from Exercise 2.18 to nonhomogeneous Dirichlet boundaly conditions



where ga,g b E



.(a)



=



ga,



4b)



=



Qb,



are additional input parameters.



1. For the new boundary conditions recalculate the exact solution u of the problem -u“ = f using the cubic load function f from Exercise 2.18. 2. Choose a



= 0,



b = 1, ga = 112, gb = 1.



3. For M = 10 elements which are (A) linear, ( B ) quadratic, ( C ) cubic, ( D )fourthorder, (E)jj?h-ordel;produce plots of the error e h , p = u - u h , p . Plot all the curves together in onejgure using decimal-logarithmic scale.



Exercise 2.24 Extend your code from Exercise 2.23 to nonequidistant meshes.



1. Read the number of elements M together with the coordinates of the grid points a = 20 < x1 < . . . < X M = b and the polynomial degrees p l , p z , . . . , p h i together with the other input parameters from an input data file. 2. Verifji that the code is correct.
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2.7 INTERPOLATION ON FINITE ELEMENTS Assume some restricted set of functions C (such as, for example, polynomial, piecewisepolynomial or trigonometric polynomial functions) in a linear space V and a function g E V that does not belong to C. The prototype approximation problem is to find a suitable function gc E C (approximation of g ) such that gc is in some sense close to g . The measure of the quality of the approximation (abstract distance of gc from g ) , can be defined as an error estimate, the norm 119 - gcllv if the space V is normed, or it can be defined otherwise. By best approximation one means an approximation that minimizes this distance. Approximation becomes interpolation when the sought function gc E C has to satisfy some additional constraints. These conditions are formulated generally as



Li(gc) = b,,



i



=



1,2,. . . , Nc,



(2.80)



where L, : V + R are linearly independent linear forms in V’ and bl ,b2, . . . , bN, some given constants. For example, in the traditional Lagrange interpolation one requires the approximation gc to coincide with the original function g at some points ~ 1 ~ x. .2., ,ZN, E 0 via the choice



and defining the constants bi in (2.80) as



There are many natural questions related to the approximation and interpolation: What assumptions have to be put on V, C and g to ensure the existence and uniqueness of the best approximation? What conditions must the linear forms L, obey to guarantee a unique solution of the interpolation problem? What can be said about the error of the approximationhnterpolation? The analysis is highly nontrivial in the general setting of a basic linear or normed space V and a general subset C C V. However, the good news is that all important assumptions on the space V, the set C, and the function g , developed in the framework of the abstract Approximation Theory, are fulfilled automatically when V is a Hilbert space and C its closed subspace. 2.7.1



The Hilbert space setting



Let V = V ( 0 ) be a Hilbert space corresponding to the solved problem, a ( . , .) : V x V -+ R a bounded V-elliptic bilinear form, 1 E V’, and @ L , p a finite-dimensional subspace of V determined by the finite element mesh 7 h , T 1 Consider . the continuous problem (2.1),



a ( u ,,u) = 1 ( ~ ) for all 71 E V. and the discrete problem (2.5),
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According to CCa's lemma (Theorem 2.1, Paragraph 2.1.2), the discretization error Iju U ~ , ~ I I V is bounded by the interpolation properties of the subspace Vh,+ c V and the continuity and V-ellipticity constants Cb, of the bilinear form a ( , ,.),



Hence the interpolation properties of the space Vh,p are largely responsible for the final form of the error estimate. In practice we always have aconcrete interpolation operator P : V + Vh,+that obviously satisfies



Hence, for a sufficiently regular function u E V it is our aim to estimate the interpolation error lIu- Pull v using some parameters of the mesh '&+as well as the amount of regularity of the function u.A typical interpolation error estimate has the form



where h = max, h, is the mesh diameter and C ( u )is a constant depending on the amount of regularity of the function u. In addition to its application in error analysis, interpolation also finds practical use in the finite element technology, when a given function g E V needs to be represented by a sufficiently close function gh,p E Vtt+. Problems of this type are encountered in the finite element solution of evolutionary problems (to be discussed in Chapter 5), as well as in multigrid methods, automatic hp-adaptivity, and numerous other situations. 2.7.2



Best interpolant



In the Hilbert space setting the question of existence and uniqueness of the best approximation is trivial. Since v h , p C v is finite-dimensional and therefore automatically closed, according to Lemma A.39 the nearest representant of a function g E V in the norm I/ . I/ v is its unique orthogonal projection g/z,p = Pg E Vh,p. Theorem A.14 implies that the orthogonal projection P is defined uniquely via the condition



With some basis { z J ~ , z J .~.., .? I N } C



wt,T,,(2.81) can be rewritten equivalently as



(9 - Y h . p , % ) V = 0



for all i = 1.2.. . . . N .



(2.82)



Expressing (2.83) and substituting into (2.82), one obtains a system of linear algebraic equations
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for the unknown coefficients y1, y2, . . . , Y N



EXAMPLE2.4



Consideradomain0 = (-1, l),coveredwithafiniteelementrnesh?Th,, = {K1,K z } consisting of affine elements K1 = (-1,O) and K2 = ( 0 , l ) . Assume the space V = H,'(-l, 1) related to some problem with homogeneous Dirichlet boundary conditions. The finite element subspace v h , p is one-dimensional, defined as =



{?I



E



v; VIK,,, E



2



=



1,2}.



of the function g(x) = 1 - x4 E Let us construct the best approximation g h , , E VL,, V . In other words, we are looking for a function gt1,+ E V h , , such that



The linear system (2.84) reduces to a single equation, which yields the best approximation gh,p,



depicted in Figure 2.29.



Figure 2.29 Best approximation gtL.pE K L , pof the function g E V



Notice that the best approximation the grid point :L: = 0.



gh,p



does not coincide with the function g at
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In some cases the construction of the best approximation may be too demanding from the practical point of view, since the cost of the calculation of gh,p is similar to the cost of solution of the global finite element problem. In such cases the only possibility is to abandon the optimality requirement (2.85) and find some less expensive interpolant. The first natural choice is to perform the orthogonal projection locally in elements.



2.7.3 Projection-based interpolant Piecewise-affine case In the simplest case when all elements K1, Kz, . . . , Khl are affine, the continuity requirement implies that the projection-based interpolant g h , p € vh,p be defined as the usual piecewise-affine vertex interpolant,



where gh,p/K,,,



€



P1(K,,) for all K7,L€



zL,pr as illustrated in Figure 2.30.



Figure 2.30 Projection-based interpolation reduces to the usual piecewise-affine Lagrange interpolation on piecewise-affine elements.



Higher-Order case On a general higher-order finite element mesh Th,p,as the reader may guess, the interpolation problem is decoupled by subtracting the piecewise-affine vertex interpolant g;,, from the interpolated function g . The function g - g;l.p vanishes at all grid points, and can be projected locally onto the polynomial spaces



In this way one calculates the bubble interpolant g:,,. obtained as a sum of the vertex and bubble parts,



The resulting interpolant gh,p is then



Since we are in H;(K,), either the full H1(K7,)-norm or the equivalent H 1 ( K T n ) seminorm can be used. The fact that the standard vertex interpolation is combined with the orthogonal projection on higher-order subspaces is why one speaks about projection-based interpolation.
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Choose, for example, the HI-seminorm for the projection part. Then the associated inner product has the form (2.88) The orthogonality condition that determines g i , p is ( ( 9 - g;;,p) - g hb , p , u ) H A ( K , , , )= 0 for all



E pffrL(Km).



(2.89)



This equivalent to ((9 - gg,p) - gi,pl fl,( m )) H j (K,“ ) = 0



fly),



= 2 , 3 , . . . > PTn,



(2.90)



k = 2 , 3 , . . . ,p,,, is a suitable basis of P p ( K m ) . Utilizing the Lobatto where bubble shape functions (2.63) and the reference maps (2.37), this basis has the form



(2.91)



Expressing now



7$y4



=



gh.*IK,, b



=



a,,(x,:,,(xD PVC



CQPS?), r=2



and inserting this linear combination into (2.90), one obtains on K , a system of p,, - 1 linear algebraic equations,



for the unknown coefficients a!.’”).By Substitution Theorem, (2.92) attains on the reference domain K , a simple form



hrk



(2.93)



which by the orthogonality of the Lobatto bubble functions yields Q ( 7kr L )



=



J’ ( p



- gh,p -“(7rL))’(



The generalized Vandermonde matrix L = {Lz(g3)}:3=l corresponding to the functions g1(5) = L92(5) = 51,g3(5) = 5 2 and g3(5) = 5152,



is singular.



; ;'



1 - 1



1



0



0



0



0



3.2 EXAMPLE: LOWEST-ORDER &'- AND PI-ELEMENTS The unisolvency of the nodal finite element from Example 3.1 can be fixed by replacing the edge midpoints with vertices. In this way one obtains the basic and most frequently used lowest-order element for H' -problems on quadrilateral meshes in 2D: the Q' -element.
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3.2.1



Q1-element



The reference square domain K , = (-1, 1)2is endowed with the polynomial space Q1(K,)



= span{ 1,E1



E2, E i E 2 ) .



(3.9)



The set of degrees of freedom C, = { L l ,Lz, . . . , L 4 ) consists of the linear forms L, :



Q1(K,)



+



(3.10)



as illustrated in Figure 3.2. 52h



+7-



-11 e.1 "I



-1



I



"2



Figure 3.2 Q'-element o n the reference domain K,



Lemma 3.2 Thefinite element (K,, Q' ( K c (z)



=



(@ oz;’)(z),



is unisolvent, and the shapefunctions



1 5 2 5 4,



(3.18)



constitute a unique nodal basis of the space (3.16)



Proof: This is left to the reader as an exercise. Remark 3.2 Notice that the inverse of a polynomial map generally is notpolynomial (e.g., x 2 vs. &), and therefore it is not obvious whether Q’ ( K )is a polynomial space or not. This will be discussed in Paragraph 3.2.3.



3.2.2 pl-element The natural counterpart of the Q1-element on triangular meshes is the P’-element, sometimes called Courant triangle in honor of Richard Courant, a former assistant to David Hilbert. R. Courant first used a numerical scheme that we would call the Finite element method in 1943 to solve a torsion problem. His work was based on his previous results with Hurwitz and Hilbert in the 1920s. R. Courant was forced to leave Europe during the World War 11. At the New York University he founded a new Institute of Mathematical Sciences, which since 1964 cames his name. The name “Finite element method” appeared in the 1960s.
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Figure 3.4 Richard Courant (1888-1972)



-I



Figure 3.5



PI-element on the reference domain K t with the nodal points at its vertices.



Consider the triangular reference domain Kt shown in Figure 3.5. Alternative reference domains may be used, but Kt has certain advantages which will be discussed later. The domain Kt is equipped with the polynomial space



The set of degrees of freedom Ct contains the linear forms Li : P ' ( K t ) + R,



(3.19)
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The element ( K t ,P ' ( K , ) , C,) is evidently unisolvent and the corresponding nodal basis consists of three affine functions (3.20)



It is easy to verify that these shape functions meet the delta property (3.4) with the linear forms (3.19).



P1-element on an arbitrary triangleK K c R2 with the vertices X I ,x



2 , q



Next consider an arbitrary triangular domain and straight edges sl,s 2 , s3, as shown in Figure 3.6.



* Figure 3.6



>



P'-element on a triangular domain K C R' with straight edges



The isoparametric reference map X K



:



Kt



+



K is defined analogously to (3.13), (3.21)



where p : ' are the nodal basis functions (3.20).



Proposition 3.3 For any nondegenerate triangle K C R2, the isoparametric reference map X K is invertible, and the inverse map x;' : K + Kt is afine.



Proof: Since the map X K is affine and the triangle K nondegenerate, the Jacobian J K is a nonzero constant. Therefore also the Jacobian of the inverse map, J f l ' , is a nonzero constant. This means that the inverse map xkl is affine. Proposition 3.3 yields that the space



P 1 ( K )= ( 4 OX;';



g E P'(Kt)}



(3.22)
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is polynomial. The definition of the finite element ( K ,P1(K),C K ) is accomplished by defining the set of degrees of freedom C K using the linear forms ~ 5 : ~: P1 ) ( K ) + R, (3.23)



Proposition 3.4 The shape functions cp;:K(x)



=



(PP10 X L 1 ) ( X ) ,



1 5 2 5 3,



(3.24)



constitute the unique nodal basis of the space (3.22),satisbing the delta property (3.4) with the degrees of freedom (3.23).



rn



Proof: This follows easily from Definition 3.3.



The application of the Q1- and PI-elements to the discretization of two-dimensional problems formulated in the Sobolev space H1 will be described in Section 4.1.



3.2.3 lnvertibility of the quadrilateral reference map X K The invertibility of reference maps for nonsimplicial elements always is a nontrivial issue in the finite element analysis. The question of invertibility of triaffine hexahedral reference maps, for example, has not been completely resolved yet. The situation is simpler in the quadrilateral case, where it is known that the Jacobian J K of the isoparametric reference map (3.13) is nonzero in Kq if and only if the domain K is nondegenerate and convex. To our best knowledge, this result was first proved in [ 1131. Let us present a slightly different version of the proof here.



Lemma 3.3 The Jacobian J K ( E ) of the biafJine isoparametric reference map (3.13) is an a@ne function. In particular, its minimum over K, is attained at one of the vertices v1,v2; . . . ,v4. Proof: Let the vertices of the mesh quadrilateral K be denoted by X I = ( 5 1 , y l ) , x2 = (Q, yz), . . . ,x4 = (54,y4) (in harmony with Figure 3.3). Use the functions (3.12) to write



the isoparametric reference map (3.13) in the form



Further in agreement with Figure 3.3 denote (u1,W I ) := 2 3 - x i , (uz,W Z ) := 2 4 x2,(u3,u3) := x 2 - x l r(u4,u 4 ) := x4 - x3. Recall the lowest-order one-dimensional Lobatto shape functions lo( - l ) d x l , L8(g) = l l g ( z l > l ) d z l . 1. Check the unisolvency of thisjinite element.



2. Construct the corresponding nodal basis (if relevant)



3. Write theformula f o r the local element interpolant ZK, ( g ) ,and apply it to thefunction g ( z ) = cos(n(z1 + z2)) E H ' ( K , ) . Presentplots ofboth g a n d Z K q ( g ) . 4. Consider a j n i t e element mesh T h 3 pconsisting of a family of such elements obtained using the reference maps (3.13). ( a ) Are these elements equivalent under the map (3.13)? ( b ) Does the mesh Th,pconform to the space H ' ( R h ) ? Show in detail.



Exercise 3.12 Consider a bounded one-dimensional domain R = ( a ,b ) covered with a consisting of M cubic Hermite elements ( K z Pz, , Z,), Ki = jinite element mesh 7jXp ( ~ ~ - x1 z, ) ,i = 1 , 2 , . . . ,M . The set of degrees of freedom C , is dejined as



L?)(g)



=



g(zz-1),



Q ( g )



=



g(.z),



L!)(g)



=



d(&l),



&)



=



gl(z,),



f o r a l l i = 1,2 ,..., M a n d g E P,. 1. Find the minimum admissible polynomial degree po f o r these elements



2. Let P, = PpO(K,)f o r all i = 1 , 2 , . . . , M . Decide whether the elements are or are not unisolvent. Show in detail. 3. Construct a nodal basis I?, f o r every element (K,,P,, E,).



4. Write the local element interpolants and the global interpolant. 5. Does the jinite element mesh T h > pconform to the space H 2 ( R ) ? Show in detail. Hint: The H2-conformity requirement in I D is once-continuous differentiability.



6. Consider the space vh,p =



{ a E C ' ( R ) nC(2); a I K , E P,foraUi



=



1,2,... , M >



What is the dimension N = dim( vh,p) ?



7. Use the nodal basis functions on every element to design N suitable basis functions of the space v h , p . Remember that every basis function has to be once continuously differentiable to lie in H 2 ( R ) .
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CHAPTER 4



CONTINUOUS ELEMENTS FOR 2D PROBLEMS



After learning about the general concept of nodal finite elements in Chapter 3, the reader should know how to design general nodal finite elements of the form ( K ,P. C), and be able to perform the following operations: 0



0



0



0



0



check the unisolvency of the element ( K ,P, C), construct the unique set of nodal shape functions 81,82,. . . , L9Np satisfying the delta property (3.4), use the set of degrees of freedom C and the nodal shape functions 61,82: . . . , construct the local interpolant I,,



o to ~ ~



construct the global interpolant Zon a given finite element mesh and check whether or not the mesh conforms to a given space of functions, analyze the equivalence of nodal elements defined on different domains K and I?.



In this chapter we apply these techniques to continuous finite elements for second-order PDEs in two spatial dimensions, extending the knowledge of one-dimensional continuous finite elements acquired in Chapter 2. The lowest-order Q1/P'-elements are introduced in Section 4. I . In Section 4.2 we discuss higher-order Gaussian quadrature in 2D. After that, the Q1/P' -elements are extended to higher-order Lagrange nodal elements in Section 4.3. Purriul Oifferentiul Equcitions arid the Finite Element Method. By Pave1 Solin Copyright @ 2006 John Wiley & Sons, Inc.
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4.1



LOWEST-ORDER ELEMENTS



In this section, after introducing a suitable model problem and its weak formulation, we show in Paragraph 4.1.2 the sequence of geometrical and functional approximation needed to transform a PDE problem into a discrete finite element problem and we derive the approximate weak formulation of the model problem. The lowest-order basis functions of the finite element space Vh,pare presented in Paragraph 4.1.3, and the weak formulation is transformed to the reference domains in Paragraph 4.1.4. Paragraph 4.1.5 is devoted to the constant coefficient case when precomputed template mass and stiffness integrals can be used. Paragraphs 4.1.6 and 4.1.7 discuss the data structures and implementation, and the section is closed with describing the interpolation on the lowest-order &'/P'-meshes in Paragraph 4.1.6. 4.1.1



Model problem and its weak formulation



Consider a two-dimensional bounded domain R with a Lipschitz-continuous boundary do. Suppose that dR consists of two disjoint open parts l?D and l?N such that



UT,,



8 2 as illustrated in Figure 4.1.



(4.1)



Figure 4.1 The domain 0, its boundary (30and , the unit outer normal vector u to (30



Assume again the model equation (1.26),



-V . (nlVu) + nou = f



in R;



(4.2)



with a Dirichlet boundary condition



~ ( z=)g n ( z )



for all z E r D ,



(4.3)



and a Neumann boundary condition 3U



-(z) = g N ( z ) dU



for all



The existence of a unique solution is guaranteed if l?D



a l ( z ) 2 C,,,,, > 0



and



2



ErN.



# 0 and



uo(z) 2 0



(4.4)



in R.
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or if



a l ( z ) 2 C,,,,, > 0



a o ( z ) 2 C,,,,



and



>0



in which case the Dirichlet part of the boundary can be empty. In the following we assume that the coefficient functions al and extension to La-functions is done analogously to Paragraph 2.2.1.



in a, a0



are constant; the



Weak formulation The weak formulation of this problem was discussed in detail in Paragraph 1.2.8. Hence consider some Dirichlet lift function G E H1(R) of the boundary data 9 0 , and look for the solution u in the form u = U G. The new unknown U lies in the space (1.65), v = {v E ~ ‘ ( f l ) v; = o on rD}. (4.5)



+



The task is to find U E V such that for all v E V ,



(4.6)



1 2 ( a i V U . V u + u ~ U u ) d z . U , V E V,



(4.7)



a(U,v)= l(v) where



a(U,u)



=



Z(v) = 1 2 ( f v - a l V G . Vv 4.1.2



-



aoGv)dz



+



v E v.



Approximations and variational crimes



Now let us go through the series of geometrical and functional approximation steps that turn the infinite-dimensional problem (4.6) into a finite-dimensional discrete problem of the form S Y = F . At some points this requires a departure from the “mathematically clean” variational framework. Such operations are called variational crimes, and in practice it is not really possible to avoid them. Step I : Approximation of the domain R lygonal domain i&, as shown in Figure 4.2.



Figure 4.2



The domain



R is approximated



by a po-



Polygonal approximation R h of the domain R.Generally Rp, # R and even RrL @ 0.
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If oh $ 0,then the solution and other functions from the weak formulation (4.6) are not defined where they are to be approximated or evaluated. This is the first variational crime. If the boundary dR is piecewise-polynomial, then its approximation can be done exactly using curvilinear elements (see, e.g., [ 1 111).



step 2: Finite element mesh Assume the domain o h be covered with a regular finite (Definition 3.5) consisting of nonoverlapping finite elements K1 K2, element mesh . . . , Khf. Let all the elements be given the same polynomial degree p = 1. The discretization on irregular meshes is described, e.g., in [ 1 111. Figure 4.3 shows examples of regular meshes on the domain Oh. The mesh is called hybrid when it contains both triangular and quadrilateral elements.



zL,p



Figure 4.3



Regular triangular, quadrilateral and hybrid finite element meshes on a,,



In order to facilitate the implementation, it is natural to require that the points TD n Tr\i coincide with some vertices of the mesh



Step 3: Approximation of boundary conditions After replacing the original domain R by its polygonal approximation c ? ~ one ~ , loses the boundaries I?o and r N , where the Dirichlet and Neumann boundary conditions were prescribed. The boundary conditions (4.3) and (4.4) have to be transferred in some suitable way to the polygonal parts r D , l l and r N , h of the new boundary 8 2 h . What one usually does is to define new boundary conditions by



u(z) 3U



%(z)



=



gD(z)



=



YN(Z)



rD.IL. for all z E r,v.IL.



for all z E



(4.8)



This is another variational crime, since the functions g o and g N are evaluated where they were not defined. Usually this goes through in the implementation, but it should be checked how much this approximation violates the underlying physical problem.



Step 4: Approximation of the space V According to the geometrical approximation from Step 1, the space V(o)is approximated by a piecewise- polynomial space



o h FZ



% , p ( W



VIL,p



=



{ u E C ( % ) ; L ~ h , I l ,/.r, = 0; i i l ~E , PP(K,) if K7is a triangle, V I K , E Q P ( K 7if) K, is a quadrilateral}.



(4.9)



This also is a variational crime, since the Galerkin method does not admit a situation when V1,p



P v.
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Step 5: Approximate weak formulation The discrete problem can be formulated after the Dirichlet lift G E H 1 ( 0 )is “approximated” with a function GIL,pE H ’ ( f 2 h ) . The approximate weak formulation of the model problem reads: Find a function u h , p E v h , p such that the identity



holds for all ZJ E Vh,,. As we mentioned before, the load function f E L 2 ( 0 )as well as the coefficients a l , uo E L”(0) are evaluated in the domain (2h where they may not be defined if (2h 0. Step 6: The system of linear algebraic equations As usual, the unknown function



UtL,+E V/L,p is expressed as a linear combination of some N basis functions ~ 1 . 7 ~ .2. ,. , U N E



KL,+ (a standard choice will be mentioned in Paragraph 4.1.3), with unknown coefficients



Yld$2*.



..



1



YN,



N



(4.11) Testing (4.17) by the basis functions algebraic equations,



(I%, i



= 1 . 2 , . . . , N, one obtains a system of N linear



N



(4.12)



for all i = 1 . 2 , . . . , N.The system can be written in the matrix form (2.13),



SY = F .



(4.13)



is the stiffness matrix, Y E RN the vector of unknown coefficients and where S E RN F E RN the load vector.



In order to assemble the system (4.13), one needs to construct suitable basis functions i i l . 112,. . . , U N of the space VtL.+.Let us do this in the next paragraph.



4.1.3 Basis of the space Vh,p Assume a regular finite element mesh 7 h . p consisting of hf, Q1-elements and plelements, where M , M, = AJ 2 1. By x l , 2 2 , .. . ,X N denote the N grid vertices that do not lie on the Dirichlet part r D , h of the boundary dQ, (we say that these vertices are unconstrained).



+
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Proposition 4.1 The dimension of the space unconstrained grid vertices.



v h , p is equal



to N , where N is the number of



Proof: This follows easily from the definition (4.9) of the space v h , p . Because of the one-to-one relationship of the basis functions v, and the unconstrained grid vertices xi,the lowest-order basis functions are called vertex functions. They have the form of “pyramids” shown in Figure 4.4, that naturally generalize the one-dimensional “hat functions” (2.25).



Figure 4.4



Vertex basis functionsof the space Vh,pon meshes consisting of Q’- and PI-elements.



These functions are defined as follows: Assume a vertex patch S ( i ) consisting of all mesh triangles or quadrilaterals sharing the vertex x,, S ( i )=



u ff,,



(4.14)



kEN(z)



where the index set N ( i ) is defined as



N ( i ) = { k ; Kk 6 7 h , p r2, is a vertex of The vertex function vi is defined to be zero in o



h



Kk}.



(4.15)



\ S ( i ) ,and in S ( i ) it has the form



vi(x)l~~= (piv0 x&:)(x) if Kk E S ( i ) is a quadrilateral, u , ( x ) / K , = ( c p y ~ ’o xki.)(x) if Kk E S ( i ) is a triangle.



(4.16)



s(z),



Here for every element Kk E cp? or cpyv is the unique vertex nodal shape function on the reference domain K , or K t , respectively, such that cp~~.(x,:(x,)) = 1 or cpP’(x,;(xz)) = 1.



Remark 4.1 The reader does not have to worry about the presence of the inverse reference map in the relations (4.16),since the inverse map is not used explicitly in the computer code. All operations of the element-by-element loop will be perjormed on the reference domains, using suitable connectivity arrays. This will be discussed in Paragraph 4.1.7.



Proposition 4.2 For every unconstrained grid vertex x,,the corresponding function (4.16) is continuous in o h . Thefunctions 711.212 . . . ,vN,form a basis of the space v h , p ,and satisb the delta property



v,(x3)= ht3, 15 i . j 5 N . Proof: The first part follows from the affinity of the functions v, along edges in the patch S(z). The rest is obvious from the construction.
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4.1.4 Transformation of weak forms to the reference domain The idea of the assembling algorithm is analogous to the one-dimensional case discussed in Chapter 2. Again, both the global stiffness matrix S and the right-hand side vector F will be filled in an element-by-element fashion. Therefore it is convenient to view identity (4.12) as a sum over all elements Km, m = 1,2, . . . , M : (4.17)



hl



M



n



to be satisfied for all basis functions vz, i = 1 , 2 , . . . , N . First let us transform the element integrals from (4.17) to the appropriate reference domain, which is either K q or K t . Since the transformation on quadrilateral and triangular elements is analogous, it is sufficient to discuss, for example, the triangular case.



Transformation of function values A function w ( x ) E C(K,), 1 5 m 5 M , is transformed to the reference domain Kt in virtue of the affine reference map (3.21), XK,,,(E) = ( 5 K , , , , l ( E ) r Z K , , . 2 ( E ) ) r as follows: G ( m ) ( E )= (w



X K r n ) ( 6 )= w ( 5 K , , ~ , l ( S ) , x K n , , 2 ( E ) ) .



(4.18)



Transformation of partial derivatives This is a good exercise for the chain rule of differentiation. Assume that w E C 1 ( K m ) .The partial derivatives of dm)( -1) then { DOFarray [il : = count ; count : = count+l;



I



I



//Read the unconstrained vertex indices back into elements: for m=1,2,.. . ,M do { for j=1,2,...,Elem[ml.nv do { if (Elem[ml .vert_dir[jl == 0 ) then { Elem [ml . vert-dof Ijl := DOFarray [Elem Iml . vert [ jl1 ;



1



I



1



//This is the dimension of the space V,L,p N := count - 1; Deallocate the array DOFarray.



4.1.7 Assembling algorithm for QllPl-elernents Assume that the pair of simplifying conditions mentioned in Paragraph 4.1 .S hold and the stiffness term (4.23) reduces to (4.24), i.e., that the functions (4.25) are constant. In addition, assume that the problem (4.2) is equipped with homogeneous Dirichlet boundary data r D . h = 80th and = 0 on r D , h . Preprocessing step (when (4.24) holds) In this case the global stiffness matrix S can be filled very efficiently based on (4.24). Begin with evaluating the constant Jacobi matrix of the reference map ZK,, on every element K,,, m = 1 , 2 , . . . , M , using the formulae (3.21), (3.13). Store the constant absolute value of the determinant of the Jacobi matrix, for example, as Elem[m].jac:=~JI



int t o ; ... ElementP;



//number of vertices / / ( 4 for quads, 3 for triangles) //global vertex indices (length nv) //vertex Dirichlet flags (length nv) //vertex connectivity array (length nv) //edge Dirichlet flags (length nv) //two-dimensional edge connectivity array //(dimension nv*(MAXP-1)) //bubble connectivity array //(length (MAXP-l)*(MAXP-l) for quads, //and (MAXP-l)*(MAXP-2)/2 for triangles) //edge orientation flags (length nv)



Here MAXP is the maximum allowed polynomial degree of the finiteelements. The ElementP data structure can be optimized (the stored data are not independent) but we prefer this form for the sake of transparency. The optimization of data structures and algorithms will be described at the end of Paragraph 4.3.9. The vertex indices vert, vertex Dirichlet flags vert-dir and the vertex connectivity arrays vert-dof are used analogously to Paragraph 4.1.6. The meaning of the other variables is described below. Edge Dirichlet flags The function of the edge Dirichlet flags Elem [ml .edge-dir is analogous to the flags Elem [ml .vert-dir: The variable Elem [ml .edge-dir [j1, 1 = 1 , 2 , . . . ,nu, is zero if the edge x ~ , (,e,) ) of I(,,, is unconstrained (i.e., not lying on the Dirichlet boundary r D , ! , ) , and one otherwise. These flags are defined easily, using the fact that an edge is constrained if and only if both of its vertices are constrained (see Algorithm



4.3). Edge orientation flags (for p 2 3 only) When the number of edge-interior nodal points exceeds one (i.e., for p 2 3), one has to take care about the orientation of the edges. E the appropriate reference domain K = K , or I? = K t , Assume an element K,,, and the reference map X K , , , : K -+ K,,,. Let s J = x 7 , x LzL1 r< 22, be an edge of K,,,, and let e k be the corresponding edge of k,i.e., sJ = x ~ , (,e ,k ) . Since the orientations of are independent, it is either s, and



The ElementP data structure contains the array Elem [ml .o [I = ?= 1 of the length nv for this purpose. In case (A) the orientations of .sl and P A are compatible, i.e., the reference map X K , , , preserves the ordering of the edge-internal nodes,



( A ) x;! = and we define Elem [ml .o [k] nodes is reversed,



and we define Elem [m] .o [k]



X ~ ~ , , ( V : ~ f) o r a l l l < r - < p - l ,



=



1. In the opposite case the ordering of the edge-internal



=



-1. This will be done in Algorithm 4.3.
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Unique enumeration of edges Mesh generators always provide a list of vertices and a list of elements. This defines their unique enumeration as necessary for the definition of the vertex and bubble connectivities. Also a list of edges is needed for the definition of edge connectivities, but such a list usually is not provided by mesh generators. Therefore let us present a simple algorithm that enumerates unconstrained mesh edges. We begin with a data structure for the edges, struct t int nl, n2; int el, e2; 1 TmpEdgeData;



Here nl < n2 are the indices of the vertices of the edge that define its orientation, and el < e2 the indices of the adjacent elements. These entries will be defined for every unconstrained mesh edge in Algorithm 4.3. The list of the edges, TmpEdgeData +EdgeList;



has the length 4M. This is quite a crude upper bound, but EdgeList will be deallocated immediately after the element connectivity arrays are defined.



Algorithm 4.3 (Creating a temporary list of edges) length := 0; //Current length of EdgeList for m = 1,2,.. . ,M do { if (Elemlm1.n~ == 4) then { / / K , n is a quadrilateral //The first edge of K n L : Defining the orientation flag: vA : = Elemlm] .vert[ll; vB : = Elem [ml . vert 131 ; if (vA < vB) then Elem[ml.o[ll : = 1; else ElemCml . o [ l l : = -1; //The first edge of K,,,: Defining the Dirichlet flag: dirA : = ElemImI .vert.dir[ll ; dirB := Elem Iml .vert-dirI31 ; if (dirA+dirB == 1) then ElemCml .edge.dirlll := 1; else ElemCm] .edge.dir[l] := 0; //The first edge of K n L : Adding to EdgeList //(if unconstrained and not visited before) if (ElemCml .edge-dir[l] == 0 ) then { CheckEdgeList(vA,vB,EdgeList,length,&found,&pos);



if (found == 0 ) then { //The edge was not found in EdgeList length : = length + 1 ; if (vA < vB) then { EdgeList [length] .nl := vA; EdgeListllengthl .n2 := vB;



1



else { EdgeList [length] .nl : = vB; EdgeList [length] .n2 : = vA;



}



1



EdgeList [length] .el := m ; EdgeList [length] .e2 := -1;



else { //The edge was found in EdgeList on the position pas EdgeList[posl .e2 := m ;



1



1
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.._



1



... ... . .,



//The //2nd //3rd //4th



same for the remaining three edge: vA = Elem [ml .vert121 , edge: vA = Elem [ml . vert 111 , edge: vA = Elem [ml .vert131 ,



edges: vB = Elem[ml .vert141 vB = Elemrml .vert121 vB = Elem1ml .vertI41



/ / K m is a triangle else { //The first edge of K , r j : Defining the orientation flag: vA : = Elem[ml.vertlll; vB := Elem [ml .vert C21 ; if (vA < vB) then Elem1mI .0[1] : = 1; else Elem[ml . o [ l l := -1; //The first edge of K,,,: Defining the Dirichlet flag: dirA : = Elem [ml .vert_dir[ll ; dirB : = Elem [ml .vert_dir[21 ; if (dirA+dirB == 1) then Elemiml .edge_dir[ll := 1; else Elem[ml .edge-dirIll := 0; //The first edge of Kv,: Adding to EdgeList //(if unconstrained and not visited before) if (ElemCml .edge_dir[ll == 0 ) then { CheckEdgeList(vA,vB,EdgeList,length,&found,&pos); if (found == 0) then { //The edge was not found in EdgeList length : = length + 1; if (vA C vB) then { EdgeListIlengthl .nl : = vA; EdgeList [length] .n2 : = vB;



1



else { EdgeList [length] .nl EdgeList [length] .n2



1



1



EdgeList [length] .el EdgeList [length] . e2



:= :=



:= :=



vB; vA;



m; -1 ;



else { //The edge was found in EdgeList on the position pos EdgeListlposl .e2 : = m;



1



1



___



... ...



:=



//The same for the remaining two edges: //2nd edge: vA = Elem[m] .vert[ 2 ] , vB = Elemcml . vert 131 //3rd edge: vA = Elem Iml .vert131 , vB = Elemlml . vert 111



length



~



1; //The number of unconstrained mesh edges



Here, the function CheckEdgeList (vA ,vB ,EdgeList ,length,&f ound ,&pos)parses the EdgeList and tests if either { vA, vB} or { vB ,vA} are present. If found, it returns found := 1 and the corresponding position pos, otherwise it returns found := 0.



4.3.8



Connectivity arrays



Now the edge and bubble connectivity arrays edge-dof and bubb-dof can be defined. The j t h component of the array Elem[ml . edge-dof[il, 1 5 i 5 m i , 1 5 j 5 p - 1, contains either 0



0



the index of the edge basis function of the space VfL,p associated with the j t h internal node zK,,, ( w ; ~ on ) the ith edge of K,,, (if Elem [ml .edge-dir[il == 0)



or a negative integer number -NBC (if Elem [m] . edge-dir[i]



==



1).
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In the case of nonhomogeneous boundary conditions, the values of the Dirichlet lift G at the edge-internal nodes of constrained edges can be stored via an array of real numbers. The index NBC can be used to indicate a position in this array, where the value of the Dirichlet lift G at the corresponding edge-internal node of the element K , is stored (analogously to the treatment of constrained vertices in Paragraph 4.1.6). With this construction, the implementation of nonhomogeneous Dirichlet boundary conditions is straightforward. The algorithm for the edge connectivities is based on the temporary array EdgeList and proceeds in an edge-by-edge fashion. As before, let Mu be the number of unconstrained grid vertices (vertex DOF) and M e the number of unconstrained mesh edges. The algorithm will add p - 1 edge-internal DOF to every unconstrained edge.



Algorithm 4.4 (Enumeration of edge DOF) //Loop over unconstrained edges: for e = 1,2,. . . , Me do { //Lower-index element adjacent to the edge EdgeListFe]: el = EdgeList [el .el; if (Elem[ell.nv == 4) then { / / K e , is a quadrilateral //Locate the edge EdgeList [el in the element ElemLell : a1 := ElemCell .vert[i]; a2 := Elem[el] .vert[2]; a3 := ElemCell .vert[3] ; a4 := Elem[ell .vert[4l; bl := EdgeListlel .nl; b2 : = EdgeListLel .n2; if ((bl==al and b2==a3) or (bl==a3 and b2==al)) then ee:=l; if ((bl==a2 and b2==a4) or (bl==a4 and b2==a2)) then ee:=2; if ((bl==al and b2==a2) or (bl==a2 and b2==al)) then ee:=3; if ((bl==a3 and b2==a4) or (bl==a4 and b2==a3)) then ee:=4; //Enumerate the edge-internal DOF on the ee-th edge of Elemlell: if (Elem[ell.o[eel == 1) then for j = 1,2 , . . . , p-1 do { //(the local and global orientations are compatible) Elem[ell .edge_dof[eel [jl := Mv + (p-l)*(e-l) + j; //Here: Mv is the number of vertex DOF, and (p-l)*(e-l) is the //number of edge-internal DDF assigned to previously visited edges.



1



else { //(incompatible orientations -- the ordering of local DOF is reversed) Elem[ell .edge_dof[eel [p-JI : = Mv + (p-l)*(e-l) + J ;



1



1



else { / / K v , is a triangle //Locate the edge EdgeList [el in the element Elemlell : a1 : = Elem[el] .vert[l]; a2 : = Elem[el].vert[2]; a3 : = Elemlell .vertl31; bl : = EdgeListIe] .nl; b2 := EdgeListCel .n2; if ((bl==al and b2==a2) or (bl==a2 and b2==al)) then ee:=l; if ((bl==a2 and b2==a3) or (bl==a3 and bZ==a2)) then ee:=2; if ((bl==a3 and bZ==al) or (bl==al and b2==a3)) then ee:=3; //Enumerate the edge-internal DOF on the ee-th edge of Elem[ell: if (Elem[ell.o[eel == 1) then for j = 1,2, . . . ,p-1 do { //(the local and global orientations are compatible) Elem[ell .edge_dof[eel [jl : = Mv + (p-l)*(e-l) + J ; //Here: Mv is the number of vertex DOF, and (p-l)*(e-l) is the //number of edge-internal DOF assigned to previously visited edges.



1



else { //(incompatible orientations - - the ordering of local DOF is reversed) Elem[ell .edge_dof[eel [p-J] := Mv + (p-l)*(e-l) + j ;



1
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//Higher-index element adjacent to the edge EdgeListLe]: e2 = EdgeList [el . e2; if (e2 > -1) then { //Perform now the same operations as for Elemcell above ... Deallocate EdgeList



+



The distribution of the remaining M q ( p - 1)2 M,(p element interiors is simpler:



-



l ) ( p - 2)/2 bubble DOF to



Algorithm 4.5 (Enumeration of bubble DOF) bubb-dof-count := Mv + (p-l)*Me; //Number of previously assigned DOF f o r m = 1,2,. . . , M do { if (Elem[ml.nv == 4) then { / / K T , , is a quadrilateral for i = 1,2,. . . , (p-l)*(p-l) do { bubb-dof-count := bubb-dof-count + 1; Elem [ml .bubb-dof [il := bubb-dof-count;



1



}



else { / / K m is a triangle do { for i = 1 , 2 , . . . , (p-l)*(p-2)/2 bubb-dof_count : = bubb-dof.count + 1 ; Elem [m] . bubb-dof [i] := bubb-dof_count;



1



1



1



The connectivity arrays Elem [ml .vert-dof,Elem [m] .edge-dof and Elem [m] .bubb -dof on all elements K , E Th,, are now ready. The connectivity algorithms can be written without storing the edge orientation flags Elem [ml .o explicitly. The reader can remove them after getting more familiar with the algorithm. EXAMPLE 4.5



(Connectivity arrays)



Consider a mesh consisting of four quadratic Lagrange elements as shown in Figure 4.23. Let the reference maps be chosen in such a way that the lower-left vertex of the reference domain always is linked to the lower-left comer of the physical element. If we consider, for example, a problem with homogeneous Dirichlet boundary conditions, then the dimension of the space VlL,,equals 8, and the basis functions are enumerated as shown in Figure 4.26.



4.3.9



Assembling algorithm for QPIPP-elements



The extension of Algorithm 4.2 to the Q”lPrJ-meshes is not complicated. Let us consider the same setting as in Paragraph 4.3.9, i.e., the model problem (4.2) with homogeneous Dirichlet boundary conditions. Moreover we assume that the simplifying conditions on the data formulated in Paragraph 4.1.5 are met. The following constants stay unchanged on all elements K,, 1 5 m 5 111: The Jacobian
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Enumeration of basis functions for a simple mesh consisting of four second-order nodal elements. Figure 4.26



Elem[rn]. J ac



:=I



JK,,, 1,



and the entries of the inverse Jacobi matrix @!"'



Elem[m] .inv.j [r] [n] :=_ _ .



ax,,



for all 1 5



71,T



5 d.



The four-dimensional array MESI-Qis extended to cover all combinations of shape functions on the reference domain K q ,



where p1,p2,.. . , p(p+1)2are the four vertex functions (4.35) associated with the nodes (4.30), followed by the 4(p - 1) edge functions (4.36) related to the nodes (4.31) for each edge e l , e 2 , . . . ,e4, and by the ( p - 1)' bubble functions (4.37) corresponding to the interior nodes (4.32). All these shape functions were uniqely enumerated. The array MESI-Tis extended to



stand for the three vertex functions associated with the where p1.p2, . . . , p(p+l)(p+2)p nodes (4.46), followed by the 3 ( p - 1)edge functions related to the nodes (4.47) for each edge e l , e2, e3, and by the ( p - 1)( p - 2)/2 bubble functions corresponding to the interior nodes. In the same way the master element mass integrals MEMI are extended to cover all combinations of the shape functions. The functions double SMC(Elem,k,l,m,MESI_Q,MEMI_4) and double SMC(Elem,k,l ,m,MESI_T,MEMI_T), that calculate the stiffness matrix contribution (4.24), stay unchanged. The assembling algorithm is analogous to Algorithm 4.2, only now it covers all combinations of the shape functions on the reference domain.
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Algorithm 4.6 (Assembling algorithm for higher-order Lagrange elements)



+



N



+



+



:= A f t , ( p - 1)Mc ( p - l ) * A l , ( p - l ) ( p - 2)/2Af,; //Set the stiffness matrix S zero: := 0 ; for i = 1,2, . . . , N do for j = 1,2, . . . , N do S[il[jl //Set the right-hand side vector F zero: for i = 1,2,.. . ,N do F[11 := 0 ; //Element loop: for m = 1,2,. . . ,M do { //Loop over vertex test functions: for i = 1,2,.. . ,ElemEm] .nv do { //Index of the vertex test function u7),, E L5L,r) / / ( r o w position in S ) ml : = Elemlm] .vert_dof[i] ; //Loop over all vertex, edge and bubble basis functions: //(Filling the mlth row of //l. loop over vertex basis functions: if (ml > -1) then for j = 1,2,. . . , Elem[ml.nv do { //Index of the vertex basis function ?J,,,> E vh.,, //(column position in S ) m2 : = Elem[ml .vert.dof [J] ; if (m2 > -1) then { if (ElemIm] .nv == 4 then { S [ml ,m21 := S [ m l ,m2] + SMC(Elem, i,J ,m,MESI_Q,MEMI.Q) ;



s)



1



else { S[ml,m21



:=



}



Slml,m21 + SMC(Elem,i,j ,m,MESI_T,MEMI.T);



} } //End of loop over vertex basis functions



//2. loop over edge basis functions: if (ml > -1) then for j = 1,2,. . . ,Elem[ml.nv do { for k = 1,2,...,p-1 do { //Index of the edge basis function o , , ~E~V/,,T, //(column in S ) m 2 := Elemlml .edge_dofCjl [kl ; if (m2 > -1) then { if (Elem[m] .nv == 4 then { S[ml,m21 := S[ml,m21 + SMC(Elem,i,4+j,m,MESI.Q,MEMLQ);



}



else { S [ml ,m2]



1



1



1



:=



S [ml ,m21



+



SMC (Elem,i ,3+j ,m ,MESI-T,MEMI-T) ;



} //End of loop over edge basis functions / / 3 . l o o p over bubble basis functions: if (Elemlml .nv == 4 then { if ( m l > -1) then for k = 1,2,. . . , (p-l)*(p-l) do { //Index of the bubble basis function I , , , ) ~ E !l/,,J, //(column in S ) m2 : = Elem [ml .bubb-dof [kl ; S I m l ,m21 : = S [ m l ,m21 + SMC (Elem,i ,4+4*(p-1) +j ,m,MESI.4, MEMI-Q) ;



1



}



else { if ( m l > -1) then for k = 1,2,. . . , (p-l)*(p-2)/2 do { //Index of the bubble basis function I ' , , , ~E b;t,f, //(column in S ) m2 : = Elem l m l .bubb-dof[kl ; S [ml ,m2] : = S [ m l ,m2] + SMC(Elem, i ,4+4*(p-1)+j, m , MESI-TIMEMI-T) ;
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1



} //End of loop over bubble basis functions



//Now the m l t h row of the stiffness matrix S is filled. //Contribution of the vertex test function v,,,~ to the right-hand side F : if ( m i > -1) then { F[mi] : = Flml] + Elem[m] .jac*sg f'")(E)p7'7(E)d6;



I



} //End of loop over vertex test functions



//Now the hf,. rows in the linear algebraic system S Y = F //corresponding to all vertex basis functions of the space Vir.,, //are filled. //Next fill the rows of S Y = F corresponding to all edge test functions: //Loop over edge test functions: for i = 1,2,. . . ,Elem Em1 .nv do { f o r 1 = i,2,...,p-ido { //Index of the edge t e s t f u n c t i o n ? J ~ E~ E'h.IJ ~ , //(row in S ) m i : = Elemiml . edge-dof[i] ClI ; //Loop over all vertex, edge and bubble basis functions: ... //Contribution of the edge test function ? + , l l to the right-hand side F : if ( m i > -1) then { Flml] := F[mll + Elemlml . jac*sg f'"')(E)p$'(c)dE;



I



I



} //End of l o o p over edge test functions //At last fill the rows of S Y = F corresponding to all bubble test functions: if (Elemlml .nv == 4 then { for k = i,2,. . . , (p-i)*(p-i) do { //Index of the bubble t e s t f u n c t i o n ZI,,~,E V),.r, //(row in S ) mi := Elem Iml .bubb-dof[kl ; //Loop over all vertex, edge and bubble basis functions: ...



1



1



//Contribution of the bubble test function v,,,! to right-hand side F : F b l l := F h l l + ElemCmI .jac*sA-f'"'(E)p~.(E) dc;



else { for k = i,2,. . . , (p-l)*(p-1)/2 do { //Index of the bubble t e s t f u n c t i o n o , , , ~ E \'I,.,, //(row in S ) mi := Elem [ml .bubb-dof [kl ; //Loop over all vertex, edge and bubble basis functions: ... //Contribution of the bubble test function ?I,,,! to right-hand side F : F[mil := F[mi] + Elem[ml. jac*JI\ f('")(



vl,p.



Here {vl.vz, . . . ,V N } is the finite element basis of the space Since the interpolation is done in a Hilbert space setting, there are at least three basic interpolation options with different quality and cost: I . Best interpolant minimizing the norm li(u0 - G) - Ut3,p,ollv, is obtained via the global orthogonal projection of q1- G onto the space In this case, one has to solve a system of N = dim(v,.,) linear algebraic equations of the form (2.82),



2. Projection-based interpolant that combines the Lagrange interpolation of vertex values with the orthogonal projection on the edges and in the element interiors. The
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one-dimensional version of this technique is simple (see Section 2.82), but in 2D it involves the nontrivial space which exceeds the scope of this text (see, e.g., [ 1 1 11 for details). This technique only involves the orthogonal projection locally, and therefore it is faster but less accurate than the full orthogonal projection. 3. Lagrange nodal interpolant. This is the fastest but at the same time the least accurate technique. One proceeds as described in Paragraph 4.1.8 for Q1/P'-meshes and in Paragraph 4.3.10 for meshes consisting of higher-order QP/Pp-elements. Evaluation of the vector Y ( t ) In most computations the mass matrix M is not inverted explicitly since M-' is a large dense matrix. Instead, one usually resolves Y ( t ) from a system of linear equations M Y @= ) B



(5.14)



with the right-hand side



B



= F ( f )- S Y ( f ) .



Iterative matrix solvers perform efficiently on the system (5.14) since the mass matrix M is well-conditioned (usually much better than the stiffness matrix S ) . It is worth mentioning that certain spectral element methods yield a diagonal mass matrix M (see, e.g., [69]).



5.1.5 Autonomous systems and phase flow The notions of autonomous system and phase flow will be used frequently in this chapter. By the symbol



Y ( X " .t , to) we denote the solution Y ( t )to (5.1 1) at the time t



(5.15) E



R, starting from the initial vector = 0.



X " E RN and initial time to E R.Without loss of generality, we can assume that to In the special case of autonomous systems, Y ( f= ) *(Y)



(5.16)



the time only enters relatively via time differences, and therefore one can leave out the initial time to from (5.15). Then the symbol



Y ( X .At)



(5.17)



is used to denote the solution to (5.16) starting at X E RN after the time-increment At. Autonomous systems occur frequently in practice (for example, if coefficients and data to a parabolic PDE do not depend on time explicitly) and they are the basis for the stability analysis of numerical methods for ODES (to be discussed in Section 5.3). Under the assumption that the solution Y ( t )exists for all t E R,the R N + RN transformations



FAtX



= Y ( X .A t )



for all X E R N . At E R
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form a one-parameter Abelian (commutative) group. This group [and sometimes also the function y ( X , At) itself] is called phase flow of equation (5.16). The corresponding binary operation '*' is the continuation,



The identity element of the phase flow is the identity transformation FOX



= Y ( X .0 ) =



x



for a11x E I R ~ .



and the inverse element to FA'is defined as the reader expects,



The verification of the associativity law,



is left to the reader as a simple exercise. 5.2



SELECTEDTIME INTEGRATION SCHEMES



There exist many excellent papers and books on the numerical solution of ODEs, and numerous sophisticated ODE packages can be downloaded from the Internet. However, one should not think that all important problems in the theory and numerics of ODEs have been solved. On the contrary: Significant progress has been made recently in the development of new methods and in understanding of the existing ones, and the numerical solution of ODEs continues being a very active research area. The initial-value ODE problems resulting from the MOL exhibit specific features that have to be considered when selecting an appropriate ODE solver. Often, stiffness makes the application of explicit schemes prohibitive and requires implicit methods. The ODE solver should be of a higher order of accuracy: Higher-order schemes are preferable even for lower-order spatial discretizations because of their efficiency. Third, the increasing popularity of self-adaptive finite element schemes prefers one-step ODE solvers. Summing up, higher-order implicit one-step methods are one of the nowadays' most popular choices. In Paragraph 5.2.1 we introduce the general concept of one-step methods and define their consistency and convergence. Paragraph 5.2.2 begins with the explicit and implicit Euler methods, and it describes their application to the initial-value ODE system (5.1 I ) , (5.12) with emphasis on the case with the linear right-hand side (5.10). The concept of stiffness is discussed in Paragraph 5.2.3, and a discussion of modern explicit one-step Runge-Kutta (RK) methods for nonstiff problems is given in Paragraph 5.2.4. A feasible algorithm for automatic adaptivity based on embedded RK methods is described in Paragraph 5.2.5. General (implicit) RK methods are discussed in Paragraph 5.2.6.
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One-step methods, consistency and convergence



The general one-step method for equation (5.1 1) calculates an approximation Xt'nt of the solution at the time t At using the approximation X at the time t and a time step At. This can be expressed using the notation



+



X'+at = & ( X .t , At).



(5.18)



Analogously to the continuous case (5.17), in autonomous systems of the form (5.16) one can drop the temporal variable t and define



XAt= € ( X .At).



(5.19)



The function & sometimes is referred to as the discrete phase flow of the autonomous system. Consider a finite time interval (0, T ) ,and introduce its partition 0 = to < tl < t 2 < . . . < t~ = T , where t k is the lcth temporal level and At, = tk+l - tk the kth time step, k = 0 , 1 , . . . , K - 1. Then the one-step method (5.18) starting at the initial condition Y o = Y ( 0 ) creates an approximation of the exact solution Y ( t )= y(Yo,t,O) of the problem (5.1 I), (5.12) in the form of a sequence of discrete states Y l ,Y 2 . .. . , Y Kat the times t l ,t 2 , . . ., t ~ :



Y 1 = &(Yo,O,At,), Y 2 = &(Y'.tl,At,).



(5.20)



Y K = &(yK-',tK-l,ntK-l) The consistency error of the one-step method (5.18) is defined naturally as the difference between the approximation and the exact solution to (5.1 1) after one time step, when starting from the same state X . The following definition expresses this difference using the functions 3' and €.



Definition 5.1 (Consistency error) The consistency error of the one-step method (5.18)at X E RN and t > 0 for sufficiently small At > 0 is defined as E ( X t, , At) = y ( X ,t , At) - E ( X ,t , At). In order to distinguish between the lowest- and higher-order time integration schemes, it is natural to define the order of consistency.



Definition 5.2 (Order of consistency) The order of consistency of the one-step method (5.18)equals p if



E(X, t , At) = O(ntp+l)



(5.21)



holds for sufficiently small At locally uniformly for all X and t. The method is said to be consistent if its order of consistency p is at least one. The following result is frequently used in the numerical analysis of ODES:



174



TRANSIENT PROBLEMS AND ODE SOLVERS



Lemma 5.1 (Consistency of one-step methods) Assume that the function E is continuously differentiable in the variable At f o r all suflciently small 0 < At 5 At*. Then the one-step method (5.18) is consistent if and on1.v if there exists an increment function $ ( X ,f , At) continuous in t f o r all X , such that O ( X .t . 0 ) = @ ( X t, ) and € ( X .t , At) = X



+ A t $ ( X ,f . At)



Proof: Based on the Taylor expansion of the functions Y and € (see, e.g., [25]). Naturally, one wants to analyze whether and when the approximate solution approaches the exact one as the time step converges to zero. For this purpose we define the discretization error and convergence of one-step methods:



Definition 5.3 (Discretization error) Assume that the system (5.I I ) , (5.12) has an exact solution Y ( t )in the interval (0, T ) . Consider a partition 0 = t o < tl < t 2 < . . . < t K = T and let Y o Y , 1 .,. . , Y be the approximate solution obtained by means ofthe one-step method (5.18). The discretization error is defined as Edt



=



max



k=1.2 ...



.K



IjY(tk) -



Yq.



The symbol d t stands f o r the diameter of the time partition,



dt



=



1nax ( t k k=1.2. .K



- tL-1)



The notion of convergence of the general one-step method (5.18) is defined as follows:



Definition 5.4 (Convergence) The one-step method (5.18) is said t o be convergent with 2 1 ifthere exists a con.stant df* > 0 such that



the order p



for all temporal partitions of the interval (), T ) whose diameter dt 5 dt*.



The following theorem is the basic convergence result for one-step methods:



Theorem 5.1 (Convergence of one-step methods) Let E ( X ,t , At) be a one-step method t , At) is locally Lipschitz-continuous in the variable X . whose increment function $(X,



Assume that along a trajectory



the consistency error sati$es



Y ( t + At) - & ( Y ( tt), A , t ) = O(Atp+'). Then the one-step method is convergent to Y ( t )with the order p.



Proof: The proof is based on Lemma 5.1. See, e.g., [25]. The simplest concrete examples of the general one-step method (5.18) are the explicit and implicit Euler methods.
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Explicit and implicit Euler methods



Euler methods are the oldest and least sophisticated ODE solvers. The explicit Euler method is popular because of its very simple implementation and minimum overhead cost, but it also is known to be unstable unless the time step is extremely small. The implicit Euler method is more stable, but for nonlinear ODES it requires the solution of a system of nonlinear algebraic equations in every time step. In the case of linear ODES the application of both the explicit and implicit Euler schemes is equally simple. Explicit Euler scheme The explicit Euler method is obtained by approximating the temporal derivative in (5.1 1) by the forward time difference,



and leaving the right-hand side of (5.1 1) on the kth temporal level. In this way one obtains



YO = Y(to), Yk+' = Y k+ A t k * ( y k , t k ) ,



(5.22) (5.23)



which is a one-step method of the class (5.18),



E ( X ,t , At) = X



+ At*(X, t )



Since @ is continuous, this method is evidently consistent with the order p = 1 in the sense of Definition 5.2. If the right-hand side * ( Y ,t ) is locally Lipschitz-continuous in the variable Y .the increment function



satisfies the assumptions of Theorem 5.1, and therefore the one-step method is convergent with the order p = 1. It follows from (5.10) that on each time level one obtains a system of linear algebraic equations of the form



MYki' = B k ,



(5.24)



where



The presence of the mass matrix M on the left-hand side of (5.24) is not very pleasant for an explicit method, since the time step is very small and the system (5.24) has to be solved many times. Therefore, in practice M sometimes is truncated to its diagonal,



M



= diag(mll,m22,. . . , ~ N N ) .



This operation is called mass lumping.



(5.25)
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Limitations The truncation (5.25) produces a higher-order temporal error term that often can be neglected with a low-order FEM discretization in space. Generally it is not practical to combine low-order ODE schemes with higher-order FEM. As we said above, the explicit Euler method is known to be unstable unless the time step At is very small. For parabolic problems, the theory says that At must be proportional to the square of the volume of the smallest element in the mesh, i.e., At



= O(Ah2).



(5.26)



This criterion makes the explicit Euler method extremely time-consuming and almost impossible to combine with spatial adaptivity, where Ah + 0. The situation is less severe in the case of hyperbolic problems, where the criterion (5.26) is replaced with the less constraining CFL condition (see, e.g., [52, 771 and [78]),



At = O(Ah). The stability of one-step methods will be discussed in more detail in Section 5.3.



Implicit Euler scheme The implicit Euler method is obtained by approximating the temporal derivative in (5.1 1) by the backward time difference,



and assuming the right-hand side of (5.1 1) on the (X: + 1)th time level. The ODE problem (5.1 I), (5.12) yields a discrete system



Y0



=



Yk+ l =



Y(t"). Y k+ Atk+(Y"+'.th +At,),



(5.27)



In general the function @ is nonlinear and requires a special treatment (such as, e.g., some sort of fixed point or Newton's method). However, the linearity of the model problem (5.1) yields yk+l -y k



M



At,



= F ( t k + l )-



SY"+I,



and as a result, the system one has to solve on each time level is linear, (5.28) Here



SI; M 1



+ AtkS



and



B"" = A t k F ( f l ; + l )+ M Y ' .



(5.29)
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Stability and accuracy It is well known that the implicit Euler scheme is absolutely stable, i.e., it works with any size of the time step (this will be discussed in more detail in Section 5.3). One should not forget that this method only is first-order accurate. In most cases the performance of iterative matrix solvers deteriorates when the time step Atk grows too large, since usually K ( M )



0 such that



E;' E BO(YO). In addition, i f there exists a



f o r all perturbed initial states E;" E Bh1,(YO), the solution Y ( t )is said to be asymptotically stable at ( Y O , to). In such case we say that su$ciently small perturbations of the initial state are "damped out". Solution Y ( t ) is unstable i f it is not stable. An ODE is called stable i f i t has a stable solutionfor all initial conditions ( Y ot,o ) .



In other words, the function Y of an ODE is said to be stable (in the sense of Ljapunov) if small changes of the initial state cannot cause excessive changes in the temporal evolution. An analogous definition can be formulated for the stability in the backward direction. It can be shown that a solution Y ( t )that is asymptotically stable in the forward direction is unstable in the backward direction. The notion of stability is invariant under the choice of the norm 11 . 11 in R N , since all norms in finite-dimensional spaces are equivalent (Definition A.34, Theorem A.5).



5.3.1



Autonomization of RK methods



The stability of numerical methods for ODESis analysed in the context of linear autonomous systems of the form Y(t)



=



Y(0)



=



AY(t), YO,



(5.49)



where A E R N x N is a constant real (or complex) matrix. But, does the study of the autonomous system (5.49) have some relation to the original nonautonomous system (5.1 I), (5.121, (5.50) The answer is yes. It is well known that the system (5.1 I), (5.12) can be autonomized by defining a new (augmented) state variable



The ODE system is changed accordingly to (5.51)



Z(0) =



(*;' )
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Let y ( Y "t,, 0) describe the evolution of the original system (5.50) and the function 2 ( Z 0 ,t : 0) the evolution of the autonomized system (5.51). Then y and 2 are equivalent if the condition



(5.52) is satisfied. It seems not to be widely known that virtually all RK methods that are used in practice account for this equivalence by producing identical results when applied to the systems (5.50)and (5.5 1). Such RK methods are said to be invariant under autonomization. However, the fulfillment of (5.52) is not automatic:



Lemma 5.4 A general (b,c, A )RK method (5.44)is invariant under autonomization ifand only if it is consistent and S



c, =



CazJ,for all i = 1 , 2 , . . . ,s.



(5.53)



J=1



w



Proof: See, e.g., [25].



It is customary to use the notation ( b ,A) for RK methods with the property (5.53). The formalism of Butcher's arrays reveals easily that all the explicit and implicit RK methods presented until now (including both the explicit and implicit Euler methods), were invariant under autonomization. Without loss of generality, we restrict ourselves to RK methods invariant under autonomization also in the rest of this chapter.



5.3.2 Stability of linear autonomous systems The invariance of RK methods under autonomization justifies the study of their performance on the linear autonomous system (5.49). It is well known that in this case the exact solution has the form



Y ( t )= y ( Y Ot), = exp(At)Yo,



(5.54)



where the matrix exponential exp(At) is defined via the absolutely convergent series



(5.55) For every A E R N x Nthis series converges locally uniformly in R,i.e., uniformly in all T), T E R (for a proof see, e.g., [25]). finite intervals (-T, Because of (5.54) and ( 5 . 5 3 , the complex exponential function exp(z), z E @, is called the stability function of the linear autonomous system (5.49). We will see in Paragraphs 5.3.3 and 5.3.4 that explicit and implicit one-step methods of the order p are based on its pth-degree polynomial or rational approximation of the form exp(z) = R ( z )



+ O(zp+'),



(5.56)



respectively. The following theorem characterizes the stability of the matrix exponential exp(At) in terms of the eigenvalues of A . Recall Definition A.18 of the spectrum a ( A ) .
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Theorem 5.2 The linear autonomous ODEsystem (5.49)is stable ifand on1.v ifthefollowing two conditions are met:



I . Re(X) 5 0 f o r all X E a ( A ) , 2. All eigenvalues X E a ( A )such that Re(X) = 0 have index exact1.v one. (The index of an eigenvalue is the size ofthe associated Jordan blocks in the Jordan canonical form of the matrix A). The system is asymptotically stable ifand only i f R e ( X ) < Ofor all X E a ( A ) .



Proof: See, e.g., [25]. The reader can see that neither the stability nor the asymptotical stability of the solution Y ( t )to linear autonomous systems depend on the initial condition Y o .



5.3.3 Stability functions and stability domains In practice we need to know to what extent the discrete phase flow & of a given one-step scheme,



Y"+' = & ( Y ,At,), ,



(5.57)



preserves the stability of the continuous phase flow y to the original autonomous ODE problem. For this we need to introduce the notion of stability domains for both functions y and &. Typically, these two stability domains are different, and the numerical method is stable in their intersection. For simplicity let us begin with a scalar version of the linear autonomous problem (5.49) of the form



where 0



#



Y(t)



=



Mt),



do)



=



Yo,



t E (O,m),



(5.58)



X E C is a constant. By Theorem 5.2 the function ~ ( xt ), = exp(tX)z



(5.59)



is stable if Re(X) 5 0. This motivates the following definition:



Definition 5.6 (Stability domain of y ) Let the ContinuousphaseJlow have theform (5.59). Then the stability domain of



y



is the set



Sezp= { z E @; R e ( z ) 5 O } .



(5.60)



Now let us look at the stability domains of the explicit and implicit Euler methods:



Explicit Euler method The approximation of y(t) step At has the form



=



y ( y o , t ) with a constant time



+ AtX)yo, + AtX)y' = (1 + AtX)2yo, (1 + AtX)y2 = (1 + AtX)3y0,



y1



=



(1



y2



=



(1



y3



=



(5.61)
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Hence the discrete phase flow & can be written as



&(x,At) = R(AtX)z.



(5.62)



where the affine polynomial R ( z ) , ~ ( z=) 1



+ z = exp(z) + 0 ( z 2 ) ,



(5.63)



is said to be the stability function of the explicit Euler method. The function R ( z ) is a consistent approximation of exp(z) in the sense of the following definition.



Definition 5.7 We say that a rational appro.ximation R ( z ) of the complex exponential exp(z) has consistency order y if exp(z) = B ( z ) The function R ( z )is said to be consistent i f p



+ O(zJ’+l)



2 1.



As the reader may expect. the consistency order of the stability function R is tightly related to the consistency order of the function & (in the sense of Definition 5.2). This will be formulated precisely in Lemma 5.6. The stability requirement lini y” = 0.



n-x



applied to the method (5.61 ), yields the stability condition 11



+ AtXl



< 1.



This is equivalent to the well known time step restriction for the explicit Euler method,



-2Re(X)



At < -.



(5.64)



/XI2



In the real case (0 # X E R)condition (5.64) reduces to



At 
 5 even, the explicit formulae of the bubble functions wk (



226



BEAM AND PLATE BENDING PROBLEMS



Conditioning in the HA -product Despite the Laplace operator is not present in the Euler-Bernoulli beam model explicitly, it may be involved in more general fourth-order problems. This is the case, for example, with the equation A(bAu) - V(cVu) = f . This equation, when equipped with the boundary conditions (6.1 I), has the weak form



Hence, in this case the condition number of the resulting stiffness matrix also depends on the conditioning of the shape functions in the Hi-product (6.34). For reference, the corresponding comparison is shown in Figure 6.16.
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Figure 6.16 Conditioning of the higher-order shape functions in the HA-product (6.34). The hierarchic shape functions (6.36) are not optimal anymore, but they still are better than the other three choices for p 2 7.



It follows from Figure 6.16 that (a) surprisingly, the equidistant nodal points perform better than the Chebyshev points for 7 5 p 5 11, and (b) for every p 2 7 the hierarchic shape functions give the best result. 6.3.4



Basis of the space



V&



With suitable shape functions on the reference domain K, in hand, the basis functions vl, v2,.. . , v~ of the space Vh.pc Hi(R) can be designed. We shall work work with the hierarchic shape functions W O ,w1,. . . in what follows. Assume a bounded domain R = ( a ,b ) c R and a finite element mesh 7 h , T )consisting of A4 2 1 Hermite elements K,on subintervals K , = ( ~ ~ - z1 t,) ,equipped with arbitrary
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polynomial degrees 3 5 p , = p(K,). The space V,,* was defined in (6.20), %p



{v E cl(n);u(a)= v(b)



-



WIK,



= v’(a)= v’(b) = 0;



(6.38)



E P”(K7)).



It is easy to calculate the dimension of this space,



N = dim(Vk,,) = - M



-



nr 2+ c p , .



(6.39)



t=l



In view of Definition 6.1, the basis functions are split into vertex and bubble functions. Vertex basis functions: The vertex functions are associated with the internal grid points x,, z = 1 . 2 , . . . , M I ,and they always extend over two adjacent elements K , and IY,+~. A first set of M - 1 vertex functions o?(’’~)represent the function values, (6.40)



The other M



-



1 vertex functions u:””) represent the derivatives,



(6.41) _ translates ,wg The delta property (6.28) of the cubic Hermite shape functions wo, w1 , _ _ into



and



Bubble basis functions: On every element Kt we define pt b



217,k= wk.



-1



ICK,.



-



3 bubble functions



x € K , , k = 4 . 5 , . . . ,p,.



(6.42)



In the nodal higher-order case the bubble functions are defined by



u : = ~ Ok-2 o xi:, x E K,, k = 4 , 5 , . . . ,p,. where $k are the bubble shape functions associated with the Lagrange degrees of freedom at thep, - 3 nodal points -1 < y2 < y3 < . . . < yp,-2 < 1.



Lemma 6.2 Functions (6.40)-(6.42) belong to C‘ (O), andform a basis of the space (6.38).



Proof: This is clear from their construction.
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6.3.5 Transformation of weak forms to the reference domain



For the element-by-element assembling algorithm, the approximate weak formulation (6.23) needs to be written as a sum over all elements,



y, m=l j=1



IK



bAv, Av, dx



f v , dx



=



for all i = 1 . 2 , . . . , N.



(6.43)



rlL



Every integral in the sum is transformed to the reference domain K, via the Substitution 1 5 m 5 A I , and the standard one-dimensional Theorem. Consider a mesh element K,,, affine reference map ZK,,, : K, + K,,, defined in (2.37). Assume that the Jacobian JK,,, > 0 for every KTrL. With the notation from Paragraph 2.4.3,



one has



and further



1



Aii,(.r)= ~ A f i , ' " " ( ( ) . TJK?,,



.T = TI



that is used to distinguish between the Lagrange and Hermite shape functions in the assembling algorithm:



Algorithm 6.2 (Assembling algorithm for Hermite elements in 1D) //Calculate the dimension of the space V,,,,:



N : = -2 M; for m = 1,2, . . . ,M do N := N + Elem[ml.p; ~



//Calculate the value of ElemIml .jac for ail elements K,,, for m = 1,2,..., M do Elem[ml.jac := (zm- ~ , , ~ - 1 ) / 2 ; //Set the stiffness matrix S zero: : = 0; for i = 1,2, . . . , N do for j = 1,2,..., N do S[il[jl



m = 1,2,.. ,hl:
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//Set the right-hand side vector F zero: for i = 1 , 2 , . . . ,N do F[iI : = 0; //Element loop: for m = 1 , 2 , . . . , M do { //Loop over vertex test functions: for i = 1,2,. . . , 4 do { //If > -1, this is index of a test function 1 ),,,, E 1; ,.,,. //i.e., r o w position in S: ml : = Elem[ml .vert.dof [i] ; //Loop over vertex basis functions: if (mi > -1) then for j = 1,2,.. . ,4 do { //If > -1, this is index of a basis function I * , €~ b',t,p. ~ ~ //i.e., column position in S: m2 := Elem[m] .vert_dof[j] ; if (m2 > -1) then { //Multiply each Hermite shape function with an extra Jacobian: jac := ElemIm]. jac; jactb := Jac (Jac,i) *Jac (jac ,j ) ; ~[mll[m2I := ~[rniI [m2I + jactb*MESI[il [jI/jac:';



1



} //End of inner loop over vertex functions



//Loop over bubble basis functions: for j = 1,2, . . . ,Elem[ml.p-3 do { m2 := Elem [m] . bubb-dof[j1 ; if (m2 > -1) then { jac := Elemlml . jac; S[mll Cm21 : = S[mlI [m21 + Jac(jac,i)*MESI[il



1



[j+41/jac3;



} //End of inner loop over bubble functions //Contribution of the vertex test function 7 1 , , ~ , to the right-hand side F : if (mi > -1) then { jac := Elem[ml .jac; FLmll := FLmll + Jac(jac, i) */,i,> IJk-,,,If""(E)ur- I ( E ) dE;



1



} //End of outer loop over vertex functions



//Loop over bubble test functions: for i = 1,2,. . . , Elem[ml.p-3 do { ml : = Elem [m] .bubb-dof [i] ; //Loop over vertex basis functions: if (ml > -1) then for j = 1 , 2 , . . . , 4 do { m2 : = Elem [m] .vert _dof[j1 ; if (m2 > -1) then { jac : = Elem[ml .jac; S[ml] [m2] : = S[ml] [m2] + Jac(jac,j)*MESI[1+41



1



[jI/jac:';



} //End of inner loop over vertex functions //Loop over bubble basis functions: if (ml > -1) then for j = 1,2, . . . , ElemLm1.p-3 do { m2 := ElemZm] .bubb_dof[jl ; if (m2 > -1) then S[mll [m21 := S[mll Em21 + MESI[i+41 [j+41/Elem[ml .jac3; } //End of inner loop over bubble functions //Contribution of the bubble test function L ' , , , ~ to the right-hand side F : if (mi > -1) then F[mll := F[mll + ,f, 
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