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Welcome to our third edition of Xilinx Embedded Magazine. As we prepared this issue, the theme for this year’s Embedded Systems Conference – “Five Days, One Location, Endless Possibilities” – resonated with the array of potential articles. Simply stated, we seemed to have endless possibilities for our embedded solutions to choose from and to share with you. To capitalize on this theme, our ease-of-use initiative continues with Xilinx® Platform Studio and the Embedded Development Kit (EDK), as we recently released our latest version, 8.1i. This comes on the heels of EDN’s recognition of our 32-bit MicroBlaze™ soft-processor core as one of the “Hot 100 Products of 2005.” Taken together, the MicroBlaze core, the industry-standard PowerPC™ core embedded in our Virtex™ family of FPGAs, and a growing list of IP and supported industry standards offer more options than ever to create, debug, and launch an embedded system for production. The latest version of our kit serves one of the greatest appeals that the embedded solution holds for our FPGA customers – to create a “just-what-I-needed” processor subsystem that “just works.” In so doing, our customers can concentrate on the added value that differentiates their products in their marketplace. Here again, “endless possibilities” resonates with unlimited design flexibility.



In this issue of Embedded Magazine we offer a collection of diverse articles unlocking the endless possibilities with Xilinx platforms. We welcome industry icon Jim Turley and his clever insight regarding shifts in the embedded industry with his article “Change Is Good.” In addition, our partners Echolab, Impulse, PetaLogix, Poseidon, Teja, Avnet, and Nu Horizons highlight their latest innovations for our embedded platforms. Our own experts provide tutorials on the latest release of EDK 8.1, along with a background look at the newly launched Xilinx ESL Initiative.



Xilinx, Inc. 2100 Logic Drive San Jose, CA 95124-3400 Phone: 408-559-7778 FAX: 408-879-4780 © 2006 Xilinx, Inc. All rights reserved. XILINX, the Xilinx Logo, and other designated brands included herein are trademarks of Xilinx, Inc. PowerPC is a trademark of IBM, Inc. All other trademarks are the property of their respective owners. The articles, information, and other materials included in this issue are provided solely for the convenience of our readers. Xilinx makes no warranties, express, implied, statutory, or otherwise, and accepts no liability with respect to any such articles, information, or other materials or their use, and any use thereof is solely at the risk of the user. Any person or entity using such information in any way releases and waives any claim it might have against Xilinx for any loss, damage, or expense caused thereby.



Join us as we plumb the depths of these exciting new embedded solutions. I’m sure you’ll find our third edition of Embedded Magazine informative and inspiring as we endeavor to help you unlock the power of Xilinx programmability. The advantages are enormous, the possibilities … endless!



Mark Aaldering Vice President Embedded Processing & IP Divisions
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New EDK 8.1 Simplifies Embedded Design Platform Studio enhancements streamline processor system development.



by Jay Gould Product Marketing Manager, Xilinx Embedded Solutions Marketing Xilinx, Inc. [email protected] After achieving an industry milestone, what’s next? In 2005, the Xilinx® Platform Studio tool suite (XPS) included in the Embedded Development Kit (EDK) won the IEC’s DesignVision Award for innovation in embedded design. The revolutionary approach of design wizards brought abstraction and automation to an otherwise manual and error-prone development process for embedded system creation. The year 2006 brings a new version 8.1 update to the Platform Studio tool suite, with an emphasis on simplifying the development process and providing a more visible environment. The result is a shortened learning curve for new users and an even more complete and easier-to-use environment for existing designers. 6
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Xilinx has updated the main user interface of Platform Studio to provide an intuitive feel for both hardware and software engineers ... Just getting a complex design started can take a significant amount of time out of a critical schedule, so Xilinx started with a premise that the first steps to a working core design should be automated. The Xilinx Base System Builder design wizard within the Platform Studio tool suite provides a step-by-step interface to walk you through the critical first stages of a design. Design wizards are a great innovation because they can provide a quick path to a working core design even if you have minimal expertise. The “smarter” the install wizard is, the fewer issues occur, and the less experience you need to have. Pre-configured hardware/software development kits are also extremely valuable for getting a design “off the napkin” and into a quick but stable state. Xilinx hardware/software development kits provide working hardware boards, hardware-aware tools, and pre-verified reference designs. The benefit here is that you can power up hardware, download a working design to a board, and start investigating a “working” core system in a very short period of time, skipping past the delays and complexities of debugging new hardware, new firmware, and new software all at the same time.



A majority of the embedded design cycle, before full system verification, is spent iterating on the core design, incrementally introducing new features, adding individual capabilities, and repeatedly debugging after each step. Because this is excessively tedious and time consuming, this stage should be as easy and streamlined as possible. Version 8.1 has a focus on making common (and repetitive) tasks simple and intuitive, benefiting both new and existing users. All Users Benefit from V8.1 Xilinx has updated the main user interface of Platform Studio to provide an intuitive feel for both hardware and software engineers, making multiple views and customization easy for all. The integrated development environment (IDE) in Figure 1 displays a wide array of information, but also allows you to filter views and customize the toolbars. The left-hand pane provides an industry-standard “tab” method of displaying or hiding information panels on the design “Project,” “Applications,” or “IP Catalog.” Just toggle on the tab of choice to display the contents of that pane.



Figure 1 – New 8.1 Platform Studio GUI March 2006



The “Project” tab contains a variety of helpful information about the design, including specific Xilinx device selection and settings (for example, a specific Virtex™-4 or Virtex-II Pro device with one or two PowerPC™ processor cores) and project file locations (hardware and software project descriptions as well as log and report files for steps like synthesis), as well as simulation setup details. You can view software applications under the “Applications” tab, which provides access to all of the C source and header files that make up the embedded system design. This view also provides views of the compiler options and even the block RAM initialization process. The “IP Catalog” tab contains in-depth information about the IP cores created, bought, or imported for the design. Xilinx provides several scores of processing IP cores in the Embedded Development Kit software bundle as well as some high-value cores for time-limited evaluations. You can research Xilinx processor IP at www. xilinx.com/ise/embedded/edk_ip.htm. The middle panel is the “Connectivity” view, and the adjacent panel to the right of that is the associated “System Assembly” view. The connectivity view gives a clear visual of the design busing structure and also provides a dynamic tool for creating new or editing existing connections. The color-coded view quickly makes it clear – even to novice users – the specifics of the bus type and how it might relate to IP. For example, in this view, peripherals connected to the PLB (processor local bus) are presented in orange; OPB (on-chip peripheral bus) connections are green; and point-topoint connections with a processor core, in this case the PowerPC 405, are in purple. The panel “filter” buttons allow you to customize or simplify the connection views so that you can focus on specific bus elements without the distraction of other elements. Platform Studio reduces the errors that a designer might make by maintaining correct connections by construction – that is, Embedded magazine
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XPS will only display connection options for compatible bus types. This saves debug headaches with tools that allow incompatible connections. The system assembly view (see Figure 2) more clearly displays an example of dynamic system construction using a “drag-and-drop connectivity instantiation.” In the figure, the gray highlighted “opb_uartlite” IP core is selected on the left panel from the IP Catalog and has been dragged and dropped into the right assembly window, creating a new OPB bus connection option automatically; just mouse-click to connect. The views on the right also provide helpful information such as IP types for perusing and IP version numbers for project version control. Now, at a glance, you can distinguish the system structure without reading reams of documentation. However, if design documentation is what your project and team require, Platform Studio 8.1 has the powerful capability to generate full design-reference material, including a full block diagram view of the system elements and their interconnections. This automatic generation of the docs saves valuable time (instead of creating the materials manually) and reduces errors by creating the materials directly from the design. This method keeps the docs and the design accurately in sync as well as displaying a clear high-level view of the entire project. New Enhancements Help Existing Users Current Platform Studio users will be pleased to see advances in the support of sophisticated software development, IP support, and the migration or upgrades of older designs. Figure 3 is an example of what the IP Catalog tab might look like for a design, including all IP cores categorically grouped on the left-hand side by logical names. The specific IP cores will display a version number for design control as well 8
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Figure 2 – System assembly view



Figure 3 – XPS IP catalog



as a brief language description if the names are too brief for context. This view allows you to manage your old and current IP as well as future IP upgrades (more powerful versions of cores with more features but often faster and smaller in size). Additional information is available as well, such as which processor cores the IP supports. Because Xilinx offers flexible support for both high-performance PowerPC hard and flexible MicroBlaze™ soft-processor cores, it is useful to know which IP cores are dedicated to one processor, the other, or both. In fact, a right mouse-click on the IP from the catalog yields quick access to the IP change history as well as complete PDF datasheets on the specifics. Software drivers for the peripherals have a similar platform settings view for clarity, including version control and embedded OS support. When a new version of tools and IP becomes available, the upward design



migration ought to be as painless as possible. Nobody wants to reinvest design, debugging, and test time to move an older design to a newer set of tools or IP. However, there are often great advantages in new IP/tools that make it advantageous to upgrade. Platform Studio 8.1 has a migration capability (Figure 4) that steps you through a wizard to automate and accelerate the process. XPS 8.1 can browse existing design projects, flag out-of-date projects and IP cores, and then walk you though the process of confirming automated updates to the new IP and project files. The migration wizard updates the project description files and summarizes the migration changes in document form. Minimizing labor-intensive steps means that you can take advantage of new advancements without as much manual re-entering or porting of designs. Savvy software developers working on more sophisticated code applications will be happy with the enhancements to the XPS Software Development Kit IDE, based on Eclipse. The XPS-SDK has an enhanced toolbar that more logically groups similar functions and buttons while still allowing user customization.



Figure 4 – XPS design migration March 2006



Version 8.1 introduces a more powerful C/C++ editor supporting code folding of functions, methods, classes, structures, and macros, as well as new compiler advancements. This new support provides the ability to specify linker scripts and customized compiler options for PowerPC and MicroBlaze processor cores, plus a C++ class creation wizard. Combine this powerful software environment with the innovative performance profiling views and unique XPS capability of integrated hardware/software debuggers, and 8.1 users will be creating better, more powerful embedded systems in less time than ever before. Conclusion The award-winning Platform Studio has already streamlined embedded system design. Automated design wizards and preconfigured hardware/software development kits help kick-start designs while reducing errors and tail-chasing. Now that we have an industry-proven success in ramping-up the “getting started” process, it is time to improve the time-consuming and cyclical nature at the heart of the development process. Create – Debug – Edit – Repeat. Have you ever used a computer-aided tool where most of the steps were intuitive? Where you could guess what a button did before you read the manual or saw a screen in which the contents were all self-evident? EDK/XPS version 8.1 focuses on ease-ofuse improvements across the board, including enhancements to the main user interface, the software development environment (including editing and compiling), the upgrading of IP, the migrating of old projects, documenting designs, viewing and editing bus-based systems, and much more. By making common tasks simple and intuitive, we can make designing a little bit easier for experienced embedded engineers as well as those brand-new to designing with processors in programmable FPGA platforms. Use the extra time saved during the development process to innovate your own embedded products. For more information about EDK version 8.1 and all of our embedded processing solutions, visit www.xilinx.com/edk. March 2006



What’s New



To complement our flagship publication Xcell Journal, we’ve recently launched three new technology magazines: 



Embedded Magazine, focusing on the use of embedded processors in Xilinx® programmable logic devices.



 DSP



Magazine, focusing on the high-performance capabilities of our FPGA-based reconfigurable DSPs.



 I/O



Magazine, focusing on the wide range of serial and parallel connectivity options available in Xilinx devices.



In addition to these new magazines, we’ve created a family of Solution Guides, designed to provide useful information on a wide range of hot topics such as Broadcast Engineering, Power Management, and Signal Integrity. Others are planned throughout the year.



See all of the new publications on our website:



www.xilinx.com/xcell Embedded magazine
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Change Is Good Hardware designers and software designers can’t often agree, but there is a middle ground that both might enjoy.



by Jim Turley Editor in Chief, Embedded Systems Design CMP Media LLC [email protected] If you shout “microprocessor” in a crowded theatre, most people will think “Pentium.” Intel’s famous little chip has captured the public imagination to the point where many people think 90% of all the chips made come streaming out of Intel’s factories. Nothing could be further from the truth. The fact is, Pentium accounts for less than 2% of all of the microprocessors made and sold throughout the world. The lions’ share – that other 98% – are processors embedded into everyday appliances, automobiles, cell phones, washers, dryers, DVD players, video games, and a million other “invisible computers” all around us. PCs are a statistically insignificant part of the larger world – and Pentium sales are a rounding error. Take heart, embedded developers, for though you may toil in obscurity, your deeds are great, your creations mighty, and your number legion. With few exceptions, most engineers are embedded systems developers. We’re the rule, not the exception. 10
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Processors As Simulators What is exceptional is the number of different ways we approach a problem. All PCs look pretty much the same, but there’s no such thing as a typical embedded system. They’re all different. We don’t standardize on one operating system, one processor (or even processor family), or one power supply, package, or peripheral mix. Among 32bit processors alone there are more than 100 different chips available from more than a dozen different suppliers, each one with happy customers designing systems around them. Hardly a homogenous group, are we? There’s even a school of thought that microprocessors themselves are a mistake – a technical dead-end. The theory goes that microprocessors merely simulate physical functions (addition, subtraction, FFT analysis), rather than performing the function directly. Decoding and executing instructions, handling interrupts, and calculating branches is all just overhead. A close look at any modern processor chip would seem to bear this theory out: only about 15% of the chip’s transistors do any actual work. The rest are dedicated to cracking opcodes, handling flag bits, routing buses, managing caches, and other effluvia necessary to make the hardware do what the software tells it to do. The only reason processors were ever invented in the first place (so the thinking goes) is because they were more malleable than “real” hardware. You could change your code over time – but you couldn’t change your hardware. But that isn’t true any more. Following this line of reasoning, the right approach is to do away with processors and software altogether and implement your functions directly in hardware. Forget that 85% of processor overhead logic and get right down to the nuts and bolts. Make every one of those little transistors work for a living. And hey, if you change your mind, you can change your hardware – if it’s programmable. March 2006



The Malleable Engineer So now we’re faced with the proverbial (and overused) paradigm shift. We can toss out everything we know about programming, operating systems, software, real-time code, compilers, boot loaders, and bit-twiddling and go straight to hard-wired hardware implementations. Or not. Maybe we like programming. There’s something about software design that appeals to the inner artist in us. It’s a whole different way of thinking compared to hardware design, at least for a lot of engineers. Software is like poetry; hardware is



like architecture. There’s plenty of bad poetry because anyone can do it, but you don’t see people tossing up buildings just to see if they stand. Programming requires much less discipline and training than hardware engineering. That’s why there are so many programmers in the world. This is a good thing. Really. The easier it is to enter the engineering profession, the more (and better) engineers we’re likely to have. And since hardware- and softwaredesign mindsets are different, we get to draw from a bigger cross section of the populace. Variety is good.



More to the point, it’s no longer an either/or decision. The two disciplines are not mutually exclusive; engineering is not a zero-sum game. We don’t have to come down firmly on the side of hardware or software; we can straddle the middle ground as it suits us. When your hardware is programmable, you can choose to “program” it or “design” it using traditional circuitry methods. Take your pick. Let whimsy or convention be your guide. Engineers, like most craftsmen, place great stock in their tools. A recent survey revealed that most developers choose their tools (compiler, logic analyzer, IDE) first and the “platform” they work on second. For example, they let their choice of compiler determine their choice of processor, not vice versa. The hardware – a microprocessor, generally – is treated as a canvas or work piece on which they ply their trade. This comes as a bit of a blow to some of the more traditional microprocessor makers, who’d always assumed that the world revolved around their instruction set. The takeaway from this part of the survey was that keeping developers in their comfort zone is paramount. Engineers don’t like to modify their skills or habits to accommodate someone else’s hardware. Instead, the hardware should adapt to them. In the best case, the hardware should even adapt to a code jockey one day and a circuit snob the next. Different tools for different approaches, but with one goal in mind: to create a great design within time and budget (and power, and heat, and pinout, and cost, and performance) constraints. There hasn’t been anything to accommodate this flexibility until pretty recently. Hardware was hardware; code was code. But with “soft processors” in FPGAs living alongside seas of gates and coprocessors, we’ve got the ultimate canvas for creative developers. Whether it’s VHDL or C++, these new chips can be customized in whatever way suits you. They’re as flexible as any software program, and as fast and efficient as “real” hardware implementations. We may finally have achieved the best of both worlds. Embedded magazine
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Implementing Floating-Point DSP Using PicoBlaze processors for high-performance, power-efficient, floating-point DSP.



by Ji˘ri Kadlec DSP Researcher UTIA Prague, Czech Republic [email protected]



Stephen P.G. Chappell Director, Applications Engineering Celoxica Ltd., Abington, UK [email protected] For developers using FPGAs for the implementation of floating-point DSP functions, one key challenge is how to decompose the computation algorithm into sequences of parallel hardware processes while efficiently managing data flow through the parallel pipelines of these processes. In this article, we’ll discuss our experiences exploring architectures with Xilinx® PicoBlaze™ controllers, and present a design strategy employing the ESL techniques of model-based and C-based design to demonstrate how you can rapidly integrate highly parameterizable DSP hardware primitives into power-efficient 12
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high-performance implementations in Spartan™ devices. Hardware Acceleration and Reuse High-performance implementations of floating-point DSP algorithms in FPGAs require single-cycle parallel memory accesses and effective use of pipelined arithmetic operators. Many common DSP vector and matrix operations can be split into batch calculations fulfilling these requirements. Our architectures comprise Xilinx PicoBlaze worker processors, each with a dedicated DSP hardware accelerator (Figure 1). Each worker can do preparatory tasks for the next batch in parallel with its hardware accelerator. Once the DSP hardware accelerator finishes the computation, it issues an interrupt to the worker. The worker’s job is to combine the accelerated parts of the computation into a complete DSP algorithm. It is ideal if you limit implementations to the batch operations of each worker starting in a block RAM, performing a rel-



atively simple sequence of pipelined operations at the maximum clock speed and returning the result(s) back to another block RAM. You can effectively map these primitives to hardware, including the complete autonomous data-flow control in hardware. You can also code the related dedicated generators of address counters and control signals in Handel-C, using several synchronized do-while loops. Simulink is effective for fast derivation of bit-exact models of the batch calculations in DSP hardware accelerators. Floating-Point Processor on a Single FPGA Let’s consider an architecture for the evaluation of a 1024 x 1024 vector product in 18m12 floating point. (In the format AmB, A is for the word length and B is for the number of bits in the mantissa, including the leading hidden bit representing 1.0.) We implemented this architecture using five PicoBlaze processors on a single FPGA: one master and four simplified workers (Figure 1). The master is connectMarch 2006



ed to the workers by I/O-mapped dualported block RAMs organized in 2,048 8bit words. The master maintains the real-time base with 1 µs resolution and provides RS232 user-interface functions. Each worker serves as a controller to a dedicated floating-point DSP hardware accelerator connected through three dual-ported block



RAMs organized in 1,024 18-bit words. Two block RAMs hold source vectors and one holds results data. In this case, the workers perform one quarter of the computation each, namely a 256 x 256 vector product. The DSP hardware accelerators are implemented in hardware, from block RAM data source to block RAM data sink,



PicoBlaze Master



PicoBlaze Workers



Dual-Port Block RAMs Figure 1 – PicoBlaze-based architecture for floating-point DSP. The DSP hardware accelerators are modeled and implemented using Celoxica DK.
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Table 1 – Used flip-flops, LUTs, pipeline/latency, and maximum clock for Celoxica floating-point modules in system implementations in the Celoxica RC200E (Virtex-II FPGA) and RC10 (Spartan-3L FPGA) boards. Modules are pipelined, with the exception of DIV and SQRT. March 2006



Scalable, Short-Latency Floating-Point Modules We used a newly released version of a scalable, short-latency pipelined floating-point library from Celoxica to build our DSP hardware accelerators. Table 1 considers some of the parameterizations of this FPGA vendorindependent library to the formats 18m12, 32m24, and 64m53. The library includes IEEE754 rounding, including the round to even. It provides bit-exact results to the Xilinx LogiCORE™ floating-point operators (v2.0), with latency set to approximately one half. The resulting maximum system clock is compatible with PicoBlaze and MicroBlaze™ embedded processors. Simulink and the DK Design Suite Our design flow is based on the bit-exact modeling of Handel-C floating-point units in a Simulink framework, where the Handel-C is developed in the DK Design Suite combined simulation and synthesis environment. This enabled us to decompose a floating-point algorithm into a sequence of simple operations with rapid development and testing of different combinations.



DSP Hardware Accelerators



Part: xc2v1000-4 xc3s1500L-4



using one 18m12 multiplier (FP MUL) and one 18m12 adder (FP ADD).



Step 1: Model in Simulink First, we built a model of the DSP hardware accelerator in Simulink (Figure 2). The data sources and sinks in this model will be the block RAMs shared with the PicoBlaze worker in the final implementation. Because the FPGA floating-point operations are written in cycle-accurate and bit-exact Handel-C, we benefited from a single source for both implementation and simulation. For modeling, we exported the Handel-C functions to S-functions using Celoxica’s DK Design Suite. We then incorporated these into a bit-exact Simulink model. In this fast functional simulation, we use delay blocks in Simulink to model pipeline stages (see the 5-stage pipeline of the FP ADD operator and related registers in Figure 2). We used separate Simulink subsystems to model the bit-exact operation of the final “pipeline flushing,” or “wind-up operaEmbedded magazine



13



tion.” In this case, six partial sums have to be added by a single reused FP ADD module (Figure 3). The corresponding hardware computes the final sum of the partial sums by reconnecting the pipelined floating-point adder to different contexts for several final clock cycles. Step 2: Cycle-Accurate Verification Our next stage was to create test vectors using Simulink and feed these into a bitexact and cycle-accurate simulation of the DSP hardware accelerator in the DK Design Suite’s debugger. Once we confirmed identical results for both the DK and Simulink models, we compiled the Handel-C code to an EDIF netlist.



gramming of individual PicoBlaze workers and their interactions.



Figure 2 – Simulink test bench for floating-point 18m12 vector product based on Handel-C bit-exact models



Performance Results Test results using the Celoxica RC200E (Virtex™-II FPGA) and RC10 (Spartan™-3L FPGA) boards are shown in Table 2. It is interesting to compare the power consumption of the PicoBlaze network architecture on Virtex-II devices (RC200E) with the identical design on the low-power 90 nm Spartan-3L device (RC10). The latter part gives a highly favorable floating-point performance-to-power ratio.



Conclusion With minimal overhead, PicoBlaze workers add flexibility to floatingpoint DSP hardware accelerators by their ability to call and reuse software functions (even if in assembly language only). Our proposed architecture enables more Step 3: Hardware Test flexible and generic floating-point We took advantage of a layalgorithms without the additional ered design approach by increase of hardware complexity using a single communicaassociated with hardware-only tion API for data I/O funcimplementations due to irregulariFigure 3 – Simulink subsystem based on Handel-C tions that applies to both ties and complex multiplexing of bit-exact models, including delay model of calculation wind-up simulation and implementapipelined structures. PicoBlaze at the end of the vector product batch tion. This allowed us to vericores are compact, simple, and fy the DSP hardware accelerator design on therefore manageable, without designers Part: MHz MFLOPs mW real FPGA hardware by “linking” with an needing to combine too many new skills. appropriate board support library for The use of floating-point designs develxc2v1000-4 100 700 1360 implementation. We can optionally insert oped using the DK Design Suite in comxc3s1500L-4 84 588 263 this hardware test back into the Simulink bination with a Simulink framework model for hardware-in-the-loop simulaprovides an effective design path that is Table 2 – Results for 1024 x 1024 vector tions. The test on FPGA hardware provides relatively easy to debug and scalable to product in 18m12 floating point on the reliable area and clock figures. more complex designs. Celoxica RC200E (Virtex-II FPGA) and RC10 (Spartan-3L FPGA) boards Spartan-3L technology considerably Step 4: Create Reusable reduces power consumption compared to appropriate enable and controller interModule and Connect to Worker Virtex-II devices. Considering the benerupt signals. At this stage we tested the Finally, we treated the verified block fits in terms of performance/power/price, function of the DSP hardware accelerator RAM-to-block RAM DSP hardware accelSpartan-3L FPGA implementations of under worker control using memory dump erator as a new module and integrated it floating-point DSP pipelines using netuser support from the master. into our main design by compiling the works of PicoBlaze processors are an Handel-C to EDIF or RTL using the DK interesting option. Step 5: Develop Complete DSP Design Design Suite. This reusable module is conYou can find complete information on We next assembled the complete design of nected to the PicoBlaze network by wiring the design and technology discussed in workers and master, moving to assembly prothe ports of the block RAMs and the this article at www.celoxica.com/xilinx. 14
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ESL Tools for FPGAs Empowering software developers to design with programmable hardware.



by Milan Saini Technical Marketing Manager Xilinx, Inc. [email protected] A fundamental change is taking place in the world of logic design. A new generation of design tools is empowering software developers to take their algorithmic expressions straight into hardware without having to learn traditional hardware design techniques. These tools and associated design methodologies are classified collectively as electronic system level (ESL) design, broadly referring to system design and verification methodologies that begin at a higher level of abstraction than the current mainstream register transfer level (RTL). ESL design languages are closer in syntax and semantics to the popular ANSI C than to hardware languages like Verilog and VHDL. How is ESL Relevant to FPGAs? ESL tools have been around for a while, and many perceive that these tools are predominantly focused on ASIC design flows. The reality, however, is that an increasing number of ESL tool providers are focusing on programmable logic; currently, several tools in the market support a system design flow specifically optimized for Xilinx® FPGAs. ESL flows are a natural evolution for FPGA design tools, allowing the flexibility of programmable hardware to be more easily accessed by a wider and more software-centric user base. March 2006



Consider a couple of scenarios in which ESL and FPGAs make a great combination: 1. Together, ESL tools and programmable hardware enable a desktop-based hardware development environment that fits into a software developer’s workflow model. Tools can provide optimized support for specific FPGAbased reference boards, which software developers can use to start a project evaluation or a prototype. The availability of these boards and the corresponding reference applications written in higher level languages makes creating customized, hardwareaccelerated systems much faster and easier. In fact, software programmers are now able to use FPGA-based reference boards and tools in much the same way as microprocessor reference boards and tools. 2. With high-performance embedded processors now very common in FPGAs, software and hardware design components can fit into a single device. Starting from a software description of a system, you can implement individual design blocks in hardware or software depending on the applications’ performance requirements. ESL tools add value by enabling intelligent partitioning and automated export of software functions into equivalent hardware functions.



ESL promotes the concept of “explorative design and optimization.” Using ESL methodologies in combination with programmable hardware, it becomes possible to try a much larger number of possible application implementations, as well as rapidly experiment with dramatically different software/hardware partitioning strategies. This ability to experiment – to try new approaches and quickly analyze performance and size trade-offs – makes it possible for ESL/FPGA users to achieve higher overall performance in less time than it would take using traditional RTL methods. Additionally, by working at a more abstract level, you can express your intent using fewer keystrokes and writing fewer lines of code. This typically means a much faster time to design completion, and less chance of making errors that require tedious, low-level debugging. ESL’s Target Audience The main benefits of ESL flows for prospective FPGA users are their productivity and ease-of-use. By abstracting the implementation details involved in generating a hardware circuit, the tools are marketing their appeal to a software-centric user base (Figure 1). Working at a higher level of abstraction allows designers with skills in traditional software programming languages like C to more quickly explore their ideas in hardware. In most instances, you can implement an entire design in hardware without the assistance of an Embedded magazine
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experienced hardware designer. Softwarecentric application and algorithm developers who have successfully applied the benefits of this methodology to FPGAs include systems engineers, scientists, mathematicians, and embedded and firmware developers. The profile of applications suitable for ESL methodologies includes computationally intensive algorithms with extensive innerloop constructs. These applications can realize tremendous acceleration through the concurrent parallel execution possible in hardware. ESL tools have helped with successful project deployments in application domains such as audio/video/image processing, encryption, signal and packet processing, gene sequencing, bioinformatics, geophysics, and astrophysics. ESL Design Flows ESL tools that are relevant to FPGAs cover two main design flows: 1. High-level language (HLL) synthesis. HLL synthesis covers algorithmic or behavioral synthesis, which can produce hardware circuits from C or Clike software languages. Various partner solutions take different paths to converting a high-level design description into an FPGA implementation. How this is done goes to the root of the differences between the various ESL offerings. You can use HLL synthesis for a variety of use cases, including: • Module generation. In this mode of use, the HLL compiler can convert a functional block expressed in C (for example, as a C subroutine) into a corresponding hardware block. The generated hardware block is then assimilated in the overall hardware/software design. In this way, the HLL compiler generates a submodule of the overall design. Module generation allows software engineers to participate in the overall system design by quickly generating, then integrating, algorithmic hardware components. Hardware engineers seek16
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ing a fast way to prototype new, computation-oriented hardware blocks can also use module generation.



2. System modeling. System simulations using traditional RTL models can be very slow for large designs, or when processors are part of the complete • Processor acceleration. In this design. A popular emerging ESL mode of use, the HLL compiler approach uses high-speed transactionallows time-critical or bottlelevel models, typically written neck functions running in C++, to significantly on a processor to be speed up system simaccelerated by HLL Synthesis ulations. ESL tools enabling the creEmpowering The Software Developer provide you with ation of a cusa virtual platFPGA tom accelerator form-based Capture Design block in the verification CPU in "HLL" programmable environment External CPU fabric of the where you can • No need to learn HDL FPGA. In addianalyze and • No prior FPGA experience needed tion to creating tune the func• Create hardware modules from software code the accelerator, the • Accelerate "slow" CPU code in hardware tional and pertools can also autoformance attributes of matically infer memories your design. This means and generate the required much earlier access to a virhardware-software interface Figure 1 – Most of the tual representation of the ESL tools for FPGAs are circuitry, as well as the system, enabling greater targeted at a softwaresoftware device drivers that design exploration and centric user base. enable communication what-if analysis. You can between the processor and evaluate and refine performance issues the hardware accelerator block such as latency, throughput, and band(Figure 2). When compared to width, as well as alternative code running on a CPU, FPGAsoftware/hardware partitioning strateaccelerated code can run orders of gies. Once the design meets its performmagnitude faster while consuming ance objectives, it can be committed to significantly less power. implementation in silicon.
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Figure 2 – ESL tools abstract the details associated with accelerating processor applications in the FPGA. March 2006



... today’s ESL technologies are ready to deliver substantial practical value to a potentially large target audience. The Challenges Faced by ESL Tool Providers In relative terms, ESL tools for FPGAs are new to the market; customer adoption remains a key challenge. One of the biggest challenges faced by ESL tool providers is overcoming a general lack of awareness as to what is possible with ESL and FPGAs, what solutions and capabilities already exist, and the practical uses and benefits of the technology. Other challenges include user apprehension and concerns over the quality of results and learning curve associated with ESL adoption. Although paradigm shifts such as those introduced by ESL will take time to become fully accepted within the existing FPGA user community, there is a need to tackle some of the key issues that currently prohibit adoption. This is particularly important because today’s ESL technologies are ready to deliver substantial practical value to a potentially large target audience. Xilinx ESL Initiative Xilinx believes that ESL tools have the promise and potential to radically change the way hardware and software designers create, optimize, and verify complex electronic systems. To bring the full range of benefits of this emerging technology to its customers and to establish a common platform for ESL technologies that target FPGAs in particular, Xilinx has proactively formed a collaborative joint ESL Initiative with its ecosystem partners (Table 1). The overall theme of the initiative is to accelerate the pace of ESL innovation for FPGAs and to bring the technology closer to the needs of the software-centric user base. As part of the initiative, there are two main areas of emphasis: 1. Engineering collaboration. Xilinx will work closely with its partners to continue to further increase the value of ESL product offerings. This will March 2006



include working to improve the compiler quality of results and enhance tool interoperability and overall ease-of-use. 2. ESL awareness and evangelization. Xilinx will evangelize the value and benefits of ESL flows for FPGAs to current and prospective new customers. The program will seek to inform and educate users on the types of ESL solutions that currently exist and how the various offerings can provide better approaches to solving existing problems. The aim is to empower users to make informed decisions on the suitability and fit of various partner ESL offerings to meet their specific application needs. Greater awareness will lead to increased customer adoption, which in turn will contribute to a sustainable partner ESL for FPGAs ecosystem. Getting Started With ESL As a first step to building greater awareness on the various ESL for FPGA efforts, Xilinx has put together a comprehensive ESL website. The content covers the specific and unique aspects of each of the currently



Partner



FPGA Synthesis



available partner ESL solutions and is designed to help you decide which, if any, of the available solutions are a good fit for your applications. To get started with your ESL orientation, visit www.xilinx.com/esl. Additionally, Xilinx has also started a new ESL for FPGAs discussion forum at http://toolbox.xilinx.com/cgi-bin/forum. Here, you can participate in a variety of discussions on topics related to ESL design for FPGAs. Conclusion ESL tools for FPGAs give you the power to explore your ideas with programmable hardware without needing to learn lowlevel details associated with hardware design. Today, you have the opportunity to select from a wide spectrum of innovative and productivity-enhancing solutions that have been specifically optimized for Xilinx FPGAs. With the formal launching of the ESL Initiative, Xilinx is thoroughly committed to working with its third-party ecosystem in bringing the best-in-class ESL tools to its current and potential future customers. Stay tuned for continuing updates and new developments.
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Table 1 – Xilinx ESL partners take different approaches from high-level languages to FPGA implementation. Embedded magazine
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Algorithmic Acceleration Through Automated Generation of FPGA Coprocessors C-to-FPGA design methods allow rapid creation of hardware-accelerated embedded systems.



by Glenn Steiner Sr. Engineering Manager, Advanced Products Division Xilinx, Inc. [email protected]



Kunal Shenoy Design Engineer, Advanced Products Division Xilinx, Inc. [email protected]



Dan Isaacs Director of Embedded Processing, Advanced Products Division Xilinx, Inc. [email protected]



David Pellerin Chief Technology Officer Impulse Accelerated Technologies [email protected] Today’s designers are constrained by space, power, and cost, and they simply cannot afford to implement embedded designs with gigahertz-class computers. Fortunately, in embedded systems, the greatest computational requirements are frequently determined by a relatively small number of algorithms. These algorithms, identified through profiling techniques, can be rapidly 18
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converted into hardware coprocessors using design automation tools. The coprocessors can then be efficiently interfaced to the offloaded processor, yielding “gigahertzclass” performance. In this article, we’ll explore code acceleration and techniques for code conversion to hardware coprocessors. We will also demonstrate the process for making tradeoff decisions with benchmark data through an actual image-rendering case study involving an auxiliary processor unit (APU)-based technique. The design uses an immersed PowerPC™ implemented in a platform FPGA. The Value of a Coprocessor A coprocessor is a processing element that is used alongside a primary processing unit to offload computations normally performed by the primary processing unit. Typically, the coprocessor function implemented in hardware replaces several software instructions. Code acceleration is thus achieved by both reducing multiple code instructions to a single instruction as well as the direct implementation of the instruction in hardware.



The most frequently used coprocessor is the floating-point unit (FPU), the only common coprocessor that is tightly coupled to the CPU. There are no general-purpose libraries of coprocessors. Even if there were, it is still difficult to readily couple a coprocessor to a CPU, such as a Pentium 4. As shown in Figure 1, the Xilinx® Virtex™-4 FX FPGA has one or two PowerPCs, each with an APU interface. By embedding a processor within an FPGA, you now have the opportunity to implement complete processing systems of your own design within a single chip. The integrated PowerPC with APU interface enables a tightly coupled coprocessor that can be implemented within the FPGA. Frequency requirements and pin number limits make an external coprocessor less capable. Thus, you can now create application-specific coprocessors attached directly to the PowerPC, providing significant software acceleration. Because FPGAs are reprogrammable, you can rapidly develop and test CPU-attached coprocessor solutions. March 2006



Coprocessor Connection Models Coprocessors are available in three basic forms: CPU bus connected, I/O connected, and instruction-pipeline connected. Mixed variants also exist.



directly to and from the data execution pipeline. A single operation can result in two operands being processed, with both a result and status being returned. As a directly connected interface, the instruction-pipeline connected accelerators can be clocked faster than a processor bus. The Xilinx implementation for this type of coprocessor connection model through the APU interface demonstrates a 10x clock cycle reduction in the control and movement



PowerPC. Although the APU connection is instruction-pipeline-based, the C-to-HDL tool set implements an I/O pipeline interface with a resulting behavior more typical of an I/O-connected accelerator.



FPGA/PowerPC/APU Interface FPGAs allow hardware designers to implement a complete computing system with processor, decode logic, peripherals, and coprocessors all on one chip. An FPGA can contain a few thousand to hundreds of thousands of logic cells. A processor can be implemented from the logic cells, as in the Xilinx PicoBlaze™ or MicroBlaze processors, or it can be one or more hard logic elements, as in EMAC APU FCM the Virtex-4 FX PowerPC. The Control high number of logic cells enables you to implement dataPowerPC 405 Core processing elements that work with the processor system and are controlled or monitored by EMAC the processor. FPGAs, being reprogrammable elements, allow you to proReset Debug gram parts and test them at any I/O Connection stage during the design process. I/O-connected accelerators are If you find a design flaw, you attached directly to a dedicated Figure 1 – Virtex-4 FX processor with APU interface and EMAC blocks can immediately reprogram a I/O port. Data and control are part. FPGAs also allow you to typically provided through implement hardware computing GET or PUT functions. of data for a typical double-operand instrucfunctions that were previously cost-proLacking arbitration, reduced control comtion. The APU controller is also connected hibitive. The tight coupling of a CPU plexity, and fewer attached devices, these to the data-cache controller and can perform pipeline to FPGA logic, as in the Virtex-4 interfaces are typically clocked faster than a data load/store operations through it. Thus, FX PowerPC, enables you to create highprocessor bus. A good example of such an the APU interface is capable of moving hunperformance software accelerators. interface is the Xilinx Fast Simplex Link dreds of millions of bytes per second, Figure 2 is a block diagram showing the (FSL). The FSL is a simple FIFO interface approaching DMA speeds. PowerPC, integrated APU controller, and that can be attached to either the Xilinx Either I/O-connected accelerators or an attached coprocessor. Instructions from MicroBlaze™ soft-core processor or a instruction-pipeline-connected accelerators cache or memory are simultaneously preVirtex-4 FX PowerPC. Data movement can be combined with bus-connected accelsented to the CPU decoder and the APU through the FSL has lower latency and a erators. At the cost of additional logic, you controller. If the CPU recognizes the higher data rate than data movement can create an accelerator that receives cominstruction, it is executed. If not, the APU through a processor bus interface. mands and returns status through a fast, lowcontroller or the user-created coprocessor latency interface while operating on blocks of has the opportunity to acknowledge the Instruction Pipeline Connection data located in bus-connected memory. instruction and execute it. Optionally, one Instruction-pipeline connected accelerators The C-to-HDL tool set described in this or two operands can be passed to the attach directly to the computing core of a article is capable of implementing bus-concoprocessor and a result or status can be CPU. Being coupled to the instruction nected and I/O-connected accelerators. It is returned. The APU interface also supports pipeline, instructions not recognized by the also capable of implementing an accelerator the ability to transfer a data element with a CPU can be executed by the coprocessor. connected to the APU interface of the single instruction. The data element ranges Operands, results, and status are passed CPU Bus Connection Processor bus-connected accelerators require the CPU to move data and send commands through a bus. Typically, a single data transaction can require many processor cycles. Data transactions can be hindered by bus arbitration and the necessity for the bus to be clocked at a fraction of the processor clock speed. A busconnected accelerator can include a direct memory access (DMA) engine. At the cost of additional logic, the DMA engine allows a coprocessor to operate on blocks of data located on bus-connected memory, independent of the CPU.
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Figure 2 – PowerPC, integrated APU controller, and coprocessor



in size from one byte to four 32-bit words. One or more coprocessors can be attached to the APU interface through a fabric coprocessor bus (FCB). Coprocessors attached to the bus range from off-the-shelf cores, such as an FPU, to user-created coprocessors. A coprocessor can connect to the FCB for control and status operations and to a processor Implementation



Performance



Software Implementation



2 MFLOPS



FPU Connected to Processor Bus 16 MFLOPS FPU Connected to APU Interface via FCB



60 MFLOPS



Table 1 – Non-accelerated vs. accelerated floating-point performance



bus, enabling direct access to memory data blocks and DMA data passing. A simplified connection scheme, such as the FSL, can also be used between the FCB and coprocessor, enabling FIFO data and control communication at the cost of some performance. To demonstrate the performance advantage of an instruction-pipeline-con20
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3. Using a C-to-HDL tool, such as Impulse C, iterate on each of the critical functions to: • Partition the algorithm into parallel processes • Create hardware/software process interfaces (streams, shared memories, signals)



Buffers and Synchronization



Write Back (WB) Stage



2. Determine if floating-to-fixed point conversion is appropriate. Use libraries or macros to aid in this conversion. Use a baseline test bench to analyze performance and accuracy. Use the profiler to reevaluate critical functions.



nected accelerator, we first implemented a design with a processor bus-connected FPU and then with an APU/FCBconnected FPU. Table 1 summarizes the performance for a finite impulse response (FIR) filter for each case. As noted in the table, an FPU connected to an instruction pipeline accelerates software floating-point operations by 30x, and the APU interface provides a nearly 4x improvement over a bus-connected FPU.



• Automatically optimize and parallelize the critical code sections (such as inner code loops) • Test and verify the resulting parallel algorithm using desktop simulation, cycle-accurate C simulation, and actual in-system testing. 4. Using the C-to-HDL tool, convert the critical code segment to an HDL coprocessor. 5. Attach the coprocessor to the APU interface for final testing.



Converting C Code to HDL Converting C code to an HDL accelerator with a C-to-HDL tool is an efficient method for creating hardware coprocessors. Figure 3 and the steps below summarize the C-toHDL conversion process: 1. Implement the application or algorithm using standard C tools. Develop a software test bench for baseline performance and correctness (host or desktop simulations). Use a profiler (such as gprof ) to begin identifying critical functions.



Figure 3 – C-to-HDL design flow
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Impulse C is designed for dataflow-oriented applications, but it is also flexible enough to support alternate programming models ... Impulse: C-to-HDL Tool Impulse C, shown in Figure 4, enables embedded system designers to create highly parallel, FPGA-accelerated applications by using C-compatible library functions in combination with the Impulse



some applications, it makes more sense to move data between the embedded processor and the FPGA through block memory reads and writes; in other cases, a streaming communication channel might provide higher performance. The ability to



• Standard C (with associated library calls) that can be compiled onto supported microprocessors through the use of widely available C cross-compilers The complete CoDeveloper development environment includes desktop simulation libraries compatible with standard C compilers and debuggers, including Microsoft Visual Studio and GCC/GDB. Using these libraries, Impulse C programmers are able to compile and execute their applications for algorithm verification and debugging purposes. C programmers are also able to examine parallel processes, analyze data movement, and resolve processto-process communication problems using the CoDeveloper Application Monitor. The output of an Impulse C application, when compiled, is a set of hardware and software source files that are ready for importing into FPGA synthesis tools. These files include: • Automatically generated HDL files representing the compiled hardware process.



Figure 4 – Impulse C



CoDeveloper C-to-hardware compiler. Impulse C simplifies the design of mixed hardware/software applications through the use of well-defined data communication, message passing, and synchronization mechanisms. Impulse C provides automated optimization of C code (such as loop pipelining, unrolling, and operator scheduling) and interactive tools, allowing you to analyze cycle-by-cycle hardware behavior. Impulse C is designed for dataflow-oriented applications, but it is also flexible enough to support alternate programming models, including the use of shared memory. This is important because different FPGA-based applications have different performance and data requirements. In March 2006



quickly model, compile, and evaluate alternate algorithm approaches is an important part of achieving the best possible results for a given application. To this end, the Impulse C library comprises minimal extensions to the C language in the form of new data types and predefined function calls. Using Impulse C function calls, you can define multiple, parallel program segments (called processes) and describe their interconnections using streams, signals, and other mechanisms. The Impulse C compiler translates and optimizes these C-language processes into either: • Lower-level HDL that can be synthesized to FPGAs, or



• Automatically generated HDL files representing the stream, signal, and memory components needed to connect hardware processes to a system bus. • Automatically generated software components (including a run-time library) establishing the software side of any hardware/software stream connections. • Additional files, including script files, for importing the generated application into the target FPGA place and route environment. The result of this compilation process is a complete application, including the required hardware/software interfaces, ready for implementation on an FPGAbased programmable platform. Embedded magazine
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Design Example The Mandelbrot image shown in Figure 5, a classic example of fractal geometry, is widely used in the scientific and engineering communities to simulate chaotic events such as weather. Fractals are also



(hardware to software) into streams; and the addition of compiler directives to optimize the generated hardware. We subsequently used the CoDeveloper tool set to create the Pcore coprocessor that was imported into Xilinx Platform Studio (XPS). Using XPS,



Figure 5 – Mandelbrot image and code acceleration



used to generate textures and imaging in video-rendering applications. Mandelbrot images are described as self-similar; on magnifying a portion of the image, another image similar to the whole is obtained. The Mandelbrot image is an ideal candidate for hardware/software co-design because it has a single computationintensive function. Making this critical function faster by moving it to the hardware domain significantly increases the speed of the whole system. The Mandelbrot application also lends itself nicely to clear divisions between hardware and software processes, making it easy to implement using C-to-HDL tools. We used the CoDeveloper tool set as the C-to-HDL tool set for this design example. We modified a software-only Mandelbrot C program to make it compatible with the Cto-HDL tools. Our changes included division of the software project into distinct processes (independent units of sequential execution); conversion of function interfaces 22
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we attached the PC to the PowerPC APU controller interface and tested the system. Xilinx application note XAPP901 (www.xilinx.com/bvdocs/appnotes/xapp901.p df) provides a full description of the design along with design files for downloading. User Guide UG096 (www.xilinx.com/ bvdocs/userguides/ug096.pdf) provides a step-by-step tutorial in implementing the design example. Application



Performance Improvement Examples We measured performance improvements for the Mandelbrot image texturing problem, an image filtering application, and triple DES encryption. Table 2 documents the performance improvements, demonstrating acceleration ranging from 11x to 34x that of software. Conclusion Constrained by power, space, and cost, you might need to make a non-ideal processor choice. Frequently, it is a choice where the processor is of lower performance than desired. When the software code does not run fast enough, a coprocessor code accelerator becomes an attractive solution. You can handcraft an accelerator in HDL or use a Cto-HDL tool to automatically convert the C code to HDL. Using a C-to-HDL tool such as Impulse C enables quick and easy accelerator generation. Virtex-4 FX FPGAs, with one or two embedded PowerPCs, enable tight coupling of the processor instruction pipeline to software accelerators. As demonstrated in this article, critical software routines can be accelerated from 10x to more than 30x, enabling a 300 MHz PowerPC to provide performance equaling or exceeding that of a high-performance multi-gigahertz processor. The above examples were generated in just a few days each, demonstrating the rapid design, implementation, and testing possible with a C-to-HDL flow.
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Acceleration



Image Texturing (Mandelbrot/Fractal)



21 sec



1.2 sec



17x



Image Filter (Edge Detection)



0.14 sec



0.012 sec



11x



Encryption (Triple DES)



2.3 sec



0.067 sec



34x



Table 2 – Algorithm acceleration through coprocessor accelerators
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1745'58#+.#$.' 26+/+ Generate Libraries and BSP menu option. The resulting BSP resembles a traditional Tornado BSP and is located in the Platform Studio project directory under ppc405_0/bsp_ppc405_0 (see Figure 4). Note that ppc405_0 refers to the instance name of the PowerPC 405 processor in the hardware design. Platform Studio users can specify a different instance name, in which case the subdirectory names for the BSP will match the processor instance name. Embedded magazine
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The Tornado BSP is completely selfcontained and transportable to other directory locations, such as the standard Tornado installation directory for BSPs at target/config. Customized BSP Details The XPS-generated BSP for VxWorks resembles most other Tornado BSPs except for the placement of Xilinx device driver code. Off-the-shelf device driver code distributed with Tornado typically resides in the target/src/drv directory in the Tornado distribution directory. Device driver code for a BSP that is automatically generated by Platform Studio resides in the BSP directory itself.



Figure 5 – Tornado 2.x Project: VxWorks tab



This minor deviation is due to the dynamic nature of FPGA-based embedded systems. Because an FPGA-based embedded system can be reprogrammed with new or changed IP, the device driver configuration can change, calling for a more dynamic placement of device driver source files. The directory tree for the automatically generated BSP is shown in Figure 4. The Xilinx device drivers are placed in the ppc405_0_drv_csp/xsrc subdirectory of the BSP. 26
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The Tornado BSP created by Platform Studio has a makefile that you can modify at the command line if you would rather use the diab compiler instead of the gnu compiler. Xilinx device drivers are implemented in C and are distributed among several source files, unlike traditional VxWorks drivers, which typically consist of single C header and implementation files. In addition, there is an OS-independent implementation and an optional OS-dependent implementation for device drivers. The OS-independent part of the driver is designed for use with any OS or any processor. It provides an application program interface (API) that abstracts the func-



Figure 6 – Tornado 2.x Project: Files tab



tionality of the underlying hardware. The OS-dependent part of the driver adapts the driver for use with an OS such as VxWorks. Examples are Serial IO drivers for serial ports and END drivers for Ethernet controllers. Only drivers that can be tightly integrated into a standard OS interface require an OS-dependent driver. Xilinx driver source files are included in the build of a VxWorks image in the same way that other BSP files are included in the build. For every driver, a file exists



named ppc405_0_drv_.c in the BSP directory. This file includes the driver source files (*.c) for the given device and is automatically compiled by the BSP makefile. This process is analogous to how VxWorks’ sysLib.c includes source for Wind River-supplied drivers. The reason why Xilinx driver files are not simply included in sysLib.c like the rest of the drivers is because of namespace conflicts and maintainability issues. If all Xilinx driver files are part of a single compilation unit, static functions and data are no longer private. This places restrictions on the device drivers and would negate their OS independence. Integration with the Tornado IDE The automatically generated BSP is integrated into the Tornado IDE (Project Facility). The BSP is compilable from the command line using the Tornado make tools or from the Tornado Project. Once the BSP is generated, you can simply type make vxWorks from the command line to compile a bootable RAM image. This assumes that the Tornado environment has been previously set up, which you can do through the command line using the host/x86-win32/bin/torVars.bat script (on a Windows platform). If you are using the Tornado Project facility, you can create a project based on the newly generated BSP, then use the build environment provided through the IDE to compile the BSP. In Tornado 2.2.x, the diab compiler is supported in addition to the gnu compiler. The Tornado BSP created by Platform Studio has a makefile that you can modify at the command line if you would rather use the diab compiler instead of the gnu compiler. Look for the make variable named TOOLS and set the value to “diab” instead of “gnu.” If using the Tornado Project facility, you can select the desired compiler when the project is first created. The file 50ppc405_0.cdf resides in the BSP directory and is tailored during creation of March 2006



the BSP. This file integrates the device drivers into the Tornado IDE menu system. The drivers are hooked into the BSP at the Hardware > Peripherals subfolder. Below this are individual device driver folders. Figure 5 shows a menu with Xilinx device drivers. The Files tab of the Tornado Project Facility will also show the number of files used to integrate the Xilinx device drivers into the Tornado build process. These files are automatically created by Platform Studio and you need only be aware that the files exist. Figure 6 shows an example of the driver build files. Some of the commonly used devices are tightly integrated with the OS, while other devices are accessible from the application by directly using the device drivers. The device drivers that have been tightly integrated into VxWorks include: • 10/100 Ethernet MAC • 10/100 Ethernet Lite MAC • 1 Gigabit Ethernet MAC • 16550/16450 UART • UART Lite • Interrupt Controller • System ACE™ technology • PCI All other devices and associated device drivers are not tightly integrated into a VxWorks interface; instead, they are loosely integrated. Access to these devices is available by directly accessing the associated device drivers from the user application. Conclusion With the popularity and usage of embedded processor-based FPGAs continuing to grow, tool solutions that effectively synchronize and tie the hardware and software flows together are key to helping designer productivity keep pace with advances in silicon. Xilinx users have been very positive about Platform Studio and its integration with VxWorks 5.4 and 5.5. Xilinx fully intends to continue its development support for the Wind River flow that will soon include support for VxWorks 6.0 and Workbench IDE. March 2006



Microprocessor Library Definition (MLD) The technology that enables dynamic and custom BSP generation is based on a Xilinx proprietary format known as Microprocessor Library Definition (MLD). This format provides third-party vendors with a plug-in interface to Xilinx Platform Studio to enable custom library and OS-specific BSP generation (see Figure 7). The MLD interface is typically written by third-party companies for their specific flows. It enables the following add-on functionality: • Enables custom design rule checks • Provides the ability to customize device drivers for the target OS environment • Provides the ability to custom-produce the BSP in a format and folder structure tailored to the OS tool chain • Provides the ability to customize an OS/kernel based on the hardware system under consideration The MLD interface is an ASCII-based open and published standard. Each RTOS flow will have its own set of unique MLD files. An MLD file set comprises the following two files: • A data definition (.mld) file. This file defines the library or operating system through a set of parameters set by the Platform Studio. The values of these parameters are stored in an internal Platform Studio database and intended for use by the script file during the output generation.
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• A .tcl script file. This is the file that Figure 7 – Structure of an MLD flow is called by XPS to create the custom BSP. The file contains a set of procedures that have access to the complete design database and hence can write a custom output format based on the requirements of the flow. The MLD syntax is described in detail in the EDK documentation (see “Platform Specification Format Reference Manual” at www.xilinx.com/ise/embedded/ psf_rm.pdf.). You can also find MLD examples in the EDK installation directory under sw/lib/bsp. Once MLD files for a specific RTOS flow have been created, they need to be installed in a specific path for Xilinx Platform Studio to pick up on its next invocation. The specific RTOS menu selection now becomes active in the XPS dialog box (Project > SW Platform Settings > Software Platform > OS). Currently, the following partners’ MLD files are available for use within XPS: • Wind River (VxWorks 5.4, 5.5) (included in Xilinx Platform Studio) • MontaVista (Linux) (included in Xilinx Platform Studio) • Mentor Accelerated Technologies (Nucleus) (download from www.xilinx.com/ise/embedded/mld/) • GreenHills Software (Integrity) (download from www.xilinx.com/ise/embedded/mld/) • Micrium (µc/OS-II) (download from www.xilinx.com/ise/embedded/mld/) • µcLinux (download from www.xilinx.com/ise/embedded/mld/).
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As an embedded software developer, you’re always facing the next deadline. We know it’s important to get your products to market before your competitors, and we can help. With our Eclipse-based development tools, tightly integrated embedded software and support that is second to none, we offer you a partner to get your product to market quickly and easily. The EDGE Eclipse-based development environment provides a set of top-notch development tools in the industry today. You’ll see how quickly you can code, collaborate on and deliver your final product. Additionally, the Nucleus range of royaltyfree RTOS and middleware products gives you a proven kernel with everything else you need in a modern OS. Open, available, affordable solutions. Finally, our Customer Support has one goal: provide the most experienced, timely and one-on-one customer support in the industry. As the only five-time recipient of the Software Technical Assistance Recognition (STAR) Award for technical support excellence and global support center practices certified by the Support Center Practices (SCP), we are dedicated to your success. For a free evaluation of EDGE Development Tools, visit our website Mentor.com/embedded or e-mail [email protected] Embedded made easy.
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With Embedded Processing QuickStart!, Xilinx offers on-site training and support right from the start. Our solution includes a dedicated expert application engineer for one week, to train your hardware team on creating embedded systems, instruct software engineers how to best use supporting FPGA features, and help your team finish on time and on budget.
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Bringing Floating-Point Math to the Masses Xilinx makes high-performance floating-point processing available to a wider range of applications.



by Geir Kjosavik Senior Staff Product Marketing Engineer, Embedded Processing Division Xilinx, Inc. [email protected] Inside microprocessors, numbers are represented as integers – one or several bytes stringed together. A four-byte value comprising 32 bits can hold a relatively large range of numbers: 232, to be specific. The 32 bits can represent the numbers 0 to 4,294,967,295 or, alternatively, -2,147,483,648 to +2,147,483,647. A 32-bit processor is architected such that basic arithmetic operations on 32-bit integer numbers can be completed in just a few clock cycles, and with some performance overhead a 32bit CPU can also support operations on 64bit numbers. The largest value that can be represented by 64 bits is really astronomical: 18,446,744,073,709,551,615. In fact, if a Pentium processor could count 64-bit values at a frequency of 2.4 GHz, it would take it 243 years to count from zero to the maximum 64-bit integer. 30
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Dynamic Range and Rounding Error Problems Considering this, you would think that integers work fine, but that is not always the case. The problem with integers is the lack of dynamic range and rounding errors. The quantization introduced through a finite resolution in the number format distorts the representation of the signal. However, as long as a signal is utilizing the range of numbers that can be represented by integer numbers, also known as the dynamic range, this distortion may be negligible. Figure 1 shows what a quantized signal looks like for large and small dynamic swings, respectively. Clearly, with the smaller amplitude, each quantization step is bigger relative to the signal swing and introduces higher distortion or inaccuracy. The following example illustrates how integer math can mess things up. A Calculation Gone Bad An electronic motor control measures the velocity of a spinning motor, which typically ranges from 0 to10,000 RPM. The value is measured using a 32-bit counter. To allow some overflow margin, let’s assume that the measurement is scaled so that 15,000 RPM represents the maximum 32-bit value, 4,294,967,296. If the motor is spinning at 105 RPM, this value corresponds to the number 30,064,771 within 0.0000033%, which you would think is accurate enough for most practical purposes. Assume that the motor control is instructed to increase motor velocity by 0.015% of the current value. Because we are operating with integers, multiplying with 1.0015 is out of the question – as is multiplying by 10,015 and dividing by 10,000 – because the intermediate result will cause overflow. The only option is to divide by integer 10,000 and multiply by integer 10,015. If you do that, you end up with 30,094,064; but the correct answer is 30,109,868. 63
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Figure 1 – Signal quantization and dynamic range



Floating Point to the Rescue As you have probably guessed, floatingpoint arithmetic is important in industrial applications like motor control, but also in a variety of other applications. An increasing number of applications that traditionally have used integer math are turning to floating-point representation. I’ll discuss this once we have looked at how floatingpoint math is performed inside a computer. IEEE 754 at a Glance A floating-point number representation on a computer uses something similar to a scientific notation with a base and an exponent. A scientific representation of 30,064,771 is 3.0064771 x 107, whereas 39



31 S



S



Exponent [62-52]



1.001 can be written as 1.001 x 100. In the first example, 3.0064771 is called the mantissa, 10 the exponent base, and 7 the exponent. IEEE standard 754 specifies a common format for representing floating-point numbers in a computer. Two grades of precision are defined: single precision and double precision. The representations use 32 and 64 bits, respectively. This is shown in Figure 2. In IEEE 754 floating-point representation, each number comprises three basic components: the sign, the exponent, and the mantissa. To maximize the range of possible numbers, the mantissa is divided into a fraction and leading digit. As I’ll explain, the latter is implicit and left out of the representation. The sign bit simply defines the polarity of the number. A value of zero means that the number is positive, whereas a 1 denotes a negative number. The exponent represents a range of numbers, positive and negative; thus a bias value must be subtracted from the stored exponent to yield the actual exponent. The single precision bias is 127, and the double precision bias is 1,023. This means that a stored value of 100 indicates a single-precision exponent of -27. The exponent base is always 2, and this implicit value is not stored.



Because of the truncation that happens when you divide by 10,000, the resulting velocity increase is 10.6% smaller than what you asked for. Now, an error of 10.6% of 0.015% may not sound like anything to worry about, but as you continue to perform similar adjustments to the motor speed, these errors will almost certainly accumulate to a point where they become a problem. What you need to overcome this problem is a numeric computer representation that represents small and large numbers with equal precision. That is exactly what floating-point arithmetic does.
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Figure 2 – IEEE floating-point formats March 2006
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For both representations, exponent representations of all 0s and all 1s are reserved and indicate special numbers: • Zero: all digits set to 0, sign bit can be either 0 or 1 • ±∞: exponent all 1s, fraction all 0s • Not a Number (NaN): exponent all 1s, non-zero fraction. Two versions of NaN are used to signal the result of invalid operations such as dividing by zero, and indeterminate results such as operations with non-initialized operand(s). The mantissa represents the number to be multiplied by 2 raised to the power of the exponent. Numbers are always normalized; that is, represented with one non-zero leading digit in front of the radix point. In binary math, there is only one non-zero number, 1. Thus the leading digit is always 1, allowing us to leave it out and use all the mantissa bits to represent the fraction (the decimals). Following the previous number examples, here is what the single precision representation of the decimal value 30,064,771 will look like: The binary integer representation of 30,064,771 is 1 1100 1010 1100 0000 1000 0011. This can be written as 1.110010101100000010000011 x 224. The leading digit is omitted, and the fraction – the string of digits following the radix point – is 1100 1010 1100 0000 1000 0011. The sign is positive and the exponent is 24 decimal. Adding the bias of 127 and converting to binary yields an IEEE 754 exponent of 1001 0111. Putting all of the pieces together, the single representation for 30,064,771 is shown in Figure 3. Gain Some, Lose Some Notice that you lose the least significant bit (LSB) of value 1 from the 32-bit integer representation – this is because of the limited precision for this format. The range of numbers that can be rep-



resented with single precision IEEE 754 representation is ±(2-2-23) x 2127, or approximately ±1038.53. This range is astronomical compared to the maximum range of 32-bit integer numbers, which by comparison is limited to around ±2.15 x 109. Also, whereas the integer representation cannot represent values between 0 and 1, single-precision floating-point can represent values down to ±2-149, or ±~10-44.85. And we are still using only 32 bits – so this has to be a much more convenient way to represent numbers, right? The answer depends on the requirements. • Yes, because in our example of multiplying 30,064,771 by 1.001, we can simply multiply the two numbers and the result will be extremely accurate. • No, because as in the preceding example the number 30,064,771 is not represented with full precision. In fact, 30,064,771 and 30,064,770 are represented by the exact same 32-bit bit pattern, meaning that a software algorithm will treat the numbers as identical. Worse yet, if you increment either number by 1 a billion times, none of them will change. By using 64 bits and representing the numbers in double precision format, that particular example could be made to work, but even double-precision representation will face the same limitations once the numbers get big – or small enough. • No, because most embedded processor cores ALUs (arithmetic logic units) only support integer operations, which leaves floating-point operations to be emulated in software. This severely affects processor performance. A 32-bit CPU can add two 32-bit integers with one machine code instruction; however, a library routine including bit manipulations and multiple arithmetic operations is needed to add two IEEE single-precision floating-point values.



Figure 3 – 30,064,771 represented in IEEE 754 single-precision format
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With multiplication and division, the performance gap just increases; thus for many applications, software floating-point emulation is not practical. Floating Point Co-Processor Units For those who remember PCs based on the Intel 8086 or 8088 processor, they came with the option of adding a floating-point coprocessor unit (FPU), the 8087. Though a compiler switch, you could tell the compiler that an 8087 was present in the system. Whenever the 8086 encountered a floating-point operation, the 8087 would take over, do the operation in hardware, and present the result on the bus. Hardware FPUs are complex logic circuits, and in the 1980s the cost of the additional circuitry was significant; thus Intel decided that only those who needed floating-point performance would have to pay for it. The FPU was kept as an optional discrete solution until the introduction of the 80486, which came in two versions, one with and one without an FPU. With the Pentium family, the FPU was offered as a standard feature. Floating Point is Gaining Ground These days, applications using 32-bit embedded processors with far less processing power than a Pentium also require floating-point math. Our initial example of motor control is one of many – other applications that benefit from FPUs are industrial process control, automotive control, navigation, image processing, CAD tools, and 3D computer graphics, including games. As floating-point capability becomes more affordable and proliferated, applications that traditionally have used integer math turn to floating-point representation. Examples of the latter include highend audio and image processing. The latest version of Adobe Photoshop, for example, supports image formats where each color channel is represented by a floating-point number rather than the usual integer representation. The increased dynamic range fixes some problems inherent in integer-based digital imaging. March 2006
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Acceleration



Addition
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67x



Subtraction



400
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Division



750



30
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Multiplication



400



6



67x
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450



3



150x



• Each operation involves at least five bus transactions; as the bus is likely to be shared with other resources, this not only affects performance, but the time needed to perform an operation will be dependent on the bus load in the moment



Table 1 – MicroBlaze floating-point acceleration



If you have ever taken a picture of a person against a bright blue sky, you know that without a powerful flash you are left with two choices; a silhouette of the person against a blue sky or a detailed face against a washed-out white sky. A floatingpoint image format partly solves this problem, as it makes it possible to represent subtle nuances in a picture with a wide range in brightness. Compared to software emulation, FPUs can speed up floating-point math operations by a factor of 20 to 100 (depending on type of operation) but the availability of embedded processors with on-chip FPUs is limited. Although this feature is becoming increasingly more common at the higher end of the performance spectrum, these derivatives often come with an extensive selection of advanced peripherals and very high-performance processor cores – features and performance that you have to pay for even if you only need the floating-point math capability. FPUs on Embedded Processors With the MicroBlaze™ 4.00 processor, Xilinx makes an optional single precision FPU available. You now have the choice whether to spend some extra logic to achieve real floating-point performance or to do traditional software emulation and free up some logic (20-30% of a typical processor system) for other functions. Why Integrated FPU is the Way to Go A soft processor without hardware support for floating-point math can be connected to an external FPU implemented on an March 2006



FPGA. Similarly, any microcontroller can be connected to an external FPU. However, unless you take special considerations on the compiler side, you cannot expect seamless cooperation between the two. C-compilers for CPU architecture families that have no floating-point capability will always emulate floating-point operations in software by linking in the necessary library routines. If you were to connect an FPU to the processor bus, FPU access would occur through specifically designed driver routines such as this one: void user_fmul(float *op1, float *op2, float *res) { FPU_operand1=*op1;



/* write operand a to FPU */



FPU_operand2=*op2;



/* write operand b to FPU */



FPU_operation=MUL;



/* tell FPU to multiply */



while (!(FPU_stat & FPUready)); /* wait for FPU to finish */ *res = FPU_result



/* return result



The MicroBlaze Way The optional MicroBlaze soft processor with FPU is a fully integrated solution that offers high performance, deterministic timing, and ease of use. The FPU operation is completely transparent to the user. When you build a system with an FPU, the development tools automatically equip the CPU core with a set of floating-point assembly instructions known to the compiler. To perform y = x*y, you would simply write: float x, y, z; y = x * z;



and the compiler will use those special instructions to invoke the FPU and perform the operation. Not only is this simpler, but a hardwareconnected FPU guarantees a constant number of CPU cycles for each floating-point operation. Finally, the FPU provides an extreme performance boost. Every basic floating-point operation is accelerated by a factor 25 to 150, as shown in Table 1.



*/



}



To do the operation, z = x*y in the main program, you would have to call the above driver function as: float x, y, z; user_fmul (&x, &y, &z);



For small and simple operations, this may work reasonably well, but for complex operations involving multiple additions, subtractions, divisions, and multiplications, such as a proportional integral derivative (PID) algorithm, this approach has three major drawbacks: • The code will be hard to write, maintain, and debug



• The overhead in function calls will severely decrease performance



Conclusion Floating-point arithmetic is necessary to meet precision and performance requirements for an increasing number of applications. Today, most 32-bit embedded processors that offer this functionality are derivatives at the higher end of the price range. The MicroBlaze soft processor with FPU can be a cost-effective alternative to ASSP products, and results show that with the correct implementation you can benefit not only from ease-of-use but vast improvements in performance as well. For more information on the MicroBlaze FPU, visit www.xilinx.com/ ipcenter/processor_central/microblaze/ microblaze_fpu.htm. Embedded magazine
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Packet Subsystem on a Chip Teja’s packet-engine technology integrates all of the key aspects of a flexible packet processor. by Bryon Moyer VP, Product Marketing Teja Technologies, Inc. [email protected] As the world gets connected, more and more systems rely on access to the network as a standard part of product configuration. Traditional circuit-based communications systems like the telephone infrastructure are gradually moving towards packet-based technology. Even technologies like Asynchronous Transfer Mode (ATM) are starting to yield to the Internet Protocol (IP) in places. All of this has dramatically increased the need for packet-processing technology. The content being passed over this infrastructure has increased the demands on available bandwidth. Core routers target 10 Gbps; edge and access equipment work in the 1-5 Gbps range. Even some end-user equipment is starting to break the 100 Mbps range. The question is how to design systems to accommodate these speeds. These systems implement a wide variety of network protocols. Because the protocols start out as software, it’s easiest for network designers if as much of the functionality as possible can remain in software. So the further software programmability can be pushed up the speed range, the better. Although FPGAs can handle network speeds as high as 10 Gbps, RTL has typically been required for 1 Gbps and higher. 34
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Most traffic that goes through the system looks alike, and processors can be optimized for that kind of traffic. Teja Technologies specializes in packetprocessing technologies implemented in high-level software on multi-core environments. Teja has adapted its technology to Xilinx® Virtex™-4 FPGAs, allowing highlevel software programmability of a packetprocessing engine built out of multiple MicroBlaze™ soft-processor cores. This combination of high-level packet technology and Xilinx silicon and core technology – using Virtex-4 devices with on-board MACs, PHYs, PowerPC™ hard-core processors, and ample memory – provides a complete packet-processing subsystem that can process more than 1 Gbps in network traffic. The Typical Packet Subsystem The network “stack” shown in Figure 1 is typically divided between the “control plane” and the “data plane.” All of the packets are handled in the data plane; the control plane makes decisions on how the packets should be processed. The lowest layer sees every packet; higher layers will see fewer packets. The control plane comprises a huge amount of sophisticated software. The data-plane software is simpler, but must operate at very high speed at the lowest layers because it has such a high volume of packets. Packet-processing acceleration usually focuses on layers one to three of the network stack, and sometimes layer four. Most traffic that goes through the system looks alike, and processors can be optimized for that kind of traffic. For this reason, data-plane systems are often divided into the “fast path,” which handles average traffic, and the “slow path,” which handles exceptions. Although the slow path can be managed by a standard RISC processor like a PowerPC, the fast path usually uses a dedicated structure like a network processor or an ASIC. The focus of the fast path is typically IP, ATM, VLAN, and similar protocols in layers two and three. Layer four protocols like TCP and UDP are also often accelerated. March 2006



Of course, to process packets, there must be a way to deliver the packets to and from the fast-path processor. Coming off an Ethernet port, the packets must first traverse the physical layer logic (layer one of the stack, often a dedicated chip) and then the MAC (part of layer two, also often its own dedicated chip). One of the most critical elements in getting performance is the memory.



Data Plane



Control Plane



7



Application Layer



4



Transport Layer (TCP, UDP, ...)



3



Network Layer (IP)



2



Data Link Layer



1



Physical Layer (PHY)



Memory is required for packet storage, table storage, and for program and data storage for both the fast and slow paths. Memory latency has a dramatic impact on speed, so careful construction of the memory architecture is paramount. Finally, there must be a way for the control plane to access the subsystem. This is important for initialization, making table changes, diagnostics, and other control functions. Such access is typically accomplished through a combination of serial connections and dedicated Ethernet connections, each requiring logic to implement. A diagram of this subsystem is shown in Figure 2; all of the pieces of this subsystem are critical to achieving the highest performance. The Teja Packet Pipeline One effective way to accelerate processing is to use a multi-core pipeline. This allows you to divide the functionality into stages and add parallel elements as needed to hit performance. If you were to try to assemble such a structure manually, you would immediate-
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Figure 1 – The network protocol stack
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Figure 2 – Typical packet-processing subsystem
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you can add more parallel processing, or create another pipeline stage. The reverse is also true: if a given pipeline provides more performance than the target system requires, you can remove engines, making the subsystem more economical. The Rest of the Subsystem What is so powerful about the combination of Teja’s data-plane engine and the Virtex-4 FX devices is that most of the rest of the subsystem can be moved on-chip. Much of the external memory can now be moved into internal block RAM. Some external memory will still be required, but high-speed DRAM can be directly accessed by the Virtex-4 family, so no intervening glue is required. The chips have built-in Ethernet MACs which, combined with the available PHY IP and RocketIO™ technology, allow direct access from Ethernet ports onto the chip. The integrated PowerPC cores (as many as two) allow you to implement the slow path and even the entire control plane on the same chip over an embedded operating system such as Linux. You can also provide
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Figure 3 – Teja packet-processing pipeline
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The result of this structure is that each MicroBlaze processor and offload can be working on a different packet at any given time. High performance is achieved because many in-flight packets are being handled at once. The key to this structure is its scalability. Anytime additional performance is needed,
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necessary functions for efficient processing and inter-communication. By taking advantage of this existing infrastructure, you can assemble pipelines easily in a scalable fashion. The pipeline comprises processing engines connected by communication blocks and accessed through packet access blocks. Figure 3 illustrates this arrangement. The engine consists primarily of a MicroBlaze processor and some private block RAM on the FPGA. In addition, if a stage has a particularly compute-intensive function like a checksum, or a longerlead function like an external memory read or write, an offload can be included to accelerate that function. Because the offload can be created as asynchronous if desired, the MicroBlaze processor is free to work on something else while the offload is operating. The communication blocks manage the transition from stage to stage. As packet information moves forward, the communication block can perform load balancing or route a packet to a particular engine. Although the direction of progress is usually “forward” (left to right, as shown in Figure 3), there are times when a packet must move backwards. An example of this is with IPv4/v6 forwarding, when an IPv6 packet is tunneled on IPv4. Once the IPv4 packet is decapsulated, an internal IPv6 packet is found, and it must go back for IPv6 decapsulation.
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Access to the pipeline is provided by a block that takes each packet and delivers the critical parts to the pipeline. Because this block is in the critical path for every packet, it must be very fast, and has been designed by Teja for very high performance.
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ly encounter the kinds of challenges faced by experienced multi-core designers: how to structure communication between stages, scheduling, and shared resource access. Teja has developed a pipeline structure by creating its own blocks that implement the
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Figure 4 – Single-chip packet-processing subsystem
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One of the most important aspects of software programmability is field upgrades. With a software upgrade, you can change your code – as long as you stay within the amount of code store available. As the Teja FPGA packet engine is software-programmable, you can perform software upgrades. But because it uses an FPGA, you can also upgrade the underlying hardware in the field. For example, if a software upgrade requires more code store than is available, you can make a hardware change to make more code store available, and then the software upgrade will be successful. Only an FPGA provides this flexibility.



control access through serial and Ethernet ports using existing IP. As a result, the entire subsystem shown in Figure 2 (with the exception of some external memory) can be implemented on a single chip, as illustrated in Figure 4. Flexibility: Customizing, Resizing, Upgrading Teja’s packet-processing infrastructure provides access to our company’s real strength: providing data-plane applications that you can customize. We deliver applications such as packet forwarding, TCP, secure gateways, and others with source code. The reason for delivering source code is that if



now IPv4 still dominates. At its most basic, IPv4 comprises the following functions: • Filtering • Decapsulation • Classification • Validation • Broadcast check • Lookup/Next Hop calculation • Encapsulation Teja has implemented these in a two-stage pipeline, as shown in Figure 5. Offloads are used for the following functions:
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• Hash lookup Communication IP
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Stage 2 Next Hop Lookup Encapsulation Communication IP
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• Checksum calculation Stage 1 Filtering Decapsulation Classification Validation Broadcast Check
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Figure 5 – IPv4 forwarding engine



you need to customize the operation of the application, you can alter the delivered application using straight ANSI C. Even though you are using an FPGA, it is still software-programmable, and you can design using standard software methods. An application as delivered by Teja is guaranteed to operate at a given line rate. When you modify that application, however, the performance may change. Teja’s scalable infrastructure allows you to tailor the processor architecture to accommodate the performance requirements in light of changed functionality. In a non-FPGA implementation, if you cannot meet performance, then you typically have to go to a much larger device, which will most likely be under-utilized (but cost full price). The beauty of FPGA implementation is that the pipeline can be tweaked to be just the right configuration, and only the amount of hardware required is used. The rest is available for other functions. March 2006



Because a structure like this is typically designed by high-level system designers and architects, it is important that ANSI C is the primary language. At the lowest level, the hardware infrastructure, the mappings between software and hardware, and the software programs themselves are expressed in C. Teja has created an extensive set of APIs that allow both compile-time and real-time access from the software to the various hardware resources. Additional tools will simplify the task of implementing programs on the pipeline. IPv4 Forwarding Provides Proof Teja provides IPv4 and IPv6 forwarding as a complete data-plane application. IPv4 is a relatively simple application that can illustrate the power of this packet engine. It is the workhorse application under most of the Internet today. IPv6 is gradually gaining some ground, with its promise of plenty of IP addresses for the future, but for



• Memory access This arrangement provides full gigabit line-rate processing of a continuous stream of 64-byte packets, which is the most stringent Ethernet load. Conclusion Teja Technologies has adapted its packetprocessing technology to the Virtex-4 FX family, creating an infrastructure of IP blocks and APIs that take advantage of Virtex-4 FX features. The high-level customizable applications that Teja offers can be implemented using software methodologies on a MicroBlaze multicore fabric while achieving speeds higher than a gigabit per second. Software programmability adds to the flexibility and ease of design already inherent in the Virtex family. The flexibility of the high-level source code algorithms is bolstered by the fact that the underlying hardware utilization can be specifically tuned to the performance requirements of the system. And once deployed, both software and hardware upgrades are possible, dramatically extending the potential life of the system in the field. Teja Technologies, the Virtex-4 FX family, and the MicroBlaze core provide a single-chip customizable, resizable, and upgradable packet-processing solution. Embedded magazine
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Accelerating FFTs in Hardware Using a MicroBlaze Processor A simple FFT, generated as hardware from C language, illustrates how quickly a software concept can be taken to hardware and how little you need to know about FPGAs to use them for application acceleration.



by John Williams, Ph.D. CEO PetaLogix [email protected]



Scott Thibault, Ph.D. President Green Mountain Computing Systems, Inc. [email protected]



David Pellerin CTO Impulse Accelerated Technologies, Inc. [email protected] FPGAs are compelling platforms for hardware acceleration of embedded systems. These devices, by virtue of their massively parallel structures, provide embedded systems designers with new alternatives for creating high-performance applications. There are challenges to using FPGAs as software platforms, however. Historically, low-level hardware descriptions must be 38
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written in VHDL or Verilog, languages that are not generally part of a software programmer’s expertise. Other challenges have included deciding how and when to partition complex applications between hardware and software and how to structure an application to take maximum advantage of hardware parallelism. Tools providing C compilation and optimization for FPGAs can help solve these problems by providing a new level of programming abstraction. When FPGAs first appeared two decades ago, the primary method of design for these devices was the venerable schematic. FPGA application developers used schematics to assemble low-level components (registers, logic gates, and larger blocks such as counters and adders/subtractors) to create FPGA-based systems. As FPGA devices became more complex and applications targeting them grew larger, schematics were gradually replaced by higher level



methods involving hardware description languages like VHDL and Verilog. Now, with ever-higher FPGA gate densities and the proliferation of FPGA embedded processors, there is strong demand for even higher levels of abstraction. C represents that next generation of abstraction, allowing you to access the resources of FPGAs for application acceleration. For applications that involve embedded processors, a C-to-hardware tool such as Impulse C (Figure 1) can abstract away many of the details of hardware-to-software communication, allowing you to focus on application partitioning without having to worry about the low-level details of the hardware. This also allows you to experiment with alternative software/hardware implementations. Although such tools can dramatically improve your ability to create FPGAbased applications, for the highest performance you still need to understand March 2006
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Figure 1 – Impulse C custom hardware accelerators run in the FPGA fabric to accelerate µClinux processor-based applications.



certain aspects of the underlying hardware. In particular, you must understand how partitioning decisions and C coding styles will impact performance, size, and power usage. For example, the acceleration of critical computations and inner-code loops must be balanced against the expense of moving data between hardware and software. Fortunately, modern tools for FPGA compilation provide various types of analysis tools that can help you more clearly understand and respond to these issues. Practically speaking, the initial results of software-to-hardware compilation from Clanguage descriptions will not equal the performance of hand-coded VHDL, but the turnaround time to get those first results working may be an order of magnitude better. Performance improvements occur itera-



Figure 2 – A dataflow graph allows C programmers to analyze the generated hardware and perform explorative optimizations to balance tradeoffs between size and speed. Illustrated in this graph is the final stage of a six-stage pipelined loop. This graph also helps C programmers understand how sequential C statements are parallelized and optimized.
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Figure 3 – The FFT includes a 32-bit stream input, a 32-bit stream output, and two clocks, allowing the FFT to be clocked at a different rate than the embedded processor. March 2006



tively, through an analysis of how the application is being compiled to the hardware and through the experimentation that Clanguage programming allows. Graphical tools (see Figure 2) can help to provide initial estimates of algorithm throughput such as loop latencies and pipeline effective rates. Using such tools, you can interactively change optimization options or iteratively modify and recompile C code to obtain higher performance. Such design iterations may take only a matter of minutes when using C, whereas the same iterations may require hours of even days when using VHDL or Verilog. Case Study: Accelerating an FFT The Fast Fourier Transform (FFT) is an example of a DSP function that must accept sample data on its inputs and generate the resulting filtered values on its outputs. Using C-to-hardware tools, you can combine traditional C programming methods with hardware/software partitioning to create an accelerated DSP application. The FFT developer for this example is compatible with any Xilinx® FPGA target, and demonstrates that you can achieve results similar to hand-coded HDL without resorting to low-level programming methods. Our FFT, illustrated in Figure 3, utilizes a 32-bit stream input, a 32-bit stream output, and two clocks, allowing the FFT to be clocked at a different rate than the embedded processor with which it communicates. The algorithm itself is described using relatively straightforward, hardware-independent C code, with some minor C-level optimizations for increased parallelism and performance. The FFT is a divide and conquer algorithm that is most easily expressed recursively. Of course, recursion is not possible on the FPGA, so the algorithm must be implemented using iteration instead. In fact, almost all software implementations are written iteratively (using a loop) for efficiency. Once the algorithm has been implemented as a loop, we are able to enable the automatic pipelining capabilities of the Impulse compiler. Pipelining introduces a potentially high degree of parallelism in the generated Embedded magazine
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The Impulse compiler generates appropriate FIFO buffers and Fast Simplex Link (FSL) interconnections for the target platform, thereby saving you from the low-level hardware design that would otherwise be needed. logic, allowing us to achieve the best possible throughput. Our radix-4 FFT algorithm on 256 samples requires approximately 3,000 multiplications and 6,000 additions. Nonetheless, using the pipelining feature of Impulse C, we were able to generate hardware to compute the FFT in just 263 clock cycles. We then integrated the resulting FFT hardware processing core into an embedded Linux (µClinux) application running on the Xilinx MicroBlaze™ soft-processor core. MicroBlaze µClinux is a free Linux-variant operating system ported at the University of Queensland and commercially supported by PetaLogix. The software side of the application running under the control of the operating system interacts with the FFT through data streams to send and receive data, and to initialize the hardware process. The streams themselves are defined using abstract communication methods provided in the Impulse C libraries. These stream communication functions include functions for opening and closing data streams and reading and writing those streams. Other functions allow the size (width and depth) of the streams to be defined. By using these functions on both the software and hardware sides of the application, it is easy to create applications in which hardware/software communication is abstracted through a software API. The Impulse compiler generates appropriate FIFO buffers and Fast Simplex Link (FSL) interconnections for the target platform, thereby saving you from the low-level hardware design that would otherwise be needed. Embedded Linux Integration The default Impulse C tool flow targets a standalone MicroBlaze software system. In some applications, however, a fully featured operating system like µClinux is required. Advantages of embedded Linux include a familiar development environment (appli40
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cations may be prototyped on desktop Linux machines), a feature-rich set of networking and file storage capabilities, a tremendous array of existing software, and no per-unit distribution royalties. The µClinux (pronounced “you-seeLinux”) operating system is a port of the open-source Linux version 2.4. The µClinux kernel is a compact operating system appropriate for a wide variety of 32-bit, non-memory management unit (MMU) processor cores. µClinux supports a huge range of microprocessor architectures, including the



Xilinx MicroBlaze processor, and is deployed in millions of consumer and industrial embedded systems worldwide. Integrating an Impulse C hardware core into µClinux is straightforward; the Impulse tools include support for µClinux and can generate the required hardware/software interfaces automatically, as well as generate a makefile and associated software libraries to implement the streaming and other functions mentioned previously. Using the Xilinx FSL hardware interface, combined with a freely available generic FSL device



/* example 1 – simple use of ImpulseC-generated HW coprocessor and * Linux FSL driver */ #include #include #include #include #define BUFSIZE 1024 void main(void) { unsigned int buffer[BUFSIZE]; /* Open the FSL device (Impulse HW coprocessor)*/ int fd = open(“/dev/fslfifo0”,O_RDWR); while(1) { /* Get incoming data – application dependent*/ get_input_data(buffer); /* Send data to ImpulseC HW processor on FSL port */ write(fd, buffer,BUFSIZE*sizeof(buffer[0]); /* Read the processed data back from the HW coprocessor */ read(fd, buffer,BUFSIZE*sizeof(buffer[0])); /* Do something with the data – application dependent */ send_output_data(buffer); } }



Figure 4 – Simple communication between µClinux applications and ImpulseC hardware using the generic FSL FIFO device driver March 2006



driver in the MicroBlaze µClinux kernel, makes the process of connecting the software application to the Impulse C hardware accelerator relatively easy. The generic FSL device driver maps the FSL ports onto regular Linux device nodes, named /dev/fslfifo0 through to fslfifo7, with the numbers corresponding to the physical FSL channel ID.



The FIFO semantics of the FSL channels map naturally onto the standard Linux software FIFO model, and to the streaming programming model of Impulse C. An FSL port may be opened, read, or written to, just like a normal file. Here is a simple example that shows how easily a software application can interface to a hardware co-processing core through the FSL interconnect (Figure 4).



/* example 2 – Overlapping communication and computation to exploit * parallelism */ #include #include #include #include #define BUFSIZE 1024 void main(void) { unsigned int buffer1[BUFSIZE],buffer2[BUFSIZE]; unsigned int *buf1=buffer1; unsigned int *buf2=buffer2; unsigned int *tmp;



You can easily modify this basic structure to further exploit the parallelism available. One easy performance improvement is to overlap I/O and computation, using a double-buffering approach (Figure 5). From these basic building blocks, you are ready to tune and optimize your application. For example, it becomes a simple matter to instantiate a second FFT core in the system, connect it to the MicroBlaze processor, and integrate it into an embedded Linux application. An interesting benefit of the embedded Linux integration approach is that it allows developers to take advantage of all that Linux has to offer. For example, with the FFT core mapped onto FSL channel 0, we can use MicroBlaze Linux shell commands to drive and test the core: $ cat input.dat > /dev/fslfifo0 &; cat /dev/fslfifo0 > output.dat;



Linux symbolic links permit us to alias the device names onto something more user-friendly: $ ln -s /dev/fslfifo0 fft_core



/* Open the FSL device (Impulse HW coprocessor)*/ int fd = open(“/dev/fslfifo0”,O_RDWR); /* Get incoming data – application dependent*/ get_input_data(buf1); while(1) { /* Send data to ImpulseC HW processor on FSL port */ write(fd, buf1,BUFSIZE*sizeof(buffer[0]); /* Read more data while HW coprocessor is working */ get_input_data(buf2); /* Read the processed data back from the HW processor */ read(fd, buf1,BUFSIZE*sizeof(buffer[0])); /* Do something with the data – application dependent */ send_output_data(buf1); /* Swap buffers */ tmp=buf1; buf1=buf2; buf2=tmp; } }



Figure 5 – Overlapping communication and computation for greater system throughput March 2006



$ cat input.dat > fft_core &; cat fft_core > output.dat;



Conclusion Although our example demonstrates how you can accelerate a single embedded application using one FSL-attached accelerator, Xilinx Platform Studio tools also permit multiple MicroBlaze CPUs to be instantiated in the same system, on the same FPGA. By connecting these CPUs with FSL channels and employing the generic FSL device driver architecture, it becomes possible to create a small-scale, single-chip multiprocessor system with fast inter-processor communication. In such a system, each CPU may have one or more hardware acceleration modules (generated using Impulse C), providing a balanced and scalable multi-processor hybrid architecture. The result is, in essence, a single-chip, hardware-accelerated cluster computer. To discover what reconfigurable clusteron-chip technology combined with C-tohardware compilation can do for your application, visit www.petalogix.com and www.impulsec.com. Embedded magazine
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Eliminating Data Corruption in Embedded Systems SiliconSystems’ patented PowerArmor technology eliminates unscheduled system downtime caused by power disturbances. by Gary Drossel Director of Product Marketing SiliconSystems, Inc. [email protected] Embedded systems often operate in less than ideal power conditions. Power disturbances ranging from spikes to brown-outs can cause a significant amount of data and storage system corruption, causing field failures and potential loss of revenue from equipment returns. You must consider how your storage solution will operate in environments with varying power input stability. If the host system loses power in the middle of a write operation, critical data may be overwritten or sector errors may result, causing the system to fail. Data Corruption The host system reads and writes data in minimum 512-byte increments called sectors. Data corruption can occur when the system loses power during the sector write operation, either because the system did not have time to finish or because the data was not written to the proper location. In the first scenario, the data in the sector does not match the sector’s errorchecking information. A read sector error will occur the next time the host system attempts to read that sector. Many applications that encounter such an error will automatically produce a system-level error that will result in system downtime until the error is corrected. 42



Embedded magazine



March 2006



March 2006



Parameter



embedded systems can integrate various techniques for mitigating these power-related issues. These techniques are not economically viable for consumer-based applications, but are essential to eliminate unscheduled downtime in embedded systems. SiliconSystems patented its PowerArmor technology to eliminate drive corruption caused by power disturbances. Figure 1 shows how PowerArmor integrates voltagedetection circuitry to provide an early warning of a possible power anomaly. Once a voltage threshold has been reached, the SiliconDrive sends a busy signal to the host so that no more commands are received until the power level stabilizes. Next, address lines are latched (as shown
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