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solutions to the latest releases of FPGAs from Xilinx. Featuring parametric tables, sample designs and step-by-step directions, this guide is your fast, accurate source for choosing the best National Semiconductor Power Supply Solution for your design. It also provides an overview of the available design tools, including application notes, development software and evaluation kits.
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Within such systems, FPGAs are ideally suited for high-performance signal-processing tasks traditionally serviced by an ASIC or ASSP. But you can also use FPGAs to create high-performance DSP engines that boost the performance of your programmable DSP system by performing complementary co-processing functions.
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This unique coupling of high performance and flexibility – through exploiting parallelism and hardware reconfiguration – places Xilinx in an ideal position to set the industry direction in the high-performance segment of the DSP market.
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FPGAs are increasingly being used for signal processing applications. They provide the necessary performance and flexibility to tackle many of today’s most challenging DSP applications, from MIMO digital communication systems to H.264 encoding to a high-definition broadcast system.



Our DSP vision is built on five key pillars:
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• Customer and market focus – we will create products that meet the needs of our customers and create products in those market segments that are the best fit for our FPGAs. • Design methodology – as most DSP designers don’t speak VHDL or Verilog, we will continue to evolve software technologies to support languages that they do speak – like Simulink and MATLAB. • Tailored system solutions – this includes algorithms, tools, services, and devices for focus markets. • Ecosystem – partnerships/alliances with industry leaders like Texas Instruments, The MathWorks, and Xilinx Global Alliance members to deliver total DSP solutions. • Awareness – educating you on how to quickly access FPGAs for signal processing regardless of your background skill set.
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This month we are also launching new DSP Roadmaps for the high-performance segment of the DSP market. These roadmaps cover many areas, including digital communications, multimedia video and imaging, defense systems, design tools and methodologies, development platforms, and base IP solutions. The roadmaps demonstrate our continued investment and commitment in solving your current and future signal-processing challenges. Finally, we are proud to deliver to you the first edition of DSP Magazine. Packed with articles demonstrating how you can create optimized DSP designs using FPGAs, this magazine is one of many ways in which we will provide you the knowledge to finish your DSP designs faster. I would like to dedicate this first Xilinx DSP Magazine to you, the customer.
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Setting Industry Direction for High-Performance DSP Xilinx launches new market-focused DSP Roadmaps.



by Jack Elward Senior Director, Program Management, DSP Division Xilinx, Inc. [email protected] Have you ever been on a long trip, in somewhat unfamiliar territory, and in search of your next move? You would certainly welcome a map that shows what the road holds in store ahead. Not only is it informative, it can also be reassuring. A good road map will contain enough details about your intended travel path so that you can confidently charge forward or plan for back-ups and alternatives. Of course, sometimes you will want to contact your travel advisor for more details. Such is the intent of the DSP Roadmap from Xilinx. In publishing the most comprehensive, detailed set of IP, product, and tools plans ever attempted, we intend to shine a floodlight on our next few years of technical releases. DSP Strategic Pillars The Xilinx® DSP initiative is based on five strategic pillars:



These pillars are manifested in the DSP Roadmap in the following important ways: For market focus, we listen to customers and their needs and select highgrowth markets where we can add the most value through our products and services. Xilinx target segments include digital communications (both wired and wireless), aeronautics and defense, and MVI (multimedia, video, and imaging). Other DSP markets (such as test and measure-



ment, industrial, and telemetrics) are well served by our current products and their future roadmaps. Design methodology refers to a growing awareness that traditional users of FPGAs (using VHDL and Verilog) represent only about 10% of the DSP design community. The vast majority of these designers are: • More familiar with software design tools such as C, C++, and MATLAB,



Complete DSP Design Solutions • New DSP Division, Partnerships, Specialists



Applications Expertise
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Figure 1 – Solutions spectum
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and a methodology that assumes a robust library of function calls and hardware layer abstraction • Schooled or experienced in using DSP products from TI, ADI, and Freescale • In search of higher bandwidth and performance, which can be best delivered through the parallelism of FPGAs • Concerned with system-level integration, software compatibility and reuse, and rapid prototyping The tailored solutions strategic pillar is a natural evolution of our traditional building blocks (such as FFT, FIR filters, and other “base blocks”) for general DSP applications. There are three clear tines in this fork: IP, tools, and FPGA devices. In addressing the ecosystem, Xilinx is acknowledging a successful strategy already employed throughout our history. We started off as one of the first fabless semiconductor companies and forged strategic alliances with companies like IBM and TI. Now, with a broad set of IP and tools developed by and offered from third-party vendors, we demonstrate how important it is to go beyond our internal development resources to provide increasingly complete solutions. Finally, awareness is crucial in affecting the sea change that we desire in positioning Xilinx as a major supplier of DSP solutions. We are clearly positioned and recognized as the world leader in programmable logic, but traditional customer surveys of “DSP supplier awareness” show that we have an uphill climb in the field of entrenched DSP providers such as TI. The roadmaps are a primary vehicle in communicating the expansion of expertise and product offerings, which the recently formed DSP division is capable of delivering. The DSP Roadmaps cover a broad range of products and services. Figure 1 shows the solution spectrum, ranging from DSP devices to design tools and design services. Tools are inclusive of IP, libraries, boards, and kits. IP and Solutions Traditional offerings for DSP designers have been horizontal in nature and apply to 6
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market segments. Elements such as FFTs, FIR filters/compilers, encryption, and linear algebra are good examples. The DSP Roadmaps continue to offer enhancements to the functionality and performance, along with forward migration into new generations of FPGA families. We are also introducing new building blocks to work in conjunction with complex, hard IP embedded into Xilinx FPGA families, such as the PowerPC™ 405



processor and DSP48 blocks. These cores include a floating point co-processor connected to the PowerPC through a dedicated hardware port, and several cores embracing the versatility and inherent performance of the DSP48 slices in their cascaded configuration. The IP offerings are tailored to meet the needs of specific vertical markets. Therefore, we have created roadmaps to address the following areas: Digital



Figure 2 – Digital Communications DSP Roadmap



Figure 3 – Multimedia, Video, and Imaging Systems DSP Roadmap October 2005



Communication Systems; Multimedia, Video, and Imaging (MVI) Systems; and Defense Systems (represented in Figures 2, 3, and 4, respectively). Each of these roadmaps contains specialized components or solution platforms. This represents the collective expertise of developers, application engineers, and field technical experts in conjunction with invaluable input from customers.



In addition to developing buildingblock IP, Xilinx is moving toward sets of products intended to provide proof of concept, and in some cases, reference quality designs that can be adopted directly into customer solutions. Examples in the digital communications arena are in the 3GPP and W-CDMA standards in radio-shelf and base-band implementations. New areas of rapidly growing interest are the WiMAX



Figure 4 – Defense Systems DSP Roadmap



Figure 5 – DSP Tools and Methodolgies Roadmap October 2005



standards and Picocell architectures. Similar solutions are included in each of the other market-focused roadmaps. Tools The Tools and Methodologies Roadmap shown in Figure 5 illustrates our desire to address the designer community in three major tiers: traditional Xilinx hardware (FPGA) designers, DSP development engineers, and system designers. The strategy is built on the Xilinx ISE™ software tools suite, but incorporates System Generator for DSP, our embedded development tool suites, and other third-party offerings. If you haven’t reviewed this area recently, you will be quite surprised to see the advances in capability and performance that have been introduced and are coming over the next few releases. Devices The Spartan™ and Virtex™ FPGA families have continued to evolve and include specific functions that optimize performance and power for specific application areas. The multipliers, DSP48, and embedded processors are examples of content directly aimed at the DSP field. The Virtex-4 generation identified subfamilies that allow focused concentrations of features for cost-optimized delivery. In the roadmap for future devices, you will continue to see this focus played out with additional specialized circuits and building blocks committed to silicon. Conclusion The DSP Roadmaps are not intended to be a one-way communication. In presenting our vision of the future, we expect to initiate and share in a dialog with others. We intend to engender discussion and commentary. This is a healthy process of discovery that ultimately leads to better products from Xilinx that help you develop and deliver better products to your customers. We look forward to this dialog and learning between Xilinx and the DSP world. For more information about our new products and DSP Roadmaps, visit DSP Central at www.xilinx.com/dsp. DSP magazine
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FPGA-Based MPEG-4 Codec Using FPGAs to implement complex video codecs goes beyond ASIC prototyping.



by Paul Schumacher Senior Staff Research Engineer Xilinx, Inc. [email protected]



Wilson Chung Senior Staff Video and Imaging Engineer Xilinx, Inc. [email protected] Have you ever wanted to include state-ofthe-art video compression in your FPGA design but found it too complex an undertaking? You no longer need to be a video expert to include video compression in your system. Newly released MPEG-4 encoder/decoder cores from Xilinx can help solve your video compression needs. Video and multimedia systems are becoming increasingly complex, and the availability of low-cost, reliable IP cores for your system is crucial to getting your product to market. In particular, video compression algorithms and standards have become extremely complicated circuits that can take a long time to design and are quite often bottlenecks in getting a system tested and shipped. These MPEG-4 simple profile encoder/decoder cores may just do the trick for your next multimedia system.



broadcasting, video editing, teleconferencing, security/surveillance, and consumer electronics applications. The video coding algorithm used in MPEG-4 Part 2 is an evolution from previous coding standards. The frame data is divided into 16 x 16 macroblocks containing six 8 x 8 blocks for YCbCr 4:2:0 formatted data. Motion estimation with half-pixel resolution is used to efficiently code predicted blocks from the previous frame, while the discrete cosine transform (DCT) provides the residual processing to create a more detailed view of the current frame. Simple profile provides 12 bits of resolution for DCT coefficients with 8 bits per sample for the sampled and reconstructed frame data. Coding efficiency of the MPEG-4 simple profile is better than the previous generation in MPEG-2 across a range of coding bit rates. A typical multimedia system can use MPEG-4 as the video compression component within a larger system. An example of this is an end-to-end video conferencing sys-



tem delivering compressed bitstreams between two or more participants. Designations for these sources can modify system requirements, where a key speaker or presenter for a conference may require higher resolution video as well as audio. This type of system can be expanded to video surveillance and security applications, where a display station user may decide to keep a mosaic of all video cameras or focus in on a single camera view for detailed real-time analysis. These applications require that the stream selection is performed at the receiver and is capable of handling real-time viewing specifications. An FPGA provides an excellent programmable concurrent processing platform that allows for support of varying system requirements while meeting the needs of system throughput. The Xilinx® MPEG-4 decoder core can be built with a scalable, multi-stream interface customized for your application and system requirements, while both the MPEG-4 encoder and decoder are also capable of servicing a user-specified maximum frame size. Software Orchestrator (Rate Control and Parameters)
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block FIFO (3)
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block FIFO (2)
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Applications MPEG-4 Part 2 is a recent international video coding standard in a series of such standards: H.261, MPEG-1, MPEG-2, and H.263. It was approved by ISO/IEC as International Standard 14 496-2 (MPEG-4 Part 2) in December 1999. The MPEG-4 Part 2 video codec provides an excellent basis for a number of multimedia applications. The standard provides a set of profiles and levels to allow for a plethora of different application requirements, such as frame size and use of error-resilience tools. Examples of these applications include
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Figure 1 – Block diagram of MPEG-4 Part 2 simple profile encoder core October 2005
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enough horsepower to exceed the throughput specifications of simple profile at level 5. Meanwhile, the MPEG-4 decoder design can sustain a throughput of approximately 168,000 macroblocks per second, providing adequate throughput to decode two streams of progressive SDTV (720 x 480 at 60 fps) or 14 streams of CIF resolution. This decoder throughput is more than four times the required throughput for simple profile at level 5.
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Conclusion MPEG-4 simple profile encoder and decoder cores have been designed with unique, scalable, multi-stream capabilities to suit your specific system needs. A number of different applications can take advantage of these cores in a multimedia system, including video conferencing, security, and surveillance, as well as any exciting new consumer application that you have yet to show the world. High-throughput, pipelined architectures were used for these video designs with enough customizable parameters to create a resource-efficient design exclusive to your application. For more information, visit www.xilinx.com/dsp.



MPEG-4 SP Decoder



Figure 2 – Block diagram of MPEG-4 Part 2 simple profile decoder core



Architecture Figures 1 and 2 illustrate the block diagrams for the MPEG-4 simple profile encoder and decoder cores, respectively. Hardware-based, pipelined architectures were used for these implementations, with a host interface provided on the encoder for software-controlled rate control. With an included memory controller, the raw, captured sequence for the encoder and the reconstructed frames for the decoder are stored in an off-chip memory for fast, low-latency access to the pixel data. A simple FIFO interface is provided for communicating the compressed bitstreams, with the decoder custom-built for a user-specified number of bitstreams. A system interface is also included to allow for maximum controllability and observability. To create scalable multi-stream designs that can meet the needs of different applications, the package provided with the core contains a number of user-specified, compile-time parameters that allow you to customize the encoder and decoder. To create a resource-efficient design, you can also set the maximum supported frame width and height. The compiled design would then include enough memory and registers to support any frame dimensions less than or equal to these two parameters. Other parameters give you complete control over the scalability of the final design and craft a system built exclusively for your application. Tables 1 and 2 list the FPGA resources for the encoder and decoder cores based on different parameter settings for maximum supported frame size, as well as the number of input October 2005



bitstreams for the decoder. All of the encoder designs in Table 1 utilize 16 embedded XtremeDSP™ slices, while the decoders in Table 2 utilize 32 embedded XtremeDSP slices. These designs target Virtex™-4 parts, which contain a number of 18 Kb block SelectRAM™ memories as well as embedded XtremeDSP slices. Other compatible FPGA families include Virtex-II, Virtex-II Pro, and Spartan™-3 devices. Note that the decoder design can automatically instantiate the number of input FIFOs and supporting multiplexing/demultiplexing circuitry based on the number of bitstreams to support. The MPEG-4 encoder is capable of a throughput of approximately 48,000 macroblocks per second, providing Parameters Frame Size



The authors would like to acknowledge contributions from Robert Turney, Nick Fedele, Adrian Chirila-Rus, Mark Paluszkiewicz, and Kees Vissers at Xilinx, as well as members at IMEC.



Resources



QCIF @ 15 fps CIF @ 30 fps 4CIF @ 30 fps



Block RAMs



FPGA Slices



Minimum Clock Rate (MHz)



16 21 30



8,051 8,309 9,000



3.2 25.6 100.7



Table 1 – Scalable MPEG-4 Part 2 simple profile encoder core resources



Parameters Frame Size QCIF @ 15 fps CIF @ 30 fps 4CIF @ 30 fps



Resources Streams 1 8 1 8 1 8



Block RAMs



FPGA Slices



Minimum Clock Rate (MHz)



10 17 16 23 26 33



4,332 5,014 4,558 5,305 5,004 5,764



0.8 6.6 6.6 52.8 26.4 211.2 *



* Note: Eight streams of 4CIF resolution currently require two instantiations of the decoders.



Table 2 – Scalable, multi-stream MPEG-4 Part 2 simple profile decoder core resources DSP magazine
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Rapid Development of Video/Imaging Systems Build real-time video and imaging applications quickly and easily with the Xilinx Video Starter Kit.



by Hong-Swee Lim Senior Manager, DSP Product and Solutions Marketing Xilinx, Inc. [email protected] Advances in media encoding schemes are enabling a broad array of applications, including digital video recorders (DVRs), network surveillance cameras, medical imaging, digital broadcasting, and streaming set-top boxes. The promise of streaming media presents a series of implementation challenges, especially when processing complex compression algorithms such as MPEG-4 and MPEG-compressed video transcoding. Given the high computational horsepower required for encoding or decoding such complex algorithms, achieving optimal balance of power, performance, and cost is a significant challenge for streaming media devices. By using FPGAs, you can differentiate your standard-compliant systems from your competitor’s products and achieve the optimal balance for your application. With the MPEG-4 compression scheme, for example, it is possible to offload the IDCT (inverse discrete cosine transform) 10
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portion of the algorithm from an MPEG processor to an FPGA to increase the processing bandwidth. IDCT (and DCT at the encoder) can be implemented extremely efficiently using FPGAs, and optimized IP cores are readily available to include in MPEG-based designs. By integrating various IP cores together with the IDCT core, you can develop a low-cost, single-chip solution that increases processing bandwidth and gives higher quality images than your competitor’s ASSP-based solution. To help you accelerate your system design, Xilinx offers the Video Starter Kit (VSK) 4VSX35. The VSK is an all-digital platform for real-time video/image acquisition, processing, and display. It integrates the power of hardware-accelerated processing as well as an embedded PowerPC™ core for the transmission of high-resolution digital video over lower bandwidths, or for processing network protocol stack and control functions. Xilinx Video Starter Kit 4VSX35 The Xilinx® VSK 4VSX35 allows you to jump-start your high-performance audio, video, and imaging processing designs. At



the heart of the VSK are two highly programmable Xilinx FPGAs (XC2VP4 and XC4VSX35), video encoder, video decoder, AC97 CODEC, and a wide range of video interfaces. Figure 1 illustrates the VSK’s primary components, peripherals, and available I/O. The VSK comprises three major hardware components: a Xilinx ML402-SX35 board; 752 x 480-pixel RGB progressive scan CMOS image-sensor camera with a frame rate as high as 60 frames per second (fps); and video I/O daughtercard (VIODC). The VIODC is connected to the ML402-SX35 board through the Xilinx Generic Interface (XGI), while the CMOS camera is connected to the VIODC through the serial LVDS interface. The video encoder is a high-speed, video digital-to-analog converter. It has three separate 10-bit-wide input ports that accept data in high- or standard-definition video formats. It also controls the insertion of appropriate synchronization signals; external horizontal, vertical, and blanking signals; or EAV/SAV timing codes for all standards. The video decoder is a high-quality, single-chip, multi-format video decoder that October 2005



automatically detects and converts PAL, NTSC, and SECAM standards in the form of composite, S-Video, and component video into a digital ITU-R BT.656 format. The advanced and highly flexible digital output interface enables performance video decoding and conversion in line-locked clock-based systems. This makes the VSK ideally suited for a broad range of applications with diverse video characteristics, including broadcast sources, security and surveillance cameras, and professional video systems. Figure 2 shows a block diagram of the Video Starter Kit. With the video encoder, video decoder, DVI receiver, DVI transmitter, and camera supporting a two-wire serial I2C-compatible interface, all of these devices can be controlled through an I2C master core located either in the XC4VSX35 or XC2VP4 device. The flexibility of the VSK architecture makes it suitable as a development platform for a variety of multimedia, video, and imaging applications, which include:



Using System Generator and the VSK to develop and implement image-processing algorithms allows for a thoroughly verified and easily executed design. The high-level block diagram allows for easy communication between team members, resulting in less time spent crossing skill



boundaries when determining implementation trade-offs. To accelerate video/imaging system development, Xilinx has developed new System Generator blocks specifically for the VSK, including: • VIODC interface block • Multi-port DDR memory controller block • System-level blocks With these pre-tested blocks, you can easily build your video/imaging system by just dragging and dropping the blocks within System Generator to construct your system, saving precious time from coding these essential interfacing blocks in HDL. To be able to handle the enormous video data stream



Figure 1 - Video Starter Kit 4VSX35
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• Network surveillance cameras System Generator for DSP v8.1 Converting image processing algorithms to FPGA implementations can be challenging, as the algorithms may be proven in software but not directly linked to the actual implementation. Additionally, it can be difficult to subjectively verify the implementation. Xilinx System Generator for DSP allows for high-level mathematical verification and converts the heart of the algorithm into ready-to-use HDL, which bridges the gap from the algorithm developer to the FPGA engineer. October 2005
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Figure 2 - Block diagram of Video Starter Kit 4VSX35
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Figure 3 - Network surveillance camera



from the VSK to the PC, another innovative high-speed hardware co-simulation through an Ethernet interface was introduced in System Generator for DSP 8.1. This interface allows high throughput with low latency, which proved to be extremely useful when building video/imaging systems in the System Generator environment. Network Surveillance Camera Application FPGAs have historically been found in high-end professional broadcast systems and medical imaging equipment. Today FPGAs are also finding their way into high-volume products such as digital video recorders and network surveillance cameras because of their flexibility in handling a broad range of media formats such as MPEG-2, MPEG-4, H.264, and Windows Media. Their extremely highperformance DSP horsepower also makes FPGAs suitable for other challenging video and audio tasks. Typically, a network surveillance camera product comprises three parts: a camera to convert the real-world image into a video stream; a video decoder for streams compressed into H.264, MPEG-2, or another format; and a video/image proces12
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sor for de-interlacing, scaling, and noise reduction before packeting the digitized video for transmission over the Internet. FPGAs can have many areas of responsibility within surveillance cameras, as shown in Figure 3. Bridging between standard chipsets as “glue logic” has always been a strong application of FPGAs, but many more image-processing tasks (such as color-space conversion), IDE (Integrated Drive Electronics) interface, and support for network interfaces (such as IEEE 1394) are now also commonly implemented in low-cost programmable devices. With high-performance DSP capability inside a network surveillance camera, you can digitize and encode the video stream to be sent over any computer network. You can use a standard Web browser to view live, full-motion video from anywhere on a computer network, including over the Internet. Installation is simplified by using existing LAN wiring or wireless LAN. Features such as intelligent video, e-mail notification, FTP uploads, and local hard-disk storage provide enhanced differentiation and superior capability over analog systems. The hard-processor core is an IBM



PowerPC 405 immersed in a Xilinx Virtex™-II Pro™ FPGA, delivering 600 DMIPS at 400 MHz running MontaVista Linux or Wind River Systems’s VxWorks real-time operating system (RTOS), as well as a network protocol stack to implement these features. Xilinx also offers the MicroBlaze™ 32-bit RISC processor core, delivering up to 138 DMIPS at 150 MHz and 166 DMIPS at 180 MHz when used in the Virtex-II Pro and Virtex-4 devices, respectively. Conclusion Bandwidth is precious; to make the most of it, compression schemes have steadily improved – and new algorithms push the envelope even further. As such, systemprocessing rates have increased over time, and real-time image processing is an ideal way to meet these requirements while removing memory overhead. At the same time, Moore’s Law has resulted in low-cost programmable logic devices, such as the new FPGAs, that provide the same functionality and performance previously found only in expensive professional broadcast products. FPGAs provide both professional and consumer digital broadcast OEMs with real-time image processing capabilities that address the system requirements of new and emerging video applications. Compared to other technologies, FPGAs offer an unrivalled flexibility that enables you to get your products to market quickly. Remote field upgradeability means that systems can be shipped now and features, upgrades, or design fixes added later. The VSK has been architected to reduce implementation risks, time to market, and development costs. By providing hardware and MPEG-4 IP in a pre-tested and integrated platform, you can concentrate on implementing the application-specific video and imaging functionality that is most relevant to your particular product. For more information, visit www. xilinx.com/products/design_resources/dsp_ central/grouping/index.htm. October 2005



Encoding High-Resolution Ogg/Theora Video with Reconfigurable FPGAs Once the traditional application area of custom ASICs, modern FPGAs can now handle high-performance video encoding. by Andrey Filippov President Elphel, Inc. [email protected] Much of the Spring 2003 issue of the Xcell Journal in which my article about Spartan™-IIE-based Elphel Model 313 cameras appeared (“How to Use Free Software in FPGA Embedded Designs”) was dedicated to the Xilinx® Spartan-3 FPGA. I immediately started to think about using these devices in our new generation of Elphel network cameras, but it wasn’t until last year that I was finally able to start working with them. One of the factors that slowed my company’s adoption of this new technology was the fact that at first I could not find appropriate software that could handle the devices selected, as it is essential that our end users can modify our products without expensive software development tools. When I visited the Xilinx website in Summer 2004 and found that the current version of the free downloadable WebPACK™ software could handle the XC3S1000 – the largest device available in a small FT256 package – I knew it was the right time to switch to the Spartan-3 device. October 2005
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Figure 1 – Camera system block diagram



The Camera Hardware The new Model 333 camera (Figure 1) uses the same Linux-optimized CPU (ETRAX100LX by Axis Communications) as the earlier Model 313, but with increased system memory – 32 MB of SDRAM and 16 MB of Flash. The second major upgrade is the use of 32 MB of DDR SDRAM as a dedicated frame buffer that works in tandem with the FPGA, supplementing its processing power with high capacity and I/O bandwidth. The Spartan-3 DDR I/O functionality made it possible to increase the memory bandwidth without increasing board size – the complete system still fits on a 1.5 x 3.5inch four-layer board (see Figure 2). The actual board area is even smaller, as the new one is designed to fit the sealed RJ45 connectors for outdoor applications. For the camera circuit design, the goals include combining high computational performance with small size (that also simplifies preserving high-speed signal integrity on the PCB) and providing the flexibility for the reconfigurable FPGA on the system level. For the latter, I decided to split the camera circuitry into two boards: one main board and a second containing just a sensor with minimal related components. On the main board the FPGA I/O pins go directly to the inter-board connector, so it is possi14
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ble to change the pin functions (including polarity) to match the particular sensor boards. A similar solution allowed the earlier Model 313 camera to support different types of sensors (most became available after the board design). It even works in our 11-megapixel Model 323 cameras without any PCB modifications. Selecting the Video Encoding Technique After the prototype camera was ready, it took just a couple of weeks to modify the code developed for the Spartan-IIE-based



connected directly to the processor I/O pins, so I could not use the software that comes with Xilinx configuration hardware. The JTAG instruction register is six bits wide, not five as it was in the Spartan-IIE devices with which I was familiar. After some trial and error, I figured that out and found that the same code could run at 125 MHz (instead of 90 MHz in the previous model) and used just 36% (not 98% as before) of available slices – plenty of room for more challenging tasks. Of course, I had some challenging tasks in mind, as motion JPEG is not a really good option for high-resolution/highframe-rate cameras because the amount of data to be transferred or stored is quite huge. It is a waste of network bandwidth or hard disk space when recording such video streams, as fixed-view cameras in most cases have very little difference between consecutive frames. Something like MPEG-2 could make a difference; that was the standard I was planning to implement in the camera. But as soon as I got some books on MPEG-2 and started combing through online resources, I found another fundamental difference between MPEG and JPEG – not just that it can use the similarity between consecutive frames. Contrary to JPEG, MPEG-2 requires you to pay licensing fees for using the encoders based on this standard. The fee is small compared



Figure 2 – Camera system board



camera and to implement motion JPEG compression. Half of that time was spent trying to figure out how to configure the new FPGA with the generated bitstream. In the camera, JTAG pins of the device are



to the cost of the hardware, but it still could be a hassle and does not provide freedom for implementation. It did not take long to find a perfect alternative – Theora, based on the VP3 October 2005



codec developed by On2 Technologies (www.on2.com) and released as open-source software for royalty-free use and modifications (see www.theora.org/svn.html). Theora is an advanced video codec that competes with MPEG-4 and other similar low-bit-rate video compression schemes. It is now supported by the Xiph.org Foundation along with Ogg, the transport layer used with Theora to deliver the video content. The bitstream format is stable enough and supported by multiple players running on different operating systems. Like JPEG and MPEG, it uses a twodimensional 8 x 8 DCT. FPGA Implementation The code for the Elphel Model 333 camera FPGA is written in Verilog HDL (Figure 3). It is designed around the 8-channel SDRAM controller that uses the Spartan-3 DDR capabilities. The structure of the memory accesses and specially organized



data mapping both serve the same goal: optimizing memory bandwidth that otherwise would be a system bottleneck. The rest of the code that currently uses two-thirds of the general FPGA resources (slices) and 20 of 24 block RAM modules includes video compression modules, a sensor, and system interfaces. A detailed description of the camera code is available, together with the source code, at Sourceforge (https://sourceforge.net/ projects/elphel). Conclusion High-performance reconfigurable FPGAs made it possible to build a fast high-resolution low-bit-rate network camera capable of running 30 fps at a resolution of 1280 x 1024 pixels (12 fps at a resolution of 2048 x 1536). Many of the new features of the Spartan-3 devices proved to be very useful in this design: embedded multipliers for DSP functions, advanced digital clock
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management, DDR I/O functions, an increased number of global clock networks for the DDR SDRAM controller, and large block RAM modules for the various tables and buffers in the camera. The free video encoder (Theora) and completely open implementation of the camera (all software and Verilog code is provided under the GNU General Public License) makes the second most important function of Elphel products possible. You can use these cameras not only as finished products but also as universal development platforms – demonstrating the power and flexibility of the Spartan-3 family. It is possible to add your own code, rerun the tools (both for the FPGA code and the C-language camera software), and immediately try the new camera with advanced image processing implemented. For more information, visit www.elphel.com, https://sourceforge.net/ projects/elphel/, and www.theora.org.
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Figure 3 – Block diagram of the FPGA code
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Implementing DSP Algorithms Using Spartan-3 FPGAs This article presents two case studies of FPGA implementations for commonly used image processing algorithms – feature extraction and digital image warping.



by Paolo Giacon Graduate Student Università di Verona, Italy [email protected]



Saul Saggin Undergraduate Student Università di Verona, Italy [email protected]



Giovanni Tommasi Undergraduate Student Università di Verona, Italy [email protected]



Matteo Busti Graduate Student Università di Verona, Italy [email protected] Computer vision is a branch of artificial intelligence that focuses on equipping computers with the functions typical of human vision. In this discipline, feature tracking is one of the most important pre-processing tasks for several applications, including structure from motion, image registration, and camera motion retrieval. The feature extraction phase is critical because of its computationally intensive nature. 16
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Digital image warping is a branch of image processing that deals with techniques of geometric spatial transformations. Warping images is an important stage in many applications of image analysis, as well as some common applications of computer vision, such as view synthesis, image mosaicing, and video stabilization in a real-time system. In this article, we’ll present an FPGA implementation of these algorithms. Feature Extraction Theory In many computer vision tasks we are interested in finding significant feature points – or more exactly, the corners. These points are important because if we measure the displacement between features in a sequence of images seen by the camera, we can recover information both on the structure of the environment and on the motion of the viewer. Figure 1 shows a set of feature points extracted from an image captured by a camera. Corner points usually show a significant change of the gradient values along the two directions (x and y). These points are of interest because they can be



uniquely matched and tracked over a sequence of images, whereas a point along an edge can be matched with any number of other points on the edge in a second image. The Feature Extraction Algorithm The algorithm employed to select good features is inspired by Tomasi and Kanade’s method, with the Benedetti and Perona approximation, considering the eigenvalues α and β of the image gradient covariance matrix. The gradient covariance matrix is given by: 2 Ix Ix Iy H= Ix Iy Ix2



where Ix and Iy denote the image gradients in the x and y directions. Hence we can classify the structure around each pixel observing the eigenvalues of H: No structure Edge Corner



:α≈β≈0 : α ≈ 0, β >> 0 : α >> 0, β >> 0 October 2005



Figure 1 – Feature points extracted from an image captured by a camera



Using the Benedetti and Perona approximation, we can choose the corners without computing the eigenvalues. We have realized an algorithm that, compared to the original method, doesn’t require any floating-point operations. Although this algorithm can be implemented either in hardware or software, by implementing it in FPGA technology we can achieve real-time performance.



is a corner point. The minimum eigenvalue is computed using an approximation to avoid the square root operation that is expensive for hardware implementations. The corner detection algorithm could be summarized as follows: The image gradient is computed by mean of convolution of the input image with a predefined mask. The size and the values of this mask depend on the image resolution. A typical size of the mask is 7 x 7. • For each pixel (i, j) loop: N



a i , j = ∑ (I xk ) 2 k
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bi , j = ∑ I xk I yk k
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c i, j =



• The expected number of feature points (wf ) Output: • List of selected features (FL). The type of the output is a 3 x N matrix whose: – First row contains the degrees of confidence for each feature in the list – Second row contains the x-coordinates of the feature points – Third row contains the y-coordinates of the feature points Semantic of the Algorithm In order to determine if a pixel (i, j) is a feature point (corner), we followed Tomasi and Kanade’s method. First, we calculate the gradient of the image. Hence the 2 x 2 symmetric matrix G = [a b; b c] is computed, whose entries derive from the gradient values in a patch around the pixel (i, j). If the minimum eigenvalue of G is greater than a threshold, then the pixel (i, j) October 2005
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Input: • 8-bit gray-level image of known size (up to 512 x 512 pixels)
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where N is the number of pixels in the patch and Ixk and Iyk are the components of the gradient at pixel k inside the patch. • Pi,j = (a – t)(c – t) – b2 where t is a fixed integer parameter. • If (Pi,j > 0) and (ai,j > t), then we retain pixels (i,j) • Discard any pixel that is not a local maximum of Pi,j • End loop • Sort, in decreasing order, the feature list FL based on the degree of confidence values and take only the first wf items. Implementation With its high-speed embedded multipliers, the Xilinx® Spartan™-3 architecture meets the cost/performance characteristics required by many computer vision systems that could take advantage of this algorithm. The implementation is divided into four fundamental tasks: 1. Data acquisition. Take in two gradient values along the x and y axis and



compute for each pixel three coefficients used by the characteristic polynomial. To store and read the gradient values, we use a buffer (implemented using a Spartan-3 block RAM). 2. Calculation of the characteristic polynomial value. This value is important to sort the features related to the specific pixel. We implemented the multiplications used for the characteristic polynomial calculus employing the embedded multipliers on Spartan-3 devices. 3. Feature sorting. We store computed feature values in block RAM and sort them step by step by using successive comparisons. 4. Enforce minimum distance. This is done to keep a minimum distance between features; otherwise we get clusters of features heaped around the most important ones. This is implemented using block RAMs, building a non-detect area around each most important feature where other features will not be selected. Spartan-3 Theoretical Performance The algorithm is developed for gray-level images at different resolutions, up to 512 x 512 at 100 frames per second. The resources estimated by Xilinx System Generator are: • 1,576 slices • 15 block RAMs • 224 LUTs • 11 embedded multipliers The embedded multipliers and extensive memory resources of the Spartan-3 fabric allow for an efficient logic implementation. Applications of Feature Extraction Feature extraction is used in the front end for any system employed to solve practical control problems, such as autonomous navigation and systems that could rely on vision to make decisions and provide control. Typical applications include active video surveillance, robotic arms motion, DSP magazine
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measurement of points and distances, and autonomous guided vehicles.



served. Six parameters are required to define an affine transformation.



Image Warping Theory Digital image warping deals with techniques of geometric spatial transformations. The pixels in an image are spatially represented by a couple of Cartesian coordinates (x, y). To apply a geometric spatial transformation to the image, it is convenient to switch to homogeneous coordinates, which allow us to express the transformation by a single matrix operation. Usually this is done by adding a third coordinate with value 1 (x, y, 1). In general, such transformation is represented by a non-singular 3 x 3 matrix H and applied through a matrix-vector multiplication to the pixel homogeneous coordinates:



Image Warping Algorithms There are two common ways to warp an image: • Forward mapping • Backward mapping Using forward mapping, the source image is scanned line by line and the pixels are copied to the resulting image, in the position given by the result of the linear system shown in equation (2). This technique is subject to several problems, the most important being the presence of holes in the final image in the case of significant modification of the image (such as rotation or a scaling by a factor greater than 1) (Figure 2). The backward mapping approach gives
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Spartan-3 Theoretical Performance We designed the algorithm using System Generator for DSP, targeting a Spartan-3 device. We generated the HDL code and synthesized it with ISE™ design software, obtaining a resource utilization of: • 744 slices (1,107 LUTs )
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Implementation Software implementations of this algorithm are well-known and widely used in applica-
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• 164 SRL16 • 4 embedded multipliers



better results. Using the inverse transformation A-1, we scan the final image pixel by pixel and transform the coordinates. The result is a pair of non-integer coordinates in the source image. Using a bilinear interpolation of the four pixel values identified in the source image, we can find a value for the final image pixel (see Figure 3). This technique avoids the problem of holes in the final image, so we adopted it as our solution for the hardware implementation.



x A1,1 x + A1, 2 y + A1,3 x' y = A2,1 x + A2, 2 y + A2,3 = y ' 1 1 1



Affine transformations include several planar transformation classes as rotation, translation, scaling, and all possible combinations of these. We can summarize the affine transformation as every planar transformation where the parallelism is pre18
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The matrix H, called homography or collineation, is defined up to a scale factor (it has 8 degrees of freedom). The transformation is linear in projective (or homogeneous) coordinates, but non-linear in Cartesian coordinates. The formula implies that to obtain Cartesian coordinates of the resulting pixel we have to perform a division, an operation quite onerous in terms of time and area consumption on an FPGA. For this reason, we considered a class of spatial transformations called “affine transformations” that is a particular specialization of homography. This allows us to avoid the division and obtain good observational results: A1,1 A2,1 0
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lation. We implemented the first as a matrix-vector multiplication (2), with four multipliers and four adders. The second is an approximation of the real result of the interpolation: we weighted the four pixel values approximating the results of the transformation with two bits after the binary point. Instead of performing the calculations given by the formula, we used a LUT to obtain the pixel final value, since we divided possible results of the interpolation into a set of discrete values.



(2)



tions where a personal computer or workstation is required. A hardware implementation requires further work to achieve efficiency constraints on an FPGA. Essentially, the process can be divided in two parts: transformation and interpo-



The design can process up to 46 fps (frames per second) with 512 x 512 images. Theoretical results show a boundary of 360+ fps in a Spartan-3-based system. Applications of Image Warping Image warping is typically used in many common computer vision applications, such as view synthesis, video stabilization, and image mosaicing. Image mosaicing deals with the composition of sequence (or collection) of images after aligning all of them respective to a common reference frame. These geometrical transformations can be seen as simple relations between coordinate systems. By applying the appropriate transformations through a warping operation and merging the overlapping regions of a warped image, we can construct a single panoramic image covering the entire visible area of the scene. Image mosaicing provides a powerful way to create detailed threedimensional models and scenes for virtual reality scenarios based on real imagery. It is employed in flight simulators, interactive multi-player games, and medical image systems to construct true scenic panoramas or limited virtual environments. October 2005
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Figure 5 – Comparison of implementation models for 2D-IDCT DSP magazine
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Alpha Blending Two Data Streams Using a DSP48 DDR Technique Achieve full throughput of the DSP48 slice with a double-data-rate technique.



by Reed Tidwell Sr. Staff Applications Engineer Xilinx, Inc. [email protected] The XtremeDSP™ system feature, embodied as the DSP48 slice primitive in the Xilinx® Virtex-4™ architecture, is a high-performance computing element operating at an industry-leading 500 MHz. The design of the Virtex-4 infrastructure supports this rate, with Xesium clock technology, Smart RAM, and LUTs configured as shift registers. Many applications, however, do not have data rates of 500 MHz. So how can you harness the full computing performance of the DSP48 slice with data streams of lower rates? The answer is to use a double-data-rate (DDR) technique through the DSP48 slice. The DSP48 slice, operating at 500 MHz, can multiplex between two data streams, each operating at 250 MHz. One application of this technique is alpha blending of video data. Alpha blending refers to the combination of two streams of video data according to a weighting factor, called alpha. In this article, we’ll explain the techniques and design considerations for applying DDR to two data streams through a single DSP48 slice. 28
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All Virtex-4 devices have DSP48 slices, although the SX family contains the largest number (an industry-high 512) and the highest concentration of DSP48 slices to logic elements, making it ideal for math-intensive applications ... Virtex-4 DSP48 The DSP system elements of Virtex-4 FPGAs are dedicated, diffused silicon with dedicated, high-speed routing. Each is configurable as an 18 x 18-bit multiplier; a multiplier followed by a 48-bit accumulator (MACC); or a multiplier followed by an adder/subtracter. Built-in pipeline stages provide enhanced performance for 500 MHz throughput – 35% higher than for competing technologies. All Virtex-4 devices have DSP48 slices, although the SX family contains the largest number (an industry-high 512) and the highest concentration of DSP48 slices to logic elements, making it ideal for math-intensive applications such as image processing. A triple-oxide 90 nm process makes the DSP48 slice very power-efficient.



Architectural features, including built-in pipeline registers, accumulator, and cascade logic nearly eliminate the use of general-purpose routing and logic resources for DSP functions, and further reduce power. This slashes DSP power consumption to a fraction when compared to Virtex-II Pro™ devices. DDR with Two Data Streams DDR, in this context, refers to multiplexing two input data streams into one stream at twice the rate, interleaving (in time) the data from each stream (Figure 1). Figure 1 also shows the reverse operation, creating two parallel resultant streams after processing. You can drive the DSP48 slice inputs at the fast 500 MHz clock rate from CLB
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Figure 1 – DSP48 DDR
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Figure 2 – Two-stream multiply through DSP48 slice October 2005



flip-flops; CLB LUTs configured as shift registers (SRL16); or directly from block RAM. Block RAM, configured as a FIFO using the built-in FIFO support, also supports the 500 MHz clock rate. Design Considerations Dealing with data at 500 MHz requires great care; you should observe strict pipelining with registers on the outputs of each math or logic stage. The DSP48 slice provides optional pipeline registers on the input ports, on the multiplier output, and on the output port from the adder/subtracter/accumulator. Block RAM also has an optional output register for efficient pipelining when interfaced to the DSP48 slice. Where you are using CLBs, place only minimal levels of logic between registers to provide maximum speed. For DDR operation, only a 2:1 mux (a single LUT level) is required between pipeline stages. Whether you are interfacing to the DSP48 slice with memory or CLBs, placing connected 500 MHz elements in close proximity minimizes connection lengths in the general routing matrix. DDR requires the DSP48 slice to operate at double the frequency of the input data streams. You can use a DCM to provide a phase-aligned double-frequency clock using the CLK 2X output. Another aspect of inserting DDR data through a section of pipeline is ensuring that data passes cleanly between clock domains. This may require adding extra registers clocked with the double-frequency clock at the output of the doublepumped section, to synchronize the data with the original clock. The rule of thumb is that in order to insert a doublepumped section cleanly into a singlepumped pipeline, there must be an even number of register delays in the doublepumped section. DSP magazine
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logical operations between registers in the two domains. The placement of the first registers in the clk1x domain is more critical than other registers in the same domain.
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Figure 3 – Timing of two-stream multiply



Figure 4 – Alpha blend formula in graphical terms



Alpha Blending Alpha blending of video streams is a method of blending two images into a single combined image, such as fading between two images, overlaying antialiased or semi-transparent graphics over an image, or making a transition band between two images on a split-screen or wipe. Alpha is a weighting factor defining the percentage of each image in the combined output picture. For two input pixels
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Note that the input mux select, mux_sel, is essentially the inverse of clk1x. It is important, however, to generate this signal from a register based on clk2x (rather than deriving it from clk1x) to avoid holdtime violations on the receiving registers. At the transitions between clock domains, the data have only one clk2x period to set up. This is the reason to have no



Red 0



Implementation Several configuration options exist for implementing DDR functionality. Figure 2 shows a straightforward implementation. In Figure 2, stream 0 consists of A0 and B0 inputs. We multiply them together and output as out0. Likewise, stream 1 consists of inputs A1 and B1 multiplied together and output as out1. There are two clock domains: the clk1x domain, at the nominal data stream frequency, and the clk2x domain, at twice the nominal frequency. Figure 2 shows two registers after the multiplier. The second is the accumulation register, even though we do not use accumulation in this configuration. The register, however, is still required to achieve the full, pipelined performance. We use two sets of registers on the inputs of the DSP to make the total delay through the DSP48 slice an even number (four) for easier alignment of the output data with clk1x. These registers are “free” because they are built into the DSP48 slice, and using them reduces the need for alignment registers external to the DSP48 slice. The extra pipeline register on out0 compensates for taking stream 0 into the DSP one clk2x cycle before stream 1. As seen from the timing diagram in Figure 3, this is required to realign the stream 0 data back into the clk1x domain.
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Figure 5 – Alpha blend on three-component video October 2005



You can efficiently use the high-performance of Virtex-4 devices with DSP48 slices by processing multiple data streams in a time-multiplexed fashion. (P0, P1, and a blend factor, α, where 0 
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