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Matching: Invariant to Translations, Rotations and Scale Changes S. Z. Li



Department of Electronic and Electrical Engineering University of Surrey Guilford, Surrey GU2 5XH, U.K. [email protected] Abstract We present an approach to invariant matching. In this approach, an object or a pattern is invariantly represented by an object-centered description called an attributed relational structure (ARS) embedding invariant properties and relations between the primitives of the pattern such as line segments and points. Noise eect is taken into account such that a scene can consist of noisy sub-parts of a model. The matching is then to nd the optimal mapping between the ARSs of the scene and the model. A gain functional is formulated to measure the goodness of t and is to be maximized by using the relaxation labeling method. Experiments are shown to illustrate the matching algorithm and to demonstrate that the approach is truly invariant to arbitrary translations, rotations, and scale changes under noise.
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1 Introduction A exible vision system should be able to perform its tasks under two kinds of transformations: rstly geometric transformation such as translations, rotations and scale changes and secondly distortions due to noise. In the former case, the values of some features may change after the geometric transformation; it is important to extract features invariant to such transformation. In the letter case, in the presence of noise, features extracted from images are randomly deviated from their prototype values; inexact visual matching is needed. The goal of this paper is to investigate an approach to matching between an image and a model under arbitrary translations, rotations and scale changes in noisy conditions. We consider only two-dimensional objects that can be described by features such as line segments or points. This is the start point of this work. An image can consist of sub-parts of the model object and furthermore there can be extra lines or points in the image description. We tackle the problem of invariant matching by representing objects using an invariant object description called an attributed relational structure (ARS). An ARS consists of a set of nodes, their properties or unary relations, and binary and ternary relations between them. Each node represents an image feature such as a line or a point. This ARS is an invariant representation because its node properties and relations are chosen to be invariant to arbitrary 2D geometric transformation. The matching takes place between the image ARS and the model ARS. We pose the problem of matching under noise, or inexact matching, as one of optimization in which a criterion called the gain is maximized. The gain is a functional of the mapping from the image ARS to the model ARS and measures the global relational similarity between the two ARSs. It is computed based on the properties and relations of the ARSs. Marr [18] believed that object-centered representation has to be derived for object recognition. This representation is intrinsic and is meant to be invariant to viewpoints. Invariant properties and relations have been suggested and utilized for matching, such as curvature properties [3], relative angle and distance [7]. Since the distance itself is dependent on scale, some inequality of the ratio of distances or line length is used as a constraint for matching. For example, by using such inequality, Liu et al. [17] allow 20% scale changes. ARS or the like has been used in computer vision to represent models and scenes [1, 2, 7, 20, 23]. Many problems in computer vision, such as image sequence analysis, stereo correspondence, feature labeling, object recognition, scene understanding, etc. can be seen as examples of ARS matching. Inexact matching between images and models is commonly performed by explicit search approaches [1, 6, 7, 10, 13, 14, 20, 23], or by using implicit search methods such as relaxation labeling [4]. A goodness of t is usually formulated to measure the optimality of matching. This paper is organized as follows. Section 2 discusses proper selection of invariant properties and relations and introduces the ARS representation. Section 3 formulates the problem of optimal ARS matching, the topics including optimal relational morphisms, relational similarities, the gain functional to be optimized, and the matching algorithm. Section 4 presents experiments. Finally Section 5 discusses and concludes the work.
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Figure 1: Two patterns of lines.



2 Invariant Descriptions of Patterns In this section, we rst discuss feature relations invariant to translations, rotations and scale changes and then introduce the attributed relational structure (ARS) embedding such relations to give rise to invariant descriptions of patterns. In our discussion of matching from one ARS to another, we use lower-case notation to refer to instances of one ARS usually built from a scene, and upper-case notation to refer to instances of the other ARS usually derived from the model. Exceptions can be easily identi ed from the context.



2.1 Invariant Relations Consider Figure 1 in which (a) consists of two lines i and j and (b) is a two-dimensionally translated, rotated and enlarged version of (a), consisting of lines I and J . Each line can be de ned for example by the coordinates of its two end-points. What feature relations are not changed from (a) to (b) after the transformation? It seems not possible to nd unary properties, i.e. descriptors of a line itself, invariant to the transformation. Perhaps binary or higher order relations are needed to give rise to invariant descriptions for line patterns. A rst commonly used binary relation is the angle between lines. The angle is an intrinsic binary relation invariant to translations, rotations and scale changes. In the noise-free case of Figure 1, relational dierence



jANGLE (I; J ) ? angle(i; j )j



(1)



is zero; if some lines in one of (a) and (b) are deviated by noise, then the above non-negative quantity can be larger than zero. Among other commonly used are distance-related relations such as the length of lines and some distance between lines. These relations are invariant to 2D translations and rotations; but unfortunately direct use of them cannot be invariant to scale changes. We propose to use some function of them which can give rise to distance-based relations invariant to translations, rotations and scale changes.
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Figure 2: Two patterns of points. rstsuch relation is the logarithm of the ratio of line lengths. The length log length((ji)) . In the noise-free case of Figure 1, relational dierence     (I )) ? log length(i) j j log LENGTH LENGTH (J ) length(j )



For lines i and j , it is (2)



is zero; if some lines in one of (a) and (b) are deviated by noise, then the above non-negative quantity can be larger than zero. The reason we choose the ratio of the length is that it is invariant to scale changes in addition to translations and rotations. The reason we choose the logarithm function is as follows: We have a best match condition that the ratio of the ratio of length(i) LENGTH (I ) length(j ) = LENGTH (J ) should be equal to one in the noise-free case. In the noisy case, the closer this number is to one, the better the match is; this is best measured by the logarithm function. The second such relation is the logarithm of the ratio of the distance between the mid-points of two lines over the furthest distance between the end-points of the two lines. For lines i and  dist (i;j ) mid j , it is log distmax(i;j) . In the noise-free case of Figure 1, relational dierence 



   DIST ( I; J ) dist ( i; j ) MID mid j log DIST (I; J ) ? log dist (i; j ) j (3) MAX max is zero; if some lines in one of (a) and (b) are deviated by noise, then the above non-negative quantity can be larger than zero. Similar reasons can be given for this choice. Consider Figure 2 in which (a) consists of a pattern of three points i, j and k and (b) is a two-dimensionally translated, rotated and enlarged version of (a), consisting of points I , J and K . Each point is de ned by its coordinate. What relations are not changed from (a) to (b) after the transformation? It seems that it is not possible to nd relations of order two or lower invariant to the transformation. Perhaps ternary or higher order relations are needed to give rise to invariant descriptions for point patterns. Three points de ne a triangle. The three angles of the triangle are invariant to translations, rotations and scale changes. Relational dierence



jANGLE (I; J; K ) ? angle(i; j; k)j



(4)
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should be zero in the noise-free case. For distance-related relations, we can think of the logarithm of the ratio of the lengths of a pair of sides of the triangle. Relational dierence     DIST ( I; J ) dist ( i; j ) j log DIST (J; K ) ? log dist(j; k) j (5) should be zero in the noise-free case.



2.2 Attributed Relational Structures Let us start with attributed relational graphs (ARGs) to which attributed relational structures ARSs are extensions. An ARG is an attributed and weighted graph which we denote by a triple g = (d; r1 ; r2 ). In this notation, d = f1; :::; mg represents a set of m nodes in which each node represents an entity such as a line or a point; r1 = fr1 (i) j i 2 dg is a set of unary relations, or properties, de ned over d in which r1 (i) = [r1(1) (i); :::; r1(K 1) (i)] is a vector consisting of K 1 dierent types of unary relations; r2 = fr2 (i; j ) j (i; j ) 2 d2 g is a set of binary (bilateral) relations, or brie y relations, de ned over d2 = d  d in which r2 (i; j ) = [r2(1) (i; j ); :::; r2(K 2) (i; j )] is a vector consisting of K 2 dierent types of binary relations. Thus the set of m nodes are attributed by the unary relations, and constrained by binary relations with the other nodes. Every node in an ARG has its own properties and relations with every other node in the graph. The order of an ARS is the highest order of its relations. The order of an ARG is two. An ARS of order N , as an extension to an ARG, is an N + 1 tuple denoted by



g(d; r ; :::; rN )



(6)



d = f1; :::; M g



(7)



rn = frn(i ; :::; in ) j (i ; :::; in ) 2 dng



(8)



1



In this notation, represents a set of M nodes;



1



1



is a set of n-ary relations de ned over dn in which



rn(i ; :::; in ) = [rn (i ; :::; in ); :::; rnKn (i ; :::; in )] 1



(1)



1



(



)



1



(9)



is a vector consisting of Kn dierent types of n-ary relations. In the following, sometimes we will use g(d; r) to denote g in Equation 6 in brief. Figure 3 shows three nodes, i, j and k, of an ARS, their unary properties and binary and ternary relations. For each i 2 d, [r1(1) (i); :::; r1(K 1) (i)] represents K 1 unary properties of node i itself. Property r1(k) (i) has associated with it an attribute value which will be denoted by r1(k) (i), too. For example, we can use a node to denote a surface patch segmented based on surface curvature properties [3]; let the 1st unary relation represent the curvature label of a (patch) node; if the attribute value of the label of node 3 is 5, then we write r1(1) (3) = 5. For each (i; j ) 2 d2 , [r2(1) (i; j ); :::; r2(K 2) (i; j )] represents K 2 binary (bilateral) relations between nodes i and j . Relation r2(k) (i; j ) has associated with it an attribute value which will be
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Figure 3: Nodes and relations in the ARS representation. denoted by r2(k) (i; j ). For example, if the 1st binary relation represents the angle between two (line) nodes and the attribute value of the angle between nodes 2 and 5 is 20 degree, then we write r2(1) (2; 5) = 20. We can also have relations of order three, such as relations among three points illustrated in the previous subsection, and those of even high orders. There is a special node in the model ARS: NULL, denoted by 0. This represent the virtual model node for something due to noise or yet to be modeled. The set of model is then denoted by D = f0; 1; :::; M g (10) in which 1; :::; M belongs to the physically existing model and 0 is the only node of the virtual NULL model. The properties of nodes 1; :::; M and their relations characterize the physical model. However, those of node 0 and its relations to the remaining nodes are unknown unless they can be determined a priori. We have used the following three binary relations for the invariant matching of line patters: 1. r2(1) (i; j ) = angle(i; j )



 length(i)  2. r2(2) (i; j ) = log length (j )



3. r



(3) 2



 dist (i;j )  mid (i; j ) = log dist max (i;j )



(11)



(in this case, K 2 = 3) while unary properties are not used. The above notations (r2(k) ) are for relations between lines in the scene. We have notations R2(1) (I; J ) = ANGLE (I; J ), etc. for relations in the model. And we have used the following ternary relations for the invariant matching of point patterns:
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. 1. r3(1) (i; j; k) = angle(i; j; k) 2. r3(2) (i; j; k) = angle(j; k; i) 3. r3(3) (i; j; k) = angle(k; i; j )



 dist(i;j )  4. r3(4) (i; j; k) = log dist (j;k )



5. 6.



(12)



 (j;k)  r (i; j; k) = log dist dist(k;i)   (k;i) r3(6) (i; j; k) = log dist dist(i;j ) (5) 3



(in this case, K 3 = 6). To conclude, the ARSs embedding invariant relations are invariant descriptions of object patterns. No matter how the patterns is translated, rotated and scaled (the transformation is restricted in 2D in the above discussed cases), the ARS descriptions remain unchanged. Now the problem of invariant matching of a scene and a model pattern can be solved by matching between their corresponding ARSs. The matching can be inexact because the scene ARS extracted from a sensory output can be noisy. It should be done in the sense of optimization which maximizes relational similarities between the two ARSs.



3 Inexact Matching of ARSs In this section, we discuss such the problem of optimal matching between two ARGs based on their relations.



3.1 Optimal Morphic Mapping The simplest example of such mapping is feature vector classi cation [8]. It is based on the similarity between the unary attributes of two ARSs while each ARS is made up of a set of nodes and associated feature vectors. A more sophisticated example is relaxation labeling [9, 15, 16, 22]. This is is based on the similarity between the binary relations of two ARSs while each ARS consists of a set of nodes and associated binary relations between them. The formulation in this paper is to match relations of arbitrary order. A mapping from one relational structure to another is called a morphism. A morphism  is a mapping  : g(d; r) ! G(D; R) (13) which maps each node in d of g to a node in D of G



:d!D



(14)



and thus maps relations rn in g to relations Rn in G



 : r n ! Rn



(15)
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A morphism is called an isomorphism if it is one-to-one and onto. It is called a monomorphism if it is one-to-one but not onto. It is called a homomorphism if it is many-to-one. We do not allow one-to-many mappings because they contradict the de nition of functionals and, more crucially, increase the diculties in nding optimal solutions. The process of matching ARSs is that of nding an optimal morphism based on some criterion. It is not very dicult to nd a correct one-to-one mapping (isomorphism) between two identical ARSs; it is also possible to match two dierent ARSs. In the latter situation, the matching is usually based on some global criteria of similarity. Let a morphism be denoted by . The similarity can be formulated as a (real) functional of , given two ARSs g and G. We de ne the functional by a weighted sum of relational similarities over dierent orders, as



( j g; G) =



N X n=1



nn( j g; G)



(16)



where n are weights. In the above n ( j g; G) is the nth order relational similarity arising from  : rn ! Rn Kn Y n( j g; G) = n(k) ( j g; G) (17) k=1



It corresponds to the compatibility functions in the relaxation labeling framework [9, 15, 16, 22]. It is the product, over dierent relational types k, of n(k) ( j g; G) which is the relational similarity arising from  : rn(k) ! Rn(k) (which will be discusses in the subsequent sub-sections). We shall call the criterion ( j g; G) the global gain. An optimal morphism  maximizes the gain functional ( j g; G) = max ( j g; G) (18) 2 where  is the space of admissible solutions. Since the morphisms here do not preserve relations in the exact sense, they are more appropriately called weak morphisms, and the matching is to best satisfy weak constraints. Next we formulate the gain functionals.



3.2 Relational Similarities The discussion here is closely related to relational distances, compatibilities or goodness of t. We aim to de ne a global criterion as a real number by rst de ning individual relational similarities in real numbers and then taking weighted sum of these to obtain the global measure. The relations may be either symbolic or numerical. The similarity between rn(k) (i1 ; :::; in ) and Rn(k) (I1 ; :::; In ) incurred by mapping



 : i1 ! I1 ; i2 ! I2 ; :::; in ! In is denoted by



(19)



n(k) ( j g; G) = n(k) (i1 ; I1 ; i2 ; I2 ; :::; in ; In) (20) It is a quantitative measure in a real number and is due to the mapping  which relationally maps from rn(k) to Rn(k) . The de nition of n(k) is formulated according to the role that the
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relation rn(k) and equivalently Rn(k) play in any particular application. In general, it can have the form n(k) (i1 ; I1 ; i2 ; I2 ; :::; in ; In) = g((Rn(k) (I1 ; :::; In ); rn(k) (i1 ; :::; in ))) (21) In the above, (Rn(k) ; rn(k) ) 2 [0; +1) is some function measuring the dierence between Rn(k) and rn, and g() 2 (0; 1] is some function which maps the dierence  2 [0; +1) into a similarity measure ranging in (0,1]. The function g satis es the following: 1. It has the maximum value of 1 at  = 0, i.e. g(0) = max g(); 2. it monotonically decreases as  increases, i.e. g0 () < 0; 8 > 0; and 3. it has the asymptote of 0, i.e. lim  ! +1g() = 0. Suitable choices of g include



g() = e?



(22)



g() = 1=(1 + 2 )



(23)



(Rn(k) ; rn(k) ) = jRn(k) ? rn(k) j=n(k)



(24)



and In general, we de ne the dierence by



where n(k) is some parameter. The corresponding similarity is



n(k) = exp(?jRn(k) ? rn(k) j=n(k) )



(25)



if the exponential de nition is used. The eventual nth order similarity is, according to Equation 17, Kn Kn Y X n = n(k) = exp(? jRn(k) ? rn(k) j=n(k) ) (26) k=1



k=1



In the above, n = n (i1 ; I1 ; i2 ; I2 ; :::; in ; In ). Recall that there is a special label 0 in D. In reality, it has neither unary properties nor a direct relation to the rest of the physically existing nodes 1; :::M . As far as this special node is concerned, we de ne



1 (i; 0) = H1 and



(27)



2 (i; 0; j; J ) = 2 (i; I ; j; 0) = H2 (28) and so on, where Hn (n = 1; 2; :::) are parameters controlling the possibility with which i 2 d is assigned 0 (NULL); the larger these quantities are, the more likely a scene node will be assigned label 0.
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3.3 Computation of Optimal Mapping Finding solution of Equation 18 is a combinatorial optimization problem. To perform this, we could use methods such as maximal cliques [1, 6], dynamic programming [11], constraint search [10, 14], etc. However, a disadvantage common to these methods is that thresholds may have to be used to determine whether a match is acceptable otherwise the search could be exhaustive. The use of thresholds could rule out potential matches. Therefore we use the continuous relaxation labeling method [9, 15, 16, 22]. In this method, a global combinatorial solution is achieved through local propagation. In principle, no thresholds are required to judge acceptance of individual matches. Furthermore, the algorithm is inherently parallel and distributed, and thus could be eciently implemented on SIMD architectures like the Connectionist Machines. A disadvantage of the relaxation method is that it is not guaranteed to nd global optima as its search for optima is guided by gradient and therefore may suer from the local minimum problem. Optimization quality versus computational times is an unsolved problem which we shall not address here. Fortunately, we have found empirically that the problem of local minima is not serious with the our functionals even in relative complex cases; results are quite independent of the initial state of the matching. Now we transform the constrained optimization problem into one of continuous relaxation labeling. We use f = ff (i; I ) j (i; I ) 2 Lg (29) to denote the state of mapping  : g ! G, where



L = d  D = f(i; I ) j i 2 d; I 2 Dg



(30)



is a lattice domain. State f (i; I ) 2 [0; 1] represents the certainty with which i 2 d is mapped to I 2 D by  (i;I )  : i f?! I (31) A constraint on f is X f (i; I ) = 1 8i 2 d (32) I 2D



The nal solution f  is required to be unambiguous f (i; I ) 2 f0; 1g. The admissible nal solution space is ( ) M X L S = f j f 2 f0; 1g ; f (i; I ) = 1 8i 2 d (33) I =0



Node i is unambiguously mapped to I by  if f  (i; I ) = 1. For continuous relaxation labeling, a nal solution in S is reached via an augmented space de ned by



S



(



+



M



X = f j f 2 [0; 1]L ; f (i; I ) = 1 8i 2 d



I =0



)



(34)



in which f (i; I ) takes a value in the range [0; 1] rather than in the set f0; 1g. The augmented space S+ is a subspace of the hypercube enclosing the space S. The matching process starts
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with a state point in S+ and ends up with a point in S, nally achieving an unambiguous state. The global gain is the weighted sum of N individual components



E (f ) =



N X n=1



nEn(f j n; !n )



(35)



where En (f j n ; !n ) is the gain arising from mapping the nth order relations (cf. Equation 16). In this de nition, n is the nth order interaction among n matches, and has been de ned previously as the nth order similarity function. And !n is an nth order neighborhood system which is a subset of Ln de ned recursively by



!1 = f(i1 ; I1 ) j (i1 ; I1 ) 2 L1 ; minimum unary constraintsg !n = f(i1 ; I1 ; i2 ; I2 ; :::; in ; In ) j (i1 ; I1 ; i2 ; I2; :::; in ; In ) 2 Ln, (i1 ; I1 ; :::; il?1 ; Il?1 ; il+1 ; Il+1 ; :::; in ; In ) 2 !n?1 8l i1 6= i2 ; :::; 6= in; minimum n-ary constraints g for n = 2; :::; N



(36)



The condition i1 6= i2 ; :::; 6= in in the above means that a match does not support itself. Our de nition of !n is an extension to that de ned in [12]. The nth order gain is de ned by



En (f j n; !n ) = ?



X



n (i1 ; I1 ; i2 ; I2 ; :::; in ; In )f (i1; I1 )f (i2 ; I2 ):::f (in ; In ) (37)



i1 ;I1 ;i2 ;I2 ;:::;in;In )2!n



(



(cf. Equations 17 and 20). As special cases, the unary term is



E1 (f j 1; !1 ) =



X



i;I )2!1



1 (i; I )f (i; I )



(38)



(



The unary term measures the gain incurred by mapping unary relations. It corresponds to the cost energy in a minimal mapping theory [24], and is similar to the criterion for the simplest perceptron [21]. The binary term is



E2 (f j 2 ; !2) =



X



i;I ;j;J )2!2



2 (i; I ; j; J )f (i; I )f (j; J )



(39)



(



It measures the gain incurred by mapping binary relations. It is the criterion known as the average local consistency [15]. An optimal unambiguous state f  maximizes the global gain functional E (f  ) = max E (f ) (40) f 2S



3.4 Algorithm We are nding a point f  in space S which maximizes E (f ). In the continuous relaxation labeling approach, an optimal constrained combinatorial solution in the discrete space S in Equation 33
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is approached via the continuous space S+ in Equation 34. We introduce a time parameter into f such that f = f (t) (41) We are interested in constructing a dynamic system that can locate as the nal solution a maximum of E (f ). We require that the gain E should not decrease along its trajectory f (t) as   the system evolves, i.e. dE dt  0. The nal state f is usually unambiguous, i.e. f 2 S, with the Hummel-Zucker algorithm [15]. The following is an outline of the relaxation labeling algorithm.
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Algorithm: Relaxation Labeling



Given: n (n = 1; :::; N ) and f (0) Output: Unambiguous f  = f (1)



Begin



Set t Do



0



Compute q(t) from n and f (t) Update f (t+1) (f (t) ; q(t) ) t t+1 Until (converged) Set f  f (t)



End of Algorithm



In the above, q(t) is the gradient of E (f ) and is some updating operation. The process starts with an initial state f (0) . At time t, the gradient function q(t) is computed and the state f (t) is updated to increase the gain using an updating rule



f (t+1) = (f (t) ; q(t) )



(42)



It is meant to update f by an appropriate amount in the appropriate direction. Here the computation of the length and the direction of the updating vector is based on the gradient projection (GP) operation described in [15, 19]. More speci cally, f is updated by a vector of u f (t+1) f (t) + u (43) where u is the direction vector computed by the GP operation and  is a factor which ensures that the updated vector f (t+1) lies within the space S+ in Equation 34. In practice, we use a modi ed version of the GP algorithm



f (t+1) (i)



f (t) (i) + i u(i)



(44)



which updates each f (i) individually to simplify the computation. The iteration terminates when the algorithm converges, i.e. f  = f (t+1) = f (t) . The nal labeling is in general unambiguous, i.e. f (i; I ) = 1 or 0. This means that each node has a single interpretation. For details of the algorithm and its convergence properties, readers are referred to [15]. The gradient of the global gain is the weighted sum of the individual terms N @E (f ) = X (45) q(i; I ) = @f (i; I ) n=1 n qn(i; I ) in which (f j n ; !n ) (46) qn(i; I ) = @En@f (i; I )
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From this de nition, we have the rst order gradient



q1 (i; I ) = 1 (i; I )



(47)



and the second order gradient



q2(i; I ) =



X



j;J )2!2 (i;I )



[2 (i; I ; j; J ) + 2 (j; J ; i; I )]f (j; J )



(48)



(



where !2 (i; I ) = f(j; J ) j (i; I ; j; J ) 2 !2 g. In the case of symmetry, i.e. 2 (i; I ; j; J ) = 2 (j; J ; i; I ), then X q2 (i; I ) = 2 2 (i; I ; j; J )f (j; J ) (49) j;J )2!2 (i;I )



(



In general the nth order gradient



qn (il ; Il ) =



X



8(i1 ;I1 ;:::;il?1;Il?1 ;il+1;Il+1 ;:::;in;In )2!n (il ;Il)



(50)



n(i1 ; I1 ; :::; in ; In )f (i1 ; I1 ):::f (il?1 ; Il?1 )f (il+1 ; Il+1 ):::f (in ; In ) where



!n (il ; Il ) = f(i1 ; I1 ; :::; il?1 ; Il?1 ; il+1 ; Il+1 ; :::; in ; In) j (i1 ; I1 ; i2 ; I2 ; :::; in ; In) 2 !ng



(51)



The process starts with an initial state f (0) which is set by normalizing the following to satisfy Equation 32: ( (0) (52) f (i; I ) = 1 + (i; I ) if (i; I ) 2 !1 0 otherwise where (i; I ) is a small random deviation. The updating of f (t) takes place among elements in !1 in Equation 36 which may or may not include all those in d  D depending on the minimum unary requirements imposed.



3.5 Local Optimum Problem The gradient based optimization algorithm may lead to local optima if the functional to be optimized is non-convex. Given its form we have de ned, the functional need not be convex and its optimum need not be unique. Although we have not yet analyzed the convexity property of the gain functional E , we have some observations and conjectures as follows. If the scene contains exact sub-parts of the model, i.e. no noise is present, the algorithm nds the correct answer with no exception in all tested cases, regardless of whatever initial f (0) is randomly assigned. This suggests that the functional could be convex in noise-free cases, or at least that the \landscape" of the functional is quite smooth and the global maximum signi cantly high than local maxima. Dierent solutions result from dierent initial states f (0) when noise is above certain level; the large the noise is, i.e. the more a scene is deviated from its exact form by noise, the more
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likely this phenomenon occurs. This suggests that in the presence of large noise, the functional is non-convex; the larger the noise or the deviation becomes, the more \rocky" the landscape appears. The (nearly) equal initial assignment f (0) as in Equation 52 seems to lead to the best solution. In contrast, the most unequal initial state assignment, i.e. for all i ( (0) (53) f (i; I ) = 1 if I = Li 0 otherwise where Li is a random number in D = f0; 1; :::; M g, will very likely lead to an unfavorable local maximum in situations where large noise is present. With smaller values of Hn (see Equations 27 and 28), it is more likely that the algorithms gives the same solution regardless of initial f (0) . This is more signi cant when noise is large such that local optima are likely to result. This suggest that \the degree of non-convexity" could be controlled by Hn . We made use of this discovery and tried a version of Graduated Non-Convexity (GNC) algorithm [5] by tracking the result with increasing values of Hn from zero to their target values. The GNC seems to improve the results.



4 Experiments Here we present two experiments to demonstrate the proposed approach and the algorithm. One example is inexact matching of line patterns and the other is inexact matching of point patterns; all are invariant to arbitrary translations, rotations and scale changes.



4.1 Matching Lines Figure 4a shows the model of a line pattern, gure b is a subset of the pattern in gure a, gure c is a noisy version (the coordinates of the end-points of the lines are randomly deviated) of gure b with ve lines 1, 2, 7, 9 and 14 added as extra and Figure 4d is a rotated (90 degree anti-clockwise) and enlarged version of gure c. Here we used second order relational constraints only and extract the three types of binary relations as illustrated in Equation 11. No additional constraints are set to restrict neighborhood systems in Equation 36, hence !1 = L1 . In this case, the overall gain is X



E (f ) = E2 (f j 2; !2 ) =



X



i;I )2!1 (j;J )2!1 ;j 6=i



2 (i; I ; j; J )f (i; I )f (j; J )



(54)



(



since !2 = f(i; I ; j; J )j(i; I ) 2 !1 ; (j; J ) 2 !1 ; j 6= ig. In de ning pi2 , we used the exponential  in Equation 22 and thus



2 (i; I ; j; J ) = exp(? The gradient was computed by



q(i; I ) = 2



K2 X



k=1



jR k (I; J ) ? r k (i; j )j= k ) ( ) 2



X



j;J )2!1 ;j 6=i



(



( ) 2



2 (i; I ; j; J )f (j; J )



( ) 2



(55) (56)
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Figure 4: The model of a line pattern and the generations of its scenes. Table 1 demonstrates matching the scenes in Figure 4c and d to the model in a. Displayed in the rst row are the indices of scene nodes. Contents in the rst and second boxes below the rst row illustrate the process of matching the scene in c and that in d, respectively, to the model in a, with the number in the last column being the gain value given the particular labeling state at the time. The numbers displayed are the indices Si of the model nodes to which corresponding scene nodes i are maximally associated at time t, that is, Si is chosen by f (t) (i; Si ) = maxI f (t) (i; I ). It is interesting to note that during iterations t = 1; :::; 26, all the scene nodes are the most strongly associated with 0, i.e. they are the most strongly classi ed as the NULL of the model ARG. This is because at rst few iterations, there is not enough supporting evidence for non-NULL matches. After the period of \confusion", the correct matches gradually emerge as evidence is gathered and propagated. All the resulting matches are correct. Note that four of the ve added lines are matched to 0 but one of them matched to an existing line in the model: 1 ! 9 in matching c to a and 5 ! 9 in matching d to a; these are reasonable interpretations. Note also that the nal optimal gains in the two cases are slightly dierent; this is due to quantization of
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coordinates into integers after the transformation such that the quantities of the relations are slightly changed.
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Table 1: Line matching result.



Figure 5: The model of a point pattern and the generations of its scenes.
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4.2 Matching Points Figure 5a shows the model of a point pattern, gure b is a subset of the pattern in gure a, gure c is a noisy version (the coordinates of the points are randomly deviated) of gure b in which three points 3, 9 and 11 are added as extra and gure d is a rotated (90 degree clockwise) and enlarged version of gure c. The size of a point represents the label or a unary property of the point. There three dierent labels (sizes) of points. We denote this label by



 r (i) 2 f1; 2; 3g (1) 1



The label could be, for example, the curvature signs of a surface patch if a point represent a surface patch segmented based on surface curvature properties [3]. Surface curvature signs are invariant to translations, rotations and scale changes. We assume that the labels of points remain unchanged after enlargement and reduction. Here we used the point label the additional constraint to restrict the rst order neighborhood system !1 in Equation 36



!1 = f(i; I ) j (i; I ) 2 L1 ; r1(1) (i) = R1(1) (I )g



(57)



such that !1 is a subset of L satisfying the label consistency constraint and the admissible labeling space is reduced. We used third order relational constraints only and extract the six types of ternary relations for each triple (i; j; k) and (I; J; K ) as illustrated in Equation 12. In this case, the overall gain is X



E (f ) = E3 (f j 3 ; !3 ) =



X



i;I )2!1



(



P



(58)



j;J )2!1 ;j 6=i



(



k;K )2!1 ;(k;K )6=(i;I );(k;K )6=(j;J ) 3 (i; I ; j; J ; k; K )f (i; I )f (j; J )f (k; K ) In the above,



(



we modi ed the de nition of !3 into !3 = f(i; I ; j; J ; k; K )j(i; I ) 2 !1 ; (j; J ) 2 !1 ; (j; J ) 6= (i; I ); (k; K ) 2 !1 ; (k; K ) 6= (i; I ); (k; K ) 6= (j; J )g. The intention is to avoid zero distances between the same point in computing some of the ternary relations in Equation 12. In de ning 3 , we used the other  in Equation 23 in this example and  and thus



3 (i; I ; j; J ; k; K ) = 1=[1 +



K3 X k=1



jR k (I; J; K ) ? r k (i; j; k)j= k ] ( ) 3



( ) 3



( ) 3



(59)



The gradient is computed by



q(i; I ) = 3



X



j;J )2!1 ;j 6=i



(



X



k;K )2!1 ;k6=i;k6=j



3 (i; I ; j; J ; k; K )f (j; J )f (k; K )



(60)



(



Table 2 demonstrates the process of matching the scenes in c and d to the model in a of Figure 5. All the resulting matches are correct. Note that two of the three added points are matched to 0 but one of them appears to be an M-1 match: 2; 3 ! 4 in matching c to a and 4; 6 ! 4 in matching d to a.
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Table 2: Point matching result.
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4.3 Parameters and Computational Times Table 3 summarizes the parameters used in the experiments. Table 4 gives an impression of Line Matching 2(1) = 40 2(2) = 0:5 2(1) = 0:2 H2 = 0:3 Point Matching 3(1?3) = 2 3(4?5) = 20 | H3 = 0:3 Table 3: Parameters for binary relations. computational times for a sequential implementation on a SUN-4 workstation. The times for the two experiments, each consisting of two runs for the corresponding two scenes, are listed in seconds. The times for the line matching are much less than those for the point matching though the number of nodes in the former case is larger that that of the latter. This is because the gain functional for the line matching is of order two whereas that for the point matching is of order three; the cost increases rapidly as the order increases. Experiment Line Matching Point Matching



M 28 14



m 14 11



User Time Sys Time 6.4/6.5 0.2/0.3 92.0/92.0 0.7/0.7



Table 4: Computational times spent in a sequential implementation on a SUN-4 workstation.



5 Discussion We have proposed an optimization approach to inexact pattern matching that is invariant to arbitrary translations, rotations and scale changes. Binary relations are used to give rise to truly invariant descriptions of line patterns and ternary relations are used for point patterns. A gain functional is formulated from the invariant relations to measure the goodness of matching. It is maximized using the relaxation labeling method. The invariance of the approach is in eect achieved by the proper selection of invariant relations. Its performance under noise is achieved by the optimization formulation. The ability of the approach to match under arbitrary scale changes with the presence of noise is successful compared with other work of the same nature. The matching is truly invariant to the 2D transformations. The success of its extension to 3D depends on whether truly 3D invariant relations can be found. If lines or points are extracted from intrinsic images, such as range images, computed by stereo procedures, the outcome should be great since the true 3D positions of lines and points are at hand in this case. So far, the approach is applied to matching patterns of linear features such as straight lines and points. The success of its extension to matching nonlinear features such as curves or curved surfaces depends on whether invariants can be found to adequately describe them. A main shortcoming of the representation is that signi cant occlusion is likely to lead to mismatching of occluded lines in the line matching. This is because occlusion changes the length
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and the positions of end-points of lines. Nonetheless, normally this does not aect the rest of lines very much.
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