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Introduction



Some Definitions, Formulas, Methods, and Solutions 0.1. Classification of Second-Order Partial Differential Equations 0.1.1. Equations with Two Independent Variables 0.1.1-1. Examples of equations encountered in applications. Three basic types of partial differential equations are distinguished—parabolic, hyperbolic, and elliptic. The solutions of the equations pertaining to each of the types have their own characteristic qualitative differences. The simplest example of a parabolic equation is the heat equation 
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where the variables and play the role of time and the spatial coordinate, respectively. Note that equation (1) contains only one highest derivative term. The simplest example of a hyperbolic equation is the wave equation 
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where the variables and play the role of time and the spatial coordinate, respectively. Note that the highest derivative terms in equation (2) differ in sign. The simplest example of an elliptic equation is the Laplace equation 2  
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= 0,
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where and play the role of the spatial coordinates. Note that the highest derivative terms in equation (3) have like signs. Any linear partial differential equation of the second-order with two independent variables can be reduced, by appropriate manipulations, to a simpler equation which has one of the three highest derivative combinations specified above in examples (1), (2), and (3). 0.1.1-2. Types of equations. Characteristic equations. Consider a second-order partial differential equation with two independent variables which has the general form 
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where  ,  ,  are some functions of and that have continuous derivatives up to the second-order inclusive.*   Given a point ( , ), equation (4) is said to be parabolic
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0.3.1-3. Separable solutions. Many homogeneous linear partial differential equations have solutions that can be represented as the product of functions depending on different arguments. Such solutions are referred to as separable solutions. Table 2 presents the most commonly encountered types of homogeneous linear differential equations with many independent variables that admit exact separable solutions. Linear combinations of ( particular solutions that correspond to different values of the separation parameters, Y , 1 , &'&'& , , are also solutions of the equations in question. For brevity, the word “operator” is used to denote / / “linear differential operator.” For a constant coefficient equation (see the first row in Table 2), the separation parameters must satisfy the algebraic equation f ( ( Y , 1 , &'&'& , ) = 0, (4) /



/



which results from substituting the solution into the equation (1). In physical applications, equation (4) is usually referred to as a variance equation. Any % of the % + 1 separation parameters in (4) can be treated as arbitrary.
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Note that constant coefficient equations also admit more sophisticated solutions; see the second and third rows, the last column. The eighth row of Table 2 presents the case of incomplete separation of variables where the ( solution is separated with respect to the space variables ^ 1 , &'&'& , ^ but is not separated with respect to time .   b    ! For stationary equations, which do not depend on , one should set Y = 0, : ; [` ] ≡ 0, b and  ( ) ≡ 1 in rows 1, 6, and 7 of Table 2. b



0.3.1-4. Solutions in the form of infinite series in . b



1 H . The equation a
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=



[` ], g



a b where g is an arbitrary linear differential operator of the second (or any) order that only depends on the space variables, has the formal series - solution `
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).J



b



=1



E



[ > (x)], g



!



[> ] = g



g



h5g



−1



[ > ]i ,



where > (x) is an arbitrary infinitely differentiable function. This solution satisfies the initial condition ` (x, 0) = > (x). 2 H . The equation



2 a
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=



[` ], g



a b as in Item 1 , has a formal solution represented by the where g is a linear differential operator, just H sum of two series as `



(x, ) = b
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2 J
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b
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(2 E + 1)!



g



[@ (x)],



where > (x) and @ (x) are arbitrary infinitely differentiable functions. This solution satisfies the initial conditions ` (x, 0) = > (x) and ; ` (x, 0) = @ (x). a



0.3.2. Nonhomogeneous Linear Equations 0.3.2-1. Simplest properties of nonhomogeneous linear equations. For brevity, we write a nonhomogeneous linear partial differential equation in the form F [` ] = < (x, ), (5) b F where the linear differential operator is defined above, see the beginning of Paragraph 0.3.1-1. Below are the simplest properties of particular solutions of the nonhomogeneous equation (5). 1 H . If ` K j (x, ) is a particular solution of the nonhomogeneous equation (5) and ` K 0 (x, ) is a particular b b solution of the corresponding homogeneous equation (1), then the sum G ` K 0 (x, ) + ` K j (x, ), b b where G is an arbitrary constant, is also a solution of the nonhomogeneous equation (5). The following, more general statement holds: The general solution of the nonhomogeneous equation (5) is the sum of the general solution of the corresponding homogeneous equation (1) and any particular solution of the nonhomogeneous equation (5). 2 H . Suppose ` 1 and ` 2 are solutions of nonhomogeneous linear equations with the same left-hand side and different right-hand sides, i.e., F F [` 1 ] = < 1 (x, ), [` 2 ] = < 2 (x, ). b b Then the function ` = ` 1 + ` 2 is a solution of the equation F [` ] = < 1 (x, ) + < 2 (x, ). b



b
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0.3.2-2. Fundamental and particular solutions of stationary equations. Consider the second-order linear stationary (time-independent) nonhomogeneous equation : x [`



] = < (x).



(6)



Here, : x is a linear differential operator of( the second (or any) order of general form whose 6 coefficients are dependent on x, where x 8 . A distribution k = k (x, y) that satisfies the equation with a special right-hand side : x[ k



] = A (x − y)



(7)



is called a fundamental solution corresponding to the operator : x . In (7), A (x) is an l -dimensional Dirac delta function and the vector quantity y = {m 1 , n'n'n , m o } appears in equation (7) as 6 o . an l -dimensional free parameter. It is assumed that y 8 The l -dimensional Dirac delta function possesses the following basic properties: 1. 2.
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(x) = A (^ 1 ) A (^ 2 ) n'n'npA (^



P q r




 0. b



0.4.1-2. Search for particular solutions. Derivation of equations and boundary conditions. The approach is based on searching for particular solutions of equation (1) in the product form `



(^ , ) = � (^ ) Ž ( ). b



(5)



b



After separation of the variables and elementary manipulations, one arrives at the following linear ordinary differential equations for the functions � = � (^ ) and Ž = Ž ( ): b
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b
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‡ Š
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+ [ ‘ + „ (^ )] � = 0,



(6)



+ [ ‘ − … ( )]Ž = 0.



(7)



b



These equations contain a free parameter ‘ called the separation constant. With the notation adopted in Fig. 1, equations (6) and (7) can be rewritten as follows: � “ 1 (^ , � , � � , � ��� ) + ‘ � = 0 ‡ ‡ ‡ and Ž “ 2 ( , Ž , Ž � , Ž ��� ) + ‘ Ž = 0. b Š Š’Š Substituting (5) into (2) yields the boundary conditions for � = � (^ ): †



1� � †



‡



2� � ‡



+ˆ +ˆ



1� 2�



= 0 at = 0 at ^



^



= =



^ 1, ^ 2.



(8)



The homogeneous linear ordinary differential equation (6) in conjunction with the homogeneous linear boundary conditions (8) make up an eigenvalue problem.
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Figure 1. Scheme of solving linear boundary value problems by separation of variables (for parabolic equations, the function ” 2 does not depend on • ˜™–—– ˜ , and š › = 0).
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0.4.1-3. Solution of eigenvalue problems. Orthogonality of eigenfunctions. Suppose œ� 1 = œ� 1 (� , ‘ ) and œ� 2 = œ� 2 (� , ‘ ) are linearly independent particular solutions of equation (6). Then the general solution of this equation can be represented as the linear combination = �



,‘ )+ž



ž 1 œ� 1 ( �



2 œ� 2 ( �



, ‘ ),



(9)



where ž 1 and ž 2 are arbitrary constants. Substituting solution (9) into the boundary conditions (8) yields the following homogeneous linear algebraic system of equations for ž 1 and ž 2 : Ÿ
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. For system (10) to have nontrivial solutions, its determinant )Ÿ
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22 ( ‘



12 ( ‘
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21 ( ‘



) = 0.



(11)



Solving the transcendental equation (11) for ‘ , one obtains the eigenvalues ‘ = ‘ For these values of ‘ , there are nontrivial solutions of equation (6), (� ) = Ÿ
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, where l = 1, 2,
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n'n'n



(12)



which are called eigenfunctions (these functions are defined up to a constant multiplier). To facilitate the further analysis, we represent equation (6) in the form [¤ (� ) � � ‡



]� + [‘ ‡



¥



(� ) − ¦ (� )] � = 0,
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It follows from the adopted assumptions (see the end of Paragraph 0.4.1-1) that ¤ ( ), ¤ °± ( ), ¦ ( ), and ¥ ( ) are continuous functions, with ¤ ( ) > 0 and ¥ ( ) > 0. The eigenvalue problem (13), (8) is known to possess the following properties: 1. All eigenvalues ² 1 , ² 2 , ³'³'³ are real, and ² ´ µ ¶ as · µ ¶ ; consequently, the number of negative eigenvalues is finite. 2. The system of eigenfunctions ¸ 1 ( ), ¸ 2 ( ), ³'³'³ is orthogonal on the interval  1 ≤  ≤  2 with weight ¹ ( ), i.e., ±
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( ) ≥ 0, ¼



½ 1¾ 1



≤ 0,



½ 2¾ 2



≥ 0,



(16)



there are no negative eigenvalues. If ≡ 0 and ¾ 1 = ¾ 2 = 0, the least eigenvalue is ² 1 = 0 and the corresponding eigenfunction is ¸ 1 = const. Otherwise, all eigenvalues are positive, provided that conditions (16) are satisfied; the first inequality in (16) is satisfied if ( ) ≤ 0. ® Subsection 1.8.9 presents some estimates for the eigenvalues ² ´ and eigenfunctions ¸ ´ ( ).
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0.4.2. Solution of Boundary Value Problems for Parabolic and Hyperbolic Equations 0.4.2-1. Solution of boundary value problems for parabolic equations. For parabolic equations, one should set ¿ (À ) ≡ 0 in (1) and (7). In addition, we assume that � (À ) > 0 and Á (À ) < min ² ´ . First we search for the solutions of equation (7) corresponding to the eigenvalues ² = ² ´ and satisfying the normalizing conditions Â ´ (0) = 1 to obtain (À ) = exp Ã©¨



Â ´



0
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´ «



Å ¬
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(17)



Then the solution of the original nonstationary boundary value problem (1)–(3) for the parabolic equation is sought in the form Æ ( , À ) =



È



( Æ ) Â
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Ç ´ =1 É



(À ), ´



(18)



where the ´ are arbitrary constants and the functions ´ ( , À ) = ¸ ´ ( ) Â ´ (À ) are particular soluÉ tions (5) satisfying the boundary conditions (2). By the principle of linear superposition, series (18) is also a solution of the original partial differential equation which satisfies the boundary conditions. To determine the coefficients ´ , we substitute series (18) into the initial condition (3), thus É obtaining È
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Ê 0 (



).



´ =1 É



Multiplying this equation by ¹ ( ) ¸ ´ ( ), integrating the resulting relation with respect to  over the interval  1 ≤  ≤  2 , and taking into account the properties (15), we find ´ É
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The weight function ¹ ( ) is defined in (14). Relations (18), (12), (17), and (19) give a formal solution of the nonstationary boundary value problem (1)–(3) if ¿ (À ) ≡ 0. Example 1. Let Ì (Í ) = 1 and Î ( Í ) = 0. Substituting these values into (17) yields Ï Ð



( Í ) = exp(− Ñ



Ð



Í ).



(20)



If the function Ò 0 ( Ó ) is twice continuously differentiable and the compatibility conditions (see Paragraph 0.4.2-3) are satisfied, then series (18) is convergent and admits termwise differentiation, once with respect to Í and twice with respect to Ó . In this case, relations (18), (12), (19), and (20) give the classical smooth solution of problem (1)–(3). [If Ò 0 ( Ó ) is not as smooth as indicated or if the compatibility conditions are not met, then series (18) may converge to a discontinuous function, thus giving only a generalized solution.]



0.4.2-2. Solution of boundary value problems for hyperbolic equations. Æ For hyperbolic equations, the solution of the boundary value problem (1)–(4) is sought in the form
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É



Here, ´ and Õ ´ are arbitrary constants. The functions Â ´ 1 (À ) and Â ´ 2 (À ) are particular solutions of the É linear equation (7) for Â (with ² = ² ´ ) which satisfy the conditions Â ´ 1 (0)



= 1,



Â ´ ° 1 (0)



= 0;



Â ´ 2 (0)



= 0,



Â ´ ° 2 (0)



= 1.



(22)
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Substituting solution (21) into the initial conditions (3)–(4) yields È
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Ê 0 (
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),
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´ =1 É
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Ê 1 (



).



´ =1



Multiplying these equations by ¹ ( ) ¸ ´ ( ), integrating the resulting relations with respect to  on the interval  1 ≤  ≤  2 , and taking into account the properties (15), we obtain the coefficients of series (21) in the form = ´ É Ë
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(23)



Ë



The quantity ¸ ´ is defined in (19). Relations (21), (12), and (23) give a formal solution of the nonstationary boundary value problem (1)–(4) for ¿ (À ) > 0. Ð



Example 2. Let × (Í ) = 1, Ì ( Í ) = Î (Í ) = 0, and Ñ Ï Ð



1 (Í



Ð



) = cos ØeÙ Ñ



> 0. The solutions of (7) satisfying conditions (22) are expressed as Ï Ð



Í]Ú ,



2 (Í



)= Û



1 Ñ



Ð



Ð



sin Ø Ù Ñ



Í]Ú .



(24)



If Ò 0 ( Ó ) and Ò 1 ( Ó ) have three and two continuous derivatives, respectively, and the compatibility conditions are met (see Paragraph 0.4.2-3), then series (21) is convergent and admits double termwise differentiation. In this case, formulas (21), (12), (23), and (24) give the classical smooth solution of problem (1)–(4). Æ



0.4.2-3. Conditions of compatibility of initial and boundary conditions. Parabolic equations, ¿ (À ) ≡ 0. Suppose the function has a continuous derivative with respect to À and two continuous derivatives with respect to  and is a solution of problem (1)–(3). Then the boundary conditions (2) and the initial condition (3) must be consistent; namely, the following compatibility conditions must hold: [½ If ½



1



= 0 or ½



2



1 Ê 0°



+¾



1 Ê 0 ]± =±



= 0,



1



[½



2 Ê 0°



+¾



2 Ê 0 ]± =±



2



= 0.



(25)



= 0, then the additional compatibility conditions [ ‚ ( ) Ê [ ‚ ( ) Ê



0°�° 0°�° Æ



+ ( ) Ê 0° ] ± ª + ( ) Ê 0° ] ± ª



=±



1



=±



2



= 0 if = 0 if



½ 1 ½ 2



= 0, =0



(26)



must also hold; the primes denote the derivatives with respect to  . Hyperbolic equations. Suppose is a twice continuously differentiable solution of problem (1)–(4). Then conditions (25) and (26) must hold. In addition, the following conditions of compatibility of the boundary conditions (2) and initial condition (4) must be satisfied: [½



1 Ê 1°



+¾



1 Ê 1 ]± =±



= 0,



1



[½



2 Ê 1°



+¾



2 Ê 1 ]± =±



2



= 0.



0.4.2-4. Linear nonhomogeneous equations with nonhomogeneous boundary conditions. Parabolic equations, ¿ (À ) ≡ 0. The solution of the boundary value problem for the parabolic linear homogeneous equation (1) subject to the homogeneous linear boundary conditions (2) and nonhomogeneous initial condition (3) is given by relations (18), (12), (17), and (19). This solution Æ can be rewritten in the form ±



( , À ) = ¨



±



1



2



( , Ý , À , 0) Ê 0(Ý ) Ü



«



Ý



.
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Here,



( , Ý , À , Þ ) is the Green’s function, which is expressed as Ü



( , Ý , À , Þ ) = ¹ (Ý )



È



¸ ´ Ç



Ü



( ) ¸ Ë



´ =1



¸ ´



Ë



(Ý ) ´



2



(À , Þ ),



Â ´



where Â ´ = Â ´ (À , Þ ) is the solution of equation (7) with ¿ (À ) ≡ 0 and initial condition Â ´ = 1 at À = Þ .



(27) = ²



which satisfies the



² ´



The function Â ´ (À , Þ ) can be calculated by formula (17) with the lower limit of integration equal to Þ (rather than zero). The simplest way to obtain the solutions of more general boundary value problems for the corresponding nonhomogeneous linear equations with nonhomogeneous boundary and initial conditions is to take advantage of formula (6) from Subsection 0.7.1 and use the Green’s function (27). Hyperbolic equations. The solution of the boundary value problem for the hyperbolic linear homogeneous equation (1) subject to the homogeneous linear boundary conditions (2) and semihomogeneous initial conditions (3)–(4) with Ê 0 ( ) ≡ 0 is given by relations (21), (12), and (23) with Æ ´ = 0 ( · = 1, 2, ³'³'³ ). This solution can be rewritten in the form ±



É



( , À ) = ¨



±



2



( , Ý , À , 0) Ê 1(Ý ) Ü



1



«



. Ý



Here, ( , Ý , À , Þ ) is the Green’s function defined by relation (27), where Â Ü of equation (7) for Â with ² = ² ´ which satisfies the initial conditions Â ´



= 0 at À



=Þ ,



Â ´°



= 1 at À



´



=Â



(À , Þ ) is the solution ´



=Þ .



−1 ß 2 ² ´



1ß 2



In the special case ¿ (À ) = 1, � (À ) = Á (À ) = 0, we have Â ´ (À , Þ ) = sin Ôà² ´ (À − Þ )Ö . The simplest way to obtain the solutions of more general boundary value problems for the corresponding nonhomogeneous linear equations with nonhomogeneous boundary and initial conditions is to take advantage of formula (14) from Subsection 0.7.2 and use the Green’s function (27).



á5â



References for Section 0.4: V. M. Babich, M. B. Kapilevich, S. G. Mikhlin, et al. (1964), E. Butkov (1968), E. C. Zachmanoglou and D. W. Thoe (1986), T. U.-Myint and L. Debnath (1987), A. N. Tikhonov and A. A. Samarskii (1990), R. B. Guenther and J. W. Lee (1996), D. Zwillinger (1998), I. Stakgold (2000), A. D. Polyanin (2001a).



0.5. Integral Transforms Method 0.5.1. Main Integral Transforms Various integral transforms are widely used to solve linear problems of mathematical physics. An integral transform is defined as ã ã



Ê



(² ) = ¨



å



ä ¸



( , ² ) Ê ( )



. 



«



ã



The function Ê ( ² ) is called the transform of the function Ê ( ) and ¸ ( , ² ) is called the kernel of the integral transform. The function Ê ( ) is called the inverse transform of Ê ( ² ). The limits of integration ‚ and are real numbers (usually, ‚ = 0, = ¶ or ‚ = − ¶ , = ¶ ). ª ª ª ã Corresponding inversion formulas, which have the form ãÊ



( ) =



¨ æ



Â



( , ² ) Ê ( ² ) «



²



make it possible to recover Ê ( ) if Ê ( ² ) is given. The integration path ç can lie either on the real axis or in the complex plane. The most commonly used integral transforms are listed in Table 3 (for the constraints imposed on the functions and parameters occurring in the integrand, see the references given at the end of Section 0.5).
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TABLE 3 Main integral transforms Integral Transform



Definition



Laplace transform



Ò (é ) = ê ë è 0



Fourier transform



Ò (õ ) = Û è 2ñ



Fourier sine transform



Ò s( õ ) = ø è



Fourier cosine transform



Ò c( õ ) = ø è



−íïî



ê



2 ñ



2 ñ



Mellin transform



Ò (ú ) = ê ë ù 0



Hankel transform



Ò ü (õ ) = ê ë ù 0



Meijer transform



− ô5ö'÷



ë ì



−



ë ê



ë



0



ê



0



ë



sin( Ó õ ) Ò (Ó ) ðïÓ



Ò (Ó ) = ø



cos( Ó õ ) Ò (Ó ) ðïÓ



Ò (Ó ) = ø



ñ



ê



0



ë



úMÓ þ



Ò (Ó ) =



1 ê 2ñ ò



Ò (Ó ) = ê



ë



0



ë



−



ë ì



ë



ë



sin( Ó õ ) Ò s( õ ) ðïõ ë



cos( Ó õ ) Ò c( õ ) ðïõ



è



0



ê



0



è



+ô



ó



íïî Ò (é ) ðMé è ô5ö'÷ Ò ( õ ) ðïõ è



ì



ë ê



ñ



−ô



Ó − û Ò ( ú ) ðïú ù ë



ó ë õ ý ü ( Ó õ ) Ò ü ( õ ) ðïõ ù



1



Ò (Ó ) = Û ò 2ñ



ü ( úMÓ ) Ò ( Ó ) ðïÓ



ê



2 2



−ô



ó



2ñ



ñ



+ô



ó



1



Ò (Ó ) = Û



Ò ( Ó ) ðïÓ



Ó ý ü ( Ó õ ) Ò ( Ó ) ðïÓ Û



1 ê 2ñ ò



Ò (Í ) =



Ó û −1 Ò ( Ó ) ðïÓ



2



Ò (ú ) = ø ù



Ò ( Í ) ðïÍ



ì



1



Inversion Formula



ê ó



ó







−ô



+ô



ë



Û



úMÓ ÿpü ( úMÓ ) Ò ( ú ) ðïú ù



ë



Notation: ò 2 = −1, ý ( Ó ) and ( Ó ) are the Bessel functions of the first and the second kind, respectively; ÿ ( Ó ) and þ are the modified Bessel functions of the first and the second kind.



(Ó )



The Laplace transform and the Fourier transform are in most common use. These integral transforms are briefly described below.



0.5.2. Laplace Transform and Its Application in Mathematical Physics 0.5.2-1. The Laplace transform. The inverse Laplace transform. The Laplace transform of an arbitrary ã (complex-valued) function Ê (À ) of a real variable À (À ≥ 0) is defined by  Ê



( ) =



0



Ç



−



Ê Ä







(À )  À ,



(1)



where  = ½ +  is a complex variable, 2 = −1. ã The Laplace transform exists for any continuous or piecewise-continuous function satisfying 0 the condition | Ê (À )| < with some > 0 and 0 ≥ 0. In what follows, 0 often means the Ä  ã possible greatest lower bound of the values of 0 in this condition. For any Ê (À ), the transform Ê ( ) is defined in the half-plane Re  > 0 and is analytic there. Given the transform Ê ( ), the function Ê (À ) can ã be found by means of the inverse Laplace transform   + 1   , Ê (À ) = (2) Ç Ê ( )  2  Ä −   ã where the integration path is parallel to the imaginary axis and lies to the right of all singularities Ç of Ê ( ), which corresponds to  > 0 . The integral in (2) is understoodã in the sense of the Cauchy ã principal value: 



 +  −



Ç



Ê



( )   =  lim  Ä 



In the domain À < 0, formula (2)Ç gives Ê (À ) ≡ 0.



Ç







 + 



 − 



Ê



( )   . 



Ä
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TABLE 4 Main properties of the Laplace transform No



ã ã Laplace transform



Function



1



‚ Ê 1 (À



2 Ê



3



 Ê



)+ 



( ‚ ),



å







5 6 Ê



8



Ê



 



9



0



Ê



>0



0 Ê 1 (Þ



(Þ ) 



Scaling



( − ‚ )



Differentiation of the transform Shift in the complex plane



( ) − Ê (+0)



Differentiation



ã Ê ã



  Ê



≥



 Ê







( ) −



ã



−



 ã



Ê 1 (



Ê



−1)



( (



( )Ö  !



Ô  ã Ê



1



Þ



 



=1



(−1) !



Þ



) Ê 2 ( − Þ ) 



Linearity



)



( ) (−1) ã  Ê   ( )



( )



 (  ) ( ), "  



Ê 2 (



(ã ‚  )



‚ Ê



 (  ) ( )



Ê



ã



)+



‚ Ê 1 (



  ( ) Ê



!



‚



)



( );  = 1, 2, 



4



7



Ê 2 (



Operation



(+0)



)



Differentiation Differentiation



( )



Integration



) Ê 2 ( )



Convolution



Ê



ã



Formula (2) holds for continuous functions. If Ê ( ) has a (finite) jump discontinuity at a point 1 0 > 0, then the left-hand side of (2) is equal to 2 [ Ê (  0 − 0) + Ê (  0 + 0)] at this point (for  0 = 0, the first term in the square brackets must be omitted). ã ã We will briefly denote the Laplace transform (1) and the inverse Laplace transform (2) as  =



Ê



( ) = ç { Ê ( )}, Ê



( ) = ç



−1



{ Ê ( )}.



0.5.2-2. Main properties of the Laplace transform. The main properties of the correspondence between functions and their Laplace transforms are gathered in Table 4. The Laplace transforms of some functions are listed in Table 5. There are a number of books that contain detailed tables of direct and inverse Laplace transforms elsewhere; see the references at the end of Section 0.5. Such tables are convenient to use in solving linear differential equations. Note the important case in which the transform is a rational function of the form ã Ê



( ) = #$



( ) , ( )



$



$



where ( ) and ( ) are polynomials in the variable  and$ the degree of ( ) exceeds that of ( ). # # Assume that the zeros of the denominator are simple, i.e., ( ) ≡ const ( − % 1 )( − % 2)  ( − % ).  Then the inverse transform can be determined by the formula &



( ) =



' 



$# =1



(% ) exp( %  (% )



 ),



where the primes denote the derivatives.
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TABLE 5 The Laplace transforms of some functions &



No



Function, ( )



1



1



2







3



+* - −*



4



&



Laplace transform, ( () ) 1 )  !



6







, ( ‚ + 1)() +  )− *



cosh( ‚  )



8



ln 



9



sin( ‚  )



10



cos( ‚  )



> −1



−1 ‚



> −1



‚



−‚



2



)



2



)



−‚



2



)



2



1 − (ln ) + / )



/ = 0.5772  is the Euler constant



)



‚



)



2



)



2



+‚



2



)



1 ‚



21 2 3 )



+‚



2



exp 4 − ‚ 1 ) 5 7



6 0(‚ 2 )



12



‚



*



() + ‚ )−1



7



erfc 0



− −1



, ( ‚ + 1))



sinh( ‚  )



11



 = 1, 2, 



+1



) 



 +* - − .



5



Remarks



‚



)



1 +‚



2



≥0



6 0 (8 ) is the Bessel function



2



0.5.2-3. Solving linear problems of mathematical physics by the Laplace transform. Figure 2 shows schematically how one can utilize the Laplace transforms to solve boundary value problems for linear parabolic or hyperbolic equations with two independent variables in the case where the equation coefficients are independent of 2 . It is significant that with the Laplace transform, the original problems for a partial differential equation is reduced to a simpler problem for an ordinary differential equation with parameter ) ; the derivatives with respect to 2 are replaced by appropriate algebraic expressions taking into account the initial conditions (see property 5 or 6 in Table 4). Example 1. Consider the following problem for the heat equation:



9:= ;



@ =0



(initial condition),



0



at



(boundary condition),



0



at



? =0 A B ?



We apply the Laplace transform with respect to @ . Setting



C {



9: 0, @ > 0),



,



at



=0



;



=



(boundary condition).



;



;



è



= C { } and taking into account the relations



(used are property 5 of Table 4 and the initial condition), (used are property 1 of Table 4 and the relation C {1} = 1 D é ),
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Figure 2. Scheme for solving linear boundary value problems by the Laplace transform. we arrive at the following problem for a second-order linear ordinary differential equation with parameter :   



= 



0











at



= 0,



=0



at



0 







−



 







(boundary condition), 



(boundary condition).















Integrating the equation yields the general solution =  1 ( ) − +  determine the constants,  1 ( ) =  0 and  2 ( ) = 0. Thus, we have 



=







0



−  







2( 







) 







. Using the boundary conditions, we



.



Let us apply the inverse Laplace transform to both sides of this relation. We refer to Table 5, row 11 with  = inverse transform of the right-hand side. Finally, we obtain the solution of the original problem in the form 



to find the







= 











0 erfc



2 



. 



0.5.3. Fourier Transform and Its Application in Mathematical Physics 0.5.3-1. The Fourier transform and its properties. The Fourier transform is defined as follows: 







( ) = 



1 2



 



−



( ) 



− 



!



" 



,



2 #



= −1.



(3)



 



This relation is meaningful for any function ( ) absolutely integrable on the interval ( $ , + $ ). We    will briefly write ( ) = % { ( )} to denote the Fourier transform (3).   Given ( ), the function ( ) can be found by means of the inverse Fourier transform 



( ) = 



1 2 







−







( ) 



 



!



" 



,



(4)
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TABLE 6 Main properties of the Fourier transform No



Function 



1







2 



3 



)



( (



), &



( );



./. !







5 



6 



−



1 (1







)



>0 &



















#-)



−











(#0 ) )







) 2 ( − 1 ) "



 







1 (



1



Linearity



)



( )



Differentiation of the transform



( )



Differentiation



)



2



2 (



Scaling







( ) 







)



(&



&



( )



)







)+'



1 (



&



( ) !



( ) !



2 (







= 1, 2, +,+,+ *







4







)+'



1 (



&



Operation



Fourier transform







Differentiation



( )







Convolution



) 2 ( )







where the integral is understood in the sense of the Cauchy principal value. We will briefly write    ( ) = % −1 { ( )} to denote the inverse Fourier transform (4).  ( ) has a (finite) jump discontinuity The inversion formula (4) holds for continuous functions. If  at a point  =  0 , then the left-hand side of (4) is equal to 12 2 ( 0 − 0) + ( 0 + 0)3 at this point. The main properties of the correspondence between functions and their Fourier transforms are gathered in Table 6. 0.5.3-2. Solving linear problems of mathematical physics by the Fourier transform. The Fourier transform is usually employed to solve boundary value problems for linear partial differential equations whose coefficients are independent of the space variable  , − $ <  < $ . The scheme for solving linear boundary value problems with the help of the Fourier transform is similar to that used in solving problems with help of the Laplace transform. With the Fourier transform, the derivatives with respect to  in the equation are replaced by appropriate algebraic expressions; see property 4 or 5 in Table 6. In the case of two independent variables, the problem for a partial differential equation is reduced to a simpler problem for an ordinary differential equation with parameter  . On solving the latter problem, one determines the transform. After that, by applying the inverse Fourier transform, one obtains the solution of the original boundary value problem. Example 2. Consider the following Cauchy problem for the heat equation: 4,5 



4



=











= 6 (  ) at 







(− <  < ), = 0 (initial condition). 



We 4 apply the Fourier transform with respect to the space variable  . Setting  = 7 {  } and taking into account the relation  7 {   } = − 8 2  (see property 4 of Table 6), we arrive at the following problem for a first-order linear ordinary differential equation with parameter 8 : 



5 



+8



2



= 0,



= 6 ( 8 ) at 



= 0, 











where 6 ( 8 ) is defined by (3). On solving this problem for the transform  , we find 











−9 2



= 6 (8 ) 



5



.



Let us apply the inversion formula to both sides of this equation. After some calculations, we obtain the solution of the original problem in the form 



= =



1 



1 2:







2:



−
 W ≥ 0, the homogeneous linear equation Q Q



X S



−T



x, U



[X ] = 0



(2)



with the nonhomogeneous initial condition of special form X



= Y (x − y) at



S



=W .



(3)



The quantities W and y appear in problem (2)–(3) as free parameters, and Y (x) = Y ( 1 ) +,+,+ZY ( ) is ) the * -dimensional Dirac delta function. S [ \^] _ `>a b c If the coefficients of the differential operator T x,U in (2) are independent of time , S then theS fundamental solution of the Cauchy problem depends on only three arguments, X (x, y, , W ) = X (x, y, − W ). [ \^] _ `>a d c If the differential operator T x,U has constant coefficients, then the fundamental S S solution of the Cauchy problem depends on only two arguments, X (x, y, , W ) = X (x − y, − W ).
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0.6.1-2. The fundamental solution allowing incomplete separation of variables. Consider the special case where the differential operator T the sum R R T x, U [ ] = T 1,U [ ] + J,J,J + T



in equation (1) can be represented as



x, U



R



[ ],



,U )



(4)



where each term depends on a single space coordinate and time, Q R



T



,U e



[ ]≡



( e



&



2



S



e



, )



R



Q



Q



+ 'e (



2 



R



S



, ) e







e



S



+ f,e (



Q e



R



, ) , e



= 1, g



+,+,+



,* .



Equations of this form are often encountered in applications. The fundamental solution of the Cauchy problem for the * -dimensional equation (1) with operator (4) can be represented in the product form h )



S



(x, y, , W ) =



X



X



X e



=



X



S



( e



e



, P e , , W ), e



(5)



=1 e



where



S



( e



, P e , , W ) are the fundamental solutions satisfying the one-dimensional equations Q X Q



e S



−T e



X



= Y (



with the initial conditions e



,U



[X



]=0 e



( g = 1, S



− P e ) at e



,* )



+,+,+



=W .



In this case, the fundamental solution of the Cauchy problem (5) admits incomplete separation of S variables; the fundamental solution is separated in the space variables  1 , +,+,+ ,  but not in time . )



0.6.2. Cauchy Problem for Hyperbolic Equations Consider a nonhomogeneous linear equation of the hyperbolic type with an arbitrary right-hand side, Q



2 Q



S



R



Q



R



S



+ i (x, )



2



Q



R



−T S



x, U



S



[ ] = V (x, ),



(6)



where the second-order linear differential operator T x,U is defined by relation (2) from Subsection 0.2.1, with x K L ) . The solution of the Cauchy problem for equation (6) with general initial conditions, R Q



R U



=







0 (x)



=







1 (x) at



S



at



= 0, S



= 0,



can be represented as the sum R



Q U



S



(x, ) =



S



V



0 



H 







H I



2



"



1 (y) +







− W



I 



+



(y, W ) X (x, y, , W ) y "











(y, 0)3



0 (y) i



H



0 (y)



S



S



S



(x, y, , W )k



X W



I



(x, y, , 0) " y,



X



Q j



"



y= "



P



1



+,+,+



" P



)



" l



=0



y



. S



Here, X = X (x, y, , W ) is the fundamental solution of the Cauchy problem that satisfies, for > W ≥ 0, the homogeneous linear equation Q



2 Q



S



Q S



X



+ i (x, )



2



Q



X S



−T



[X ] = 0



x, U



(7)



with the semihomogeneous initial conditions of special form X Q U



X



=0 at = Y (x − y) at S



S



=W , =W .



(8)
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The quantities W and y appear in problem (7)–(8) as free parameters (y K L ) ). S [ \^] _ `>a b c If the coefficients of the differential operator T x,U in (7) are independent of time , S then theS fundamental solution ofS the Cauchy problem depends on only three arguments, X (x, y, , W ) = S l l X (x, y, − W ). Here, m X (x, y, , W ) n =0 = − m U X (x, y, ). [ \^] _ `>a d c n If them differential operatorm T x,U has constant coefficients, then the fundamental S S solution of the Cauchy problem depends on only two arguments, X (x, y, , W ) = X (x − y, − W ).



MON



References for Section 0.6: V. M. Babich, M. B. Kapilevich, S. G. Mikhlin, et al. (1964), G. E. Shilov (1965), A. D. Polyanin (2000a, 2000b, 2000c, 2001a).



0.7. Nonhomogeneous Boundary Value Problems with One Space Variable. Representation of Solutions via the Green’s Function 0.7.1. Problems for Parabolic Equations S



0.7.1-1. Statement of the problem ( ≥ 0,



1 



≤



≤  2 ). 



In general, a nonhomogeneous linear differential equation of the parabolic type with variable coefficients in one dimension can be written as Q



R Q



where Q R



T !



,U



2



S



[ ] ≡ & ( , ) Q







R



−T S



S



[ ] = V ( , ),



,U !



R



Q



R



S



+ ' ( , )



2



(1)



S



R



S



+ f ( , ) ,



Q 



&



( , ) > 0.



(2)



Consider the nonstationary boundary value problem for equation (1) with an initial condition of general form, R S  = ( ) at = 0, (3) and arbitrary nonhomogeneous linear boundary conditions, Q



R S



o



R Q



o



S



2



R



S



+ g 1( )



Q



1 Q







+ g 2( )



= p 1 ( ) at R







= 



1,







= 



2.



S



= p 2 ( ) at



(4) (5) S



S



By appropriately choosing the coefficients o 1 , o 2 and the functions g 1 = g 1 ( ), g 2 = g 2 ( ) in (4) and (5), we obtain the first, second, third, and mixed boundary value problems for equation (1). 0.7.1-2. Representation of the problem solution in terms of the Green’s function. The solution of the nonhomogeneous linear boundary value problem (1)–(5) can be represented as R



U



S



( , ) =



! 2



S



V



0 







(P , W ) q ( , P , , W ) "



p 



0



"



1 (W



! 2



+ W







! 1



U



+



P



) & ( 1 , W ) r



1 (



S



, ,W )" W







S



(P ) q ( , P , , 0) "



U



+



p 



0



S



P



! 1



2 (W



) & ( 2 , W ) r



2 (



S



, ,W )" W



.



(6)



S



Here, q ( , P , , W ) is the Green’s function that satisfies, for > W ≥ 0, the homogeneous equation Q Q



q S



−T !



,U



[q ] = 0



(7)
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TABLE 7 S S Expressions of the functions r 1 ( , , W ) and r 2 ( , , W ) involved in the integrands of the last two terms in solution (6) Type of problem



Form of boundary conditions R



First boundary value problem ( o 1 = o 2 = 0, g 1 = g 2 = 1)



S



R







=



1



r



Q



= p 2( ) at 



=



2 r



Second boundary value problem ( o 1 = o 2 = 1, g 1 = g 2 = 0)



R !



S



Q



R



Q



R



Third boundary value problem ( o 1 = o 2 = 1, g 1 < 0, g 2 > 0)



! Q



+g +g R



!



Q



Mixed boundary value problem ( o 1 = g 2 = 1, o 2 = g 1 = 0)



R



t



S



=!



=! n



S



= p 2( ) at 



=



2 r



2( 



, , W ) = q (  ,  2, , W )



1 r



1( 



2 r



S



R







= = 



S



S



S



S



, , W ) = − q (  ,  1, , W ) S S (  2 , , W ) = q (  ,  2, , W ) S



, ,W )=



1( 



Q



t



S







=



1 r



= p 2( ) at 



=



2 r



= p 1( ) at 



=



1 r



1( 



, , W ) = − q (  ,  1, , W )



= p 2( ) at 



=



2 r



2( 



, ,W )=−



S



t



( , P , , W ) n



= p 1( ) at S



2



S



, , W ) = − q (  ,  1, , W )



= p 1( ) at S = p 2( ) at



1



t



( , P , , W ) n q



1( 



S



R !



Q



r



2



R



S



2(  , , W ) = −



t n



1



R



!



S



( , P , , W ) n q



=



S



Q



t



( , , W )







1



R



Mixed boundary value problem ( o 1 = g 2 = 0, o 2 = g 1 = 1)



Q



s



= p 1( ) at S



!



S



, ,W )=



1( 



= p 1( ) at S



S



Functions r



q



S



=! n



S



1



2(  , , W ) = q (  ,  2, , W ) S



S



S



Q



t



S



q



t



( , P , , W ) n n



=!



2



with the nonhomogeneous initial condition of special form S



= Y ( − P ) at q



=



(8) W



and the homogeneous boundary conditions Q o



S



q Q



1







+ g 1 ( )q



Q o



Q



2



S



q 



+ g 2 ( )q



= 0 at 



=  1,



(9)



= 0 at 



=  2.



(10)



The quantities P and W appear in problem (7)–(10) as free parameters ( Dirac delta function. The initial condition (8) implies the limit relation 



! 2



( ) = liml Uvu















1



≤ P



≤  2 ), and Y ( ) is the



S



(P ) q ( , P , , W ) " P



! 1







for any continuous function = ( ). S S The functions r 1 ( , , W ) and r 2 ( , , W ) involved in the integrands S of the last two terms in solution (6) can be S expressed in terms of the Green’s function q ( , P , , W ). The corresponding formulas for r s ( , , W ) are given in Table 7 for the basic types of boundary value problems. It is significant that the Green’s function q and the functions r 1 , r 2 are independent of the  functions V , , p 1 , and p 2 that characterize various nonhomogeneities of the boundary value problem. If the coefficients of equation (1)–(2) and the coefficients g 1 , g 2 in the boundary conditions (4) S and (5) are independent of time , i.e., the conditions &



= & ( ), '



= ' ( ), f



= f ( ), g



= const,



1



g



2



= const



(11)



hold, then the Green’s function depends on only three arguments, S



q



( , P , , W ) =



S



q



( , P , − W ).
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S



In this case, the functions r s depend on only two arguments, r s = r s ( , − W ), w = 1, 2. Formula (6) also remains valid for the problem with boundary conditions of the third kind if S S g 1 = g 1 ( ) and g 2 = g 2 ( ). Here, the relation between r s (w = 1, 2) and the Green’s function q is function itself is now different. the same as that in the case of constants g 1 and g 2 ; the Green’s x R x The condition that the solution must vanish at infinity, 0 as  $ , is often set for the first, second, and third boundary value problems that are considered on the interval  1 ≤  < $ . In this case, the solution is calculated by formula (6) with r 2 = 0 and r 1 specified in Table 7.



0.7.2. Problems for Hyperbolic Equations S



0.7.1-2. Statement of the problem ( ≥ 0,



≤



1 



≤  2 ). 



In general, a one-dimensional nonhomogeneous linear differential equation of hyperbolic type with variable coefficients is written Qas R Q R 2



Q R



S



S



+ i ( , )



2



Q



R



−T S



!



S



[ ] = V ( , ),



,U



(12)



where the operator T ! ,U [ ] is defined by (2). Consider the nonstationary boundary value problem for equation (12) with the initial conditions R S = y 0 ( ) at = 0, Q R S (13) = y (  ) at =0 1 U and arbitrary nonhomogeneous linear boundary conditions (4)–(5). 0.7.2-2. Representation of the problem solution in terms of the Green’s function. The solution of problem (12), (13), (4), (5) can be represented as the sum R



U



S



( , ) =



! 2



S



V
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! 1



! 2



−
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(P , W ) q ( , P , , W ) "



0 (P
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Q q W



(  , P , , W )k
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1 (W
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) & ( 1 , W ) r



S



1 (



, ,W )"
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y



1 (P



S



) + y 0 (P ) i (P , 0)3^q ( , P , , 0) "



p



0



 S



P



! 1



U



+ W



! 2



+ P



=0



U p



W



Q



! 1



+



" P



2 (W



) & ( 2 , W ) r



2 (



S



, ,W )" W



.



(14)



Here, the Green’s function q ( , P , , W ) is determined by solving the homogeneous equation Q



2 Q



S



Q



S



q



2



+ i ( , ) Q



q S



−T !



,U



[q ] = 0



(15)



with the semihomogeneous initial conditions S q =0 at =W , (16) Q S = Y (  − P ) at = W , (17) q U and the homogeneous boundary conditions (9) and (10). The quantities P and W appear in problem (15)–(17), (9), (10) as freeS parameters ( 1S ≤ P ≤  2 ), and Y ( ) is the Dirac delta function. The functions r 1 ( , , W ) and r 2 ( , , W ) involved in the integrands of the last two terms in S solution (14) can be expressed via the Green’s function q ( , P , , W ). The corresponding formulas S for r s ( , , W ) are given in Table 7 for the basic types of boundary value problems. It is significant that the Green’s function q and r 1 , r 2 are independent of the functions V , y 0 , y 1 , p 1 , and p 2 that characterize various nonhomogeneities of the boundary value problem. If the coefficients of equationS (12) and the coefficients g 1 , g 2 in the boundary conditions (4) and (5) S are independent of time , then the Green’s function depends on only three arguments, S S S l l q ( , P , , W ) = q ( , P , − W ). In this case, one can set m q ( , P , , W ) n =0 = − m U q ( , P , ) in solun m m tion (14). MON References for Section 0.7: V. M. Babich, M. B. Kapilevich, S. G. Mikhlin, et al. (1964), E. Butkov (1968), A. G. Butkovskiy (1982), E. Zauderer (1989), A. D. Polyanin (2000a, 2000b, 2000c, 2001a).
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0.8. Nonhomogeneous Boundary Value Problems with Many Space Variables. Representation of Solutions via the Green’s Function 0.8.1. Problems for Parabolic Equations 0.8.1-1. Statement of the problem. In general, a nonhomogeneous linear differential equation of the parabolic type in * space variables Q R has the form R S Q S − T x,U [ ] = V (x, ), (1) where Q z
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=1 Q



Let � be some simply connected domain in L € with a sufficiently smooth boundary � = � . We consider the nonstationary boundary value problem for equation (1) in the domain � with an arbitrary initial condition, R S = y (x) at = 0, (3) and nonhomogeneous linear boundary conditions, R



‚



S



[ ] = p (x, ) for x



x, U



K



. �



(4)



‚



In the general case, x,U is a first-order linear differential operator in the space coordinates with S coefficients dependent on x and . 0.8.1-2. Representation of the problem solution in terms of the Green’s function. The solution of the nonhomogeneous linear boundary value problem (1)–(4) can be represented as the sum R



S



(x, ) = ƒ



+ƒ



„ ƒ



…



(y, ‡ ) ˆ (x, y, ‰ , ‡ ) Š †



0 „ ƒ



0



Œ



p



(y, ‡ ) � (x, y, ‰ , ‡ ) Š



where ˆ (x, y, ‰ , ‡ ) is the Green’s function; for ‰ >



�



�



‹



‹



Š



Š



+ƒ ‡



…



y



(y) ˆ (x, y, ‰ , 0) Š �



‹



, ‡



(5)



≥ 0, it satisfies the homogeneous equation ‡



Ž ˆ Ž ‰



−�



[ˆ ] = 0



x,



(6)



„



with the nonhomogeneous initial condition of special form = Y (x − y) at ˆ



=‡ ‰



(7)



and the homogeneous boundary condition ‚



[ ˆ ] = 0 for x



x,



�



�



.



(8)



„



The vector y = {‘ 1} , ’,’,’ , ‘ } appears in problem (6)–(8) as an “ -dimensional free parameter (y � � ), } € and Y (x − y) = Y ( 1 − ‘ 1 ) ’,’,’ZY ( − ‘ ) is the “ -dimensional Dirac delta function. The Green’s €



€
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TABLE 8 The form of the function � (x, y, ‰ , ‡ ) for the basic types of nonstationary boundary value problems Type of problem



Function � (x, y, ‰ , ‡ )



Form of boundary condition (4)



1st boundary value problem



= p (x, ‰ ) for x ”



2nd boundary value problem m m



3rd boundary value problem m



™



+š ˜



m



= p (x, ‰ ) for x



˜ –



–



�



�



�



�



m m



(x, y, ‰ , ‡ )



• –



—



�



(x, y, ‰ , ‡ ) = ˆ (x, y, ‰ , ‡ ) �



(x, y, ‰ , ‡ ) = ˆ (x, y, ‰ , ‡ )



�



= p (x, ‰ ) for x ”



™



(x, y, ‰ , ‡ ) = − �



�



function ˆ is independent of the functions † , › , and p that characterize various nonhomogeneities of the boundary value problem. In (5), the integration is everywhere performed with respect to y, with Š � ‹ = Š ‘ 1 ’,’,’>Š ‘ . € The function � (x, y, ‰ , ‡ ) involved in the integrand of the last term in solution (5) can be expressed via the Green’s function ˆ (x, y, ‰ , ‡ ). The corresponding formulas for � (x, y, ‰ , ‡ ) are given in Table 8 for the three basic types of boundary value problems; in the third boundary value problem, the coefficient š can depend on x and ‰ . The boundary conditions of the second and third kind, as well as the solution of the first boundary value problem, involve operators of differentiation along the conormal of operator (2); these operators act as follows: Ž ˆ Ž



œ



ž



≡ �



Ž € Ÿ



Ÿ



,  =1



 



Ž ˆ



(x, ‰ ) ¢  



Ž



£



ˆ



, Ÿ



Ž



‹



¡



ž



≡



œ



Ž €



Ÿ



Ÿ  



ˆ



(y, ‡ ) ¢  



,  =1 ¡



Ž ‘



Ÿ



,



(9)



where N = { ¢ 1 , ’,’,’ , ¢ } is the unit outward normal to the surface � . In the special case where € Ÿ Ÿ (x, ‰ ) = 1 and Ÿ   (x, ‰ ) = 0 for ¤ ≠ ¥ , operator (9) coincides with the ordinary operator of differen¡ tiation along the ¡ outward normal to ¦ . If the coefficient of equation (6) and the boundary condition (8) are independent of ‰ , then the Green’s function depends on only three arguments, ˆ (x, y, ‰ , ‡ ) = ˆ (x, y, ‰ − ‡ ). [



\^§



¨



©>ª



«



Let ¦ Ÿ



(¤ = 1, ’,’,’ , ¬ ) be different portions of the surface ¦ such that ¦ =



boundary conditions of various types be set on the ¦ Ÿ , ¯



Ÿ



() x, [ ”



] = p Ÿ (x, ‰ ) for x �



Ÿ ¦



,



Ÿ



® 



¦



Ÿ



=1



= 1, ’,’,’ , ¬ . ¤



and let (10)



„ Then formula (5) remains valid but the last term in (5) must be replaced by the sum ž  Ÿ



ƒ



„ ƒ



Œ



0



=1



°



p



Ÿ



(y, ‡ ) � Ÿ



(x, y, ‰ , ‡ ) Š ¦



‹



Š



‡



.



(11)



0.8.2. Problems for Hyperbolic Equations 0.8.2-1. Statement of the problem. The general nonhomogeneous linear differential hyperbolic equation in written as Ž Ž 2”



Ž ‰



2



+ ± (x, ‰ )



” Ž ‰



−�



“



space variables can be



[” ] = † (x, ‰ ),



x,



where the operator � x, [” ] is explicitly defined in (2). We consider the nonstationary boundary value problem for equation (12) in the domain ² „ arbitrary initial conditions, ” = › 0 (x) at ‰ = 0,



(12)



„



Ž



” = › 1 (x) at ‰ = 0, „ and the nonhomogeneous linear boundary condition (4).



with (13) (14)
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0.8.2-2. Representation of the problem solution in terms of the Green’s function. The solution of the nonhomogeneous linear boundary value problem (12)–(14),(4) can be represented as the sum Ž ”



(x, ‰ ) = ƒ



+ƒ



„ ƒ …



(y, ‡ ) ˆ (x, y, ‰ , ‡ ) Š †



0 …



µ ›



1 (y) + ›



²



‹



Š



−ƒ ‡



(y, 0)¶^ˆ (x, y, ‰ , 0) Š



0 (y) ±



Here, ˆ (x, y, ‰ , ‡ ) is the Green’s function; for ‰ > Ž



0 (y) ³ ›



…



²



+ƒ ‹



Ž



(x, y, ‰ , ‡ )´ ˆ



‡



„ ƒ



p Œ



0



l



Š



²



‹



=0



(y, ‡ ) � (x, y, ‰ , ‡ ) Š ¦



‹



Š



. (15) ‡



≥ 0 it satisfies the homogeneous equation ‡



Ž



2 ˆ



Ž



2 ‰



ˆ



+ ± (x, ‰ ) Ž



‰



−�



[ˆ ] = 0



x,



(16)



„



with the semihomogeneous initial conditions =0 at = Y (x − y) at



ˆ Ž ˆ



=‡ , =‡ , ‰



‰



„



and the homogeneous boundary condition (8). If the coefficients of equation (16) and the boundary condition (8) are independent of time ‰ , then the Green’s function depends on only three arguments, ˆ (x, y, ‰ , ‡ ) = ˆ (x, y, ‰ − ‡ ). In this case, l l one can set m ˆ (x, y, ‰ , ‡ ) n =0 = − m ˆ (x, y, ‰ ) in solution (15). n m m The function � (x, y, ‰ , ‡ ) involved in the integrand of the last term in solution (15) can be „ expressed via the Green’s function ˆ (x, y, ‰ , ‡ ). The corresponding formulas for � are given in Table 8 for the three basic types of boundary value problems; in the third boundary value problem, the coefficient š can depend on x and ‰ . [
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¨



©>ª



«



Let ¦ Ÿ



(¤ = 1, ’,’,’ , ¬ ) be different portions of the surface ¦ such that ¦ = Ÿ



® 



=1



¦



Ÿ



and let



boundary conditions of various types (10) be set on the ¦ . Then formula (15) remains valid but the last term in (15) must be replaced by the sum (11). Ÿ



0.8.3. Problems for Elliptic Equations 0.8.3-1. Statement of the problem. In general, a nonhomogeneous linear elliptic equation can be written as −� where �



x [”



Ž



]≡



ž Ÿ



Ÿ



·



,  =1



 



¡



(x) Ž



] = † (x),



x [”



£ Ÿ



2” Ž



+ £  



(17) Ž



ž · Ÿ



=1



(x) Ž Ÿ



” £ Ÿ



+ ¹ (x)” .



(18)



¸



Two-dimensional problems correspond to “ = 2 and three-dimensional problems, to “ = 3. We consider equation (17)–(18) in a domain ² and assume that the equation is subject to the general linear boundary condition ¯



x [”



] = p (x) for x �



¦



.



(19)



The solution of the stationary problem (17)–(19) can be obtained by passing in (5) to the limit as » . To this end, one should start with equation (1) whose coefficients are independent of ‰ and take the homogeneous initial condition (3), with › (x) = 0, and the stationary boundary condition (4). ‰



º
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TABLE 9 The form of the function � (x, y) involved in the integrand of the last term in solution (20) for the basic types of stationary boundary value problems Type of problem



Function � (x, y)



Form of boundary condition (19)



1st boundary value problem



= p (x) for x ”



2nd boundary value problem m m



3rd boundary value problem m m



™



+š ˜



–



�



�



¦



m m



(x, y)



• –



—



�



(x, y) = ˆ



(x, y)



�



(x, y) = ˆ



(x, y)



¦



= p (x) for x ”



™



(x, y) = − �



¦



= p (x) for x



˜ –



�



0.8.3-2. Representation of the problem solution in terms of the Green’s function. The solution of the linear boundary value problem (17)–(19) can be represented as the sum (x) = ”



ƒ



…



(y) ˆ (x, y) Š †



²



‹



+ƒ Œ



(y) � (x, y) Š p



¦



‹



.



(20)



Here, the Green’s function ˆ (x, y) satisfies the nonhomogeneous equation of special form −�



] = ¼ (x − y)



x[ˆ



(21)



with the homogeneous boundary condition ¯



x[ˆ



] = 0 for x �



. ¦



(22)



The vector y = {‘ 1, ’,’,’ , ‘ } appears in problem (21), (22) as an “ -dimensional free parameter (y � ² ). Note that ˆ is independent of the functions † and p characterizing various nonhomogeneities of the · original boundary value problem. The function � (x, y) involved in the integrand of the second term in solution (20) can be expressed via the Green’s function ˆ (x, y). The corresponding formulas for � are given in Table 9 for the three basic types of boundary value problems. The boundary conditions of the second and third kind, as well as the solution of the first boundary value problem, involve operators of differentiation along the conormal of operator (18); these operators are defined by (9); in this case, the coefficients Ÿ   depend on only x. ½ ¾^§ ¨ ©>ª « For ¡ the second boundary value problem with ¹ (x) ≡ 0, the thus defined Green’s function must not necessarily exist; see Remark 2 in Paragraph 8.2.1-2.



0.8.4. Comparison of the Solution Structures for Boundary Value Problems for Equations of Various Types Table 10 lists brief formulations of boundary value problems for second-order equations of elliptic, ¯ parabolic,£ and hyperbolic types. The coefficients of the differential operators � x and x in the space £ are assumed to be independent of time ‰ ; these operators are the same for the variables 1 , ’,’,’ , problems under consideration. · Below are the respective general formulas defining the solutions of these problems with zero initial conditions ( › = › 0 = › 1 = 0): ”



”



”



0 (x)



=



1 (x, ‰



)= ƒ



2 (x, ‰



)= ƒ



0 (x, y) Š



+



ƒ …



†



(y) ˆ



„ ƒ …



†



(y, ‡ ) ˆ



1 (x, y, ‰



−‡ )Š ²



(y, ‡ ) ˆ



2 (x, y, ‰



−‡ )Š ²



0 „ ƒ



…



†



0



²



‹



‹



‹



Š



‡



+ƒ



Š



‡



+ƒ



Œ



p



(y)¿



„ ƒ Œ



p



(y, ‡ )¿



µ ˆ



1 (x, y, ‰



− ‡ )¶ Š



¦



‹



Š



‡



,



„ ƒ



Œ



p



(y, ‡ )¿



µ ˆ



2 (x, y, ‰



− ‡ )¶ Š



¦



‹



Š



‡



,



0



0



0 (x, y)¶



ƒ



µ ˆ



Š



¦



‹



,
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TABLE 10 Formulations of boundary value problems for equations of various types Type of equation



Form of equation −�



Elliptic Ž



Parabolic



”



x [”



Initial conditions



] = † (x)



Ž ”



¯



not set



−�



x [”



] = † (x, ‰ )



−�



x [”



] = † (x, ‰ )



= › (x) at ”



„



Hyperbolic



Boundary conditions



= =



” Ž ”



„À„



=0 ‰



0 (x) ›



›



at 1 (x) at ‰ ‰



= 0, =0



¯



¯



x [”



] = p (x) for x



x [”



] = p (x, ‰ ) for x �



¦



x [”



] = p (x, ‰ ) for x �



¦



�



¦



„



where the ˆ are the Green’s functions, the subscripts 0, 1, and 2 refer to the elliptic, parabolic, and hyperbolic problem, respectively. All solutions involve the same operator ¿ [ ˆ ]; it is explicitly · defined in Subsections 0.8.1–0.8.3 (see also Section 0.7) for different boundary conditions. It is apparent that the solutions of the parabolic and hyperbolic problems with zero initial conditions have the same structure. The structure of the solution to the problem for a parabolic equation differs from that for an elliptic equation by the additional integration with respect to ‰ . ÁOÂ



References for Section 0.8: P. M. Morse and H. Feshbach (1953), V. M. Babich, M. B. Kapilevich, S. G. Mikhlin, et al. (1964), E. Butkov (1968), A. G. Butkovskiy (1979, 1982), E. Zauderer (1989), A. N. Tikhonov and A. A. Samarskii (1990), A. D. Polyanin (2000a, 2000c, 2001a).



0.9. Construction of the Green’s Functions. General Formulas and Relations 0.9.1. Green’s Functions of Boundary Value Problems for Equations of Various Types in Bounded Domains 0.9.1-1. Expressions of the Green’s function in terms of infinite series. Table 11 lists the Green’s functions of boundary value problems for second-order equations of various types in a bounded domain ² . It is assumed that � x is a second-order linear self-adjoint £ £ ¯ differential operator (e.g., see Zwillinger, 1998) in the space variables 1 , ’,’,’ , , and x is a zerothor first-order linear boundary operator that can define a boundary condition of· the first, second, or ¯ third kind; the coefficients of the operators � x and x can depend on the space variables but are independent of time ‰ . The coefficients Ã Ä and the functions Å Ä (x) are determined by solving the homogeneous eigenvalue problem ] + Ã Å = 0, [ Å ] = 0 for x x x [Å



� ¯



�



¦



.



(1) (2)



It is apparent from Table 11 that, given the Green’s function in the problem for a parabolic (or hyperbolic) equation, one can easily construct the Green’s functions of the corresponding problems for elliptic and hyperbolic (or parabolic) equations. In particular, the Green’s function of the problem for an elliptic equation can be expressed via the Green’s function of the problem for a parabolic equation as follows: ˆ



0 (x, y)



= ƒ



Æ



0



ˆ



1 (x, y, ‰



)Š ‰ .



(3)



Here, the fact that all Ã Ä are positive is taken into account; for the second boundary value problem, it is assumed that Ã = 0 is not an eigenvalue of problem (1)–(2).
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TABLE 11 The Green’s functions of boundary value problems for equations of various types in £ bounded £ ¯ domains. In all problems, the operators � x and x are the same; x = { 1 , ’,’,’ , } Equation ¯



Green’s function



] = p (x) for x � ¦ (no initial condition required)



Elliptic equation − � x [” ] = † (x) Parabolic equation ” − � x [” ] = † (x, ‰ ) Ž



·



Initial and boundary conditions x [”



= › (x) ”



¯



at



] = p (x, ‰ ) for x



x [”



�



Å Æ



Ä



Ä



2Ã



Å



Å Æ



¦



(x)Å Ç



=1



ž



(x, y, ‰ ) = ˆ



Ä Ç



Ä



=0 ‰



ž



(x, y) = ˆ



(x)Å Ä



Ç



Å



=1 Ä



(y) Ä



(y) Ä



Ç



2



Ä



, Ã



Ä



≠0



exp È − Ã Ä



‰ZÉ



„



Ž



= = ”



Hyperbolic equation ” − � x [” ] = † (x, ‰ )



” ¯



at 1 (x) at ›



=0 =0 ‰ ‰



] = p (x, ‰ ) for x



x[



„À„



0 (x) ›



”



�



ˆ



ž



(x, y, ‰ ) =



Å Æ



Ç



Å



=1 Ä



¦



(x)Å Ä



Ç



Ä



Ä



2Ê



(y) Ã



sin È



‰Ë



Ã



Ä É



Ä



0.9.1-2. Some remarks and generalizations. ½



¾^§



¨



©>ª



Ì



«



Formula (3) can also be used if the domain ² is infinite. In this case, one should make sure that the integral on the right-hand side is convergent. ½ ¾^§ ¨ ©>ª Í « Suppose the equations given in the first column of Table 11 contain − Î x [Ï ] − Ð Ï instead of − Î x [Ï ], with Ð being a free parameter. Then the Ã Ä in the expressions of the Green’s function in the third column of Table 11 must be replaced by Ã Ä − Ð ; just as previously, the Ã Ä and Å Ä (x) were determined by solving the eigenvalue problem (1)–(2). ½ ¾^§ ¨ ©>ª Ñ « The formulas for the Green’s functions presented in Table 11 will also hold for boundary value problems described by equations of the fourth or higher order in the space variables; provided that the eigenvalue problem for equation (1) subject to appropriate boundary conditions is self-adjoint.



0.9.2. Green’s Functions Admitting Incomplete Separation of Variables 0.9.2-1. Boundary value problems for rectangular domains. 1 Ò . Consider the parabolic equation Ó Ó Ï Ô



where each term Î Ø



,Õ



=



Ø



,Õ



[Ï ] ≡ Ù



[Ï ] +



1, Õ Î



+Î



Ö,Ö,Ö



,Õ



[Ï ] + × (x, ),



[Ï ] depends on only one space variable, Ó Ó



£



·



Ô Î



Ô



Ø



(Ú



2 Ó



, ) Ø



Ú



, and time : Ø



Ô Ï



2



+



(Ú Ø



Ø



Ø



(4) Ô



Ô Ó



, )



Ï Ú



¸



+ ¹Ø (Ú Ø



, )Ï , Ø



Û



= 1,



Ü,Ü,Ü



,Ý .



For equation (4) we set the initial condition of general form Ô Ï



= Þ (x) at



= 0.



(5)



Consider the domain ² = { ß Ø ≤ Ú Ø ≤ Ð Ø , Û = 1, Ü,Ü,Ü , Ý } which is an Ý -dimensional parallelepiped. We set the followingÓ boundary conditions at the faces of the parallelepiped: Ô



Ó Ï



(1) o Ø



o



Ó Ú



+à



(2)



Ø



Ó



Ø



Ô



( )Ï = p



(1) Ø



Ô



Ï



Ø



Ú



(1)



Ø



+à Ø



(2)



( )Ï = p



Ú



Ø



=



Ú



Ø



=



(x, ) at



ß



Ø



, (6)



Ô Ø



(2)



(x, ) at



Ð



Ø



.
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Ô



Ô



By appropriately choosing the coefficients o (1) , o (2) and functions à (1) = à (1) ( ), à (2) = à (2) ( ), we can Ø Ø Ø Ø Ø Ø obtain the boundary conditions of the first, second, or third kind. For infinite domains, the boundary conditions corresponding to ß Ø = − » or Ð Ø = » are omitted. 2 Ò . The Green’s function of the nonstationary Ý -dimensional boundary value problem (4)–(6) can be represented in the product form á á Ô



(x,á y, , â ) = á



Ô ã ·



where the Green’s functions



(Ú Ø



,ä Ø



, , â ), Ø



(7)



=1 Ø



Ô



á



= Ø



Ó Ó



Ô Ø



(Ú Ø



−Î



,Õ Ø



á Ø



[



,ä



, , â ) satisfy the one-dimensional equations Ø



]=0 Ø



(Û



= 1,



,Ý )



Ü,Ü,Ü



á



with the initial conditions Ô



= å (Ú Ø



−ä Ø



=



) at Ø



â



á



and the homogeneous boundary conditions á



Ó



Ø



Ô á



Ó



(1) o



Ó



Ø Ø



Ú



Ø



+à Ø



Ø



= 0 at Ø



= 0 at



( )á



Ú



Ø



=



Ú



Ø



=



ß



, Ø



Ô



Ó



(2) o



Ú



(1)



Ø



+à



Ø



Ø



(2)



()



Ð



. Ø



Ô



Here, ä Ø and â are free parameters ( ß Ø ≤ ä Ø ≤ Ð Ø and ≥ â ≥ 0), and å (Ú ) is the Dirac delta function. Ô It can be seen that the Green’s function (7) admits incomplete separation of variables; it separates in the space variables Ú 1 , Ü,Ü,Ü , Ú æ but not in time . 0.9.2-2. Boundary value problems for a cylindrical domain with arbitrary cross-section. 1 Ò . Consider the parabolic equation Ó



Ô Ó Ï Ô



=



x, Õ Î



[Ï ] + ç



,Õ è



[Ï ] + × (x, é , ),



(8)



Ô where Î x,Õ is an arbitrary second-order linear differential operator in Ú 1 , Ü,Ü,Ü , Ú æ with coefficients dependent on x and , and ç è ,Õ Ô is an arbitrary second-order linear differential operator in é with coefficients dependent on é and . For equation (8) we set the general initial condition (5), where Þ (x) must be replaced by Þ (x, é ). We assume that the space variables belong to a cylindrical domain ê = {x ë ì , é 1 ≤ é ≤ é 2 } with arbitrary cross-section ì . We set the boundary conditions* Ô í



] = p 1 (x, Ô ) 2 [ Ï ] = p 2 (x, ) Ô 1 [Ï í í



at at é é



3 [ Ï ] = p 3 (x, é , ) for x í



=é = Óé ë



2



(x (x



ì



(é



1



ë



), ), ì



ë



ì



1



≤ é



≤



(9) é



2 ),



î



where the linear boundary operators ( à = 1, 2, 3) can define boundary conditions of the first, í î Ô second, or third kind; in the last case, the coefficients of the differential operators can be dependent on . * If ï



1



= −ð



or ï



2



= ð



, the corresponding boundary condition is to be omitted.
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á



á



ò



á



ó



2 Ò . The Green’s function of problem (8)–(9), (5) can be represented in the product form Ô á



ò



á



ò



á



Ô



ó



á



ó



(x, y, é , ñ , , â ) =



Ô



(x, y, , â )



Ô



( é , ñ , , â ),



(10)



Ô



where = (x, y, , â ) and = ( é , ñ , , â ) are auxiliary Green’s functions; these can be determined from the following two simpler problems with fewer independent variables: á ò á ó á



ò



á



Ó Problem on the cross-section ì : ôõ á õ



Ó



ö



ò



ôõ Ô á



õ õ÷ í



ò



= Î



x, Õ



] for x



[



Ô



= å (x − y) ]=0 3[



ë



, ì



á



ó



õ



Ó



Ô



ö á õ



at = âÓ , for x ë ì ,



ó



Problem on the interval é Ó



õ÷ í



î



ó



= ç



è



,Õ



[



= å (é − ñ ) [ ]=0 Ô



] for at at



é Ô



é



1



≤



1




 0. Note that the selection of the function 3 is of a purely algebraic nature and is not connected with the equation in question; there are infinitely many suitable functions 3 that satisfy condition (3). Transformations of the form (2) can often be used at the first stage of solving boundary value problems.
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TABLE 13    Simple transformations of the form ( , ) =  ( , ) +  ( , ) that lead to homogeneous boundary conditions in problems with one space variables (0 ≤  ≤  ) No



Problems



1



First boundary value problem
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0.11.2. Transformations That Lead to Homogeneous Initial and Boundary Conditions A linear problem with nonhomogeneous initial and boundary conditions can be reduced to a linear problem with homogeneous initial and boundary conditions. To this end, one should introduce a new dependent variable  by formula (2), where the function  must satisfy nonhomogeneous initial and boundary conditions. Below we specify some simple functions  that can be used in transformation (2) to obtain boundary value problems with homogeneous initial and boundary conditions. To be specific, we consider a parabolic equation with one space variable and the general initial condition 



= ( ) at



= 0.



(4)



1. First boundary value problem: the initial condition is (4) and the boundary conditions are given in row 1 of Table 13. Suppose that the initial and boundary conditions are compatible, i.e., (0) =  1 (0) and (  ) =  2 (0). Then, in transformation (2), one can take 











( , ) = ( ) +  1 ( ) −  1 (0) +
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) −  1 ( ) +  1 (0) −  2 (0) .



2. Second boundary value problem: the initial condition is (4) and the boundary conditions are given in row 2 of Table 13. Suppose that the initial and boundary conditions are compatible, i.e., (0) =  1 (0) and (  ) =  2 (0). Then, in transformation (2), one can set 
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) −  1 ( ) +  1 (0) −  2 (0) .



3. Third boundary value problem: the initial condition is (4) and the boundary conditions are given in row 3 of Table 13. If the initial and boundary conditions are compatible, then, in transformation (2), one can take 
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> 0).
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4. Mixed boundary value problem: the initial condition is (4) and the boundary conditions are given in row 4 of Table 13. Suppose that the initial and boundary conditions are compatible, i.e., (0) =  1 (0) and (  ) =  2 (0). Then, in transformation (2), one can set 











( , ) = ( ) +  1 ( ) −  1 (0) + 
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) −  2 (0) .



5. Mixed boundary value problem: the initial condition is (4) and the boundary conditions are given in row 5 of Table 13. Suppose that the initial and boundary conditions are compatible, i.e., (0) =  1 (0) and (  ) =  2 (0). Then, in transformation (2), one can take 







( , ) = ( ) + ( −  )
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) −  1 (0) +  2 ( ) −  2 (0).
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