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Abstract We present cell-centered discontinuous Galerkin discretizations for two-dimensional scalar conservation laws on unstructured grids and also for the one-dimensional Lagrangian hydrodynamics up to third-order. We also demonstrate that a proper choice of the numerical fluxes allows to enforce stability properties of our discretizations. Keywords: DG schemes, Lagrangian hydrodynamics, hyperbolic conservation laws, slope limiting 1. Introduction The discontinuous Galerkin (DG) methods are locally conservative, stable and high-order accurate methods which represent one of the most promising Corresponding author Email addresses: [email protected] (Fran¸cois Vilar), [email protected] (Pierre-Henri Maire), [email protected] (R´emi Abgrall) ∗
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current trends in computational fluid dynamics [3, 4]. They can be viewed as a natural high-order extension of the classical finite volume methods. This extension is constructed by means of a local variational formulation in each cell, which makes use of a piecewise polynomial approximation of the unknowns. In the present work, we describe cell-centered DG methods up to third-order not only for two-dimensional scalar conservation laws on general unstructured grids but also for the one-dimensional system of gas dynamics equations written in the Lagrangian form. In this particular formalism, a computational cell moves with the fluid velocity, its mass being constant, thus contact discontinuity are captured very sharply. The main feature of our DG method consists in using a local Taylor basis to express the approximate solution in terms of cell averages and derivatives at cell centroids [7]. The explicit Runge-Kutta method that preserves the total variation diminishing property of a one-dimensional space discretization is employed to perform the time discretization up to third order [3]. The monotonicity is enforced by limiting the coefficients in the Taylor expansion in a hierarchical manner using the vertex based slope limiter developed in [7, 11]. We will first illustrate the robustness and the accuracy of this scheme by testing it against analytical solutions for simple conservation laws problems. Then, we will explore its performance in the Lagrangian framework by applying it in one-dimension. We note that in the case of systems, the limitation procedure is applied using the characteristic variables. Extending the methodology described in [2, 10], we derive numerical fluxes which enforce the stability in L2 norm for the case of scalar conservation laws and provide an entropy inequality in the case of gas dynamics equations.
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2. Scalar conservation laws We develop our cell-centered DG method in the case of one and twodimensional scalar conservation laws. 2.1. One-dimensional case Let u = u(x, t), for x ∈ R and t ≥ 0, be the solution of the following one-dimensional scalar conservation law ∂u ∂f (u) + = 0, u(x, 0) = u0 (x), ∂t ∂x



(1)



where u0 is the initial data and f (u) is the flux function. 2.1.1. Discretization The DG discretization can be viewed as an extension of the finite volume method wherein a piecewise polynomial approximation of the unknown is used. Let us introduce Ci = [xi− 1 , xi+ 1 ] a generic cell of size ∆xi and PK (Ci ) 2



2



the set of polynomials of degree up to K. We can express the numerical solution as uih (x, t)



=



K X



uik (t)eik (x),



k=0



K



where {ek }k=0...K is a basis of P (Ci ). The coefficients uik (t) are determined by writing the local variational formulation for k = 0 . . . K Z K X dui l



l=0



dt



Ci



(eil , eik ) dx



+



xi+ 1 [f (u)eik ]xi− 21 2



−



Z



Ci



f (uih )



deik dx = 0. dx



(2)



xi+ 1



) − f i− 1 eik (x+ ) where f i+ 1 is again the Here, [f (u)eik ]xi− 21 = f i+ 1 eik (x− i+ 1 i− 1 2



2



2



2



2



2



numerical flux, which is a single valued function defined at the cell interfaces and in general depends on the numerical values of the numerical solution 3



from both sides of the interface. Finally, substituting the projection of f (uih ) onto the approximation space into (2) leads to ix 1 d i h i+ 2 i M U + f (u)(x)B (x) − Di F i = 0, dt xi− 1 i



(3)



2



where Mikl =



R



Ci



(eik , eil ) dx is the mass matrix, U i = (ui0 , ..., uil , ..., uiK )T is the



unknown vector, B i (x) = (ei0 (x), ..., eil (x), ..., eiK (x))T , F i = (f0i , ..., fli , ..., fKi )T R and Dikl = Ci (∂x eik , eil ) dx. To achieve the discretization, we define the local Taylor basis {ek }k=0...K by setting eik =



x − xi k 1 x − xi k [( ) − h( ) i], k! ∆xi ∆xi



where hφi denotes the mean value of φ over the cell Ci and xi is the midpoint of Ci . We point out that the projection of a smooth function over this Taylor basis is strongly related to its Taylor expansion at the cell center xi . More precisely, for K = 2, the approximate solution uih reads uih (x, t) = ui0 (t) + ui1 (t)(



x − xi 1 x − xi 2 1 ) + ui2 (t) [( ) − ], ∆xi 2 ∆xi 12



(4)



k



where ui0 = hui and uik = h ∂∂xuk i∆xki . The time discretization of (3) utilizes the classical third-order TVD Runge-Kutta scheme [10]. 2.1.2. Numerical flux and L2 stability Following [2, 10], we provide a numerical flux which ensures the stability of our discretization in the L2 norm. To this end, let us consider the local variational formulation written using uih as a test function Z xi+ 1 xi+ 1 1d (uih )2 dx + [f (uih )uih ]xi− 21 − [F (uih )]xi− 21 = 0. 2 2 2 dt Ci
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(5)



Here, we make use of the function F which denotes a primitive of the flux xi+ 1 Ru function defined as F (u) = 0 f (s) ds. Let us set Ri = [f (uih )uih ]xi− 21 −



xi+ 1 [F (uih )]xi− 21 .



2



For periodic boundary conditions, the sum of (5) over all the



2



cells writes Z X 1d X (uih )2 dx + Ri = 0. 2 dt i,cells Ci i,cells



(6)



At this point, we claim that the stability in L2 norm for our semi-discrete scheme amounts to impose X



Ri ≥ 0.



(7)



i,cells



Next, we determine the form of the numerical flux so that (7) is enforced. By interchanging the sum from cells to nodes, (7) re-writes   Z uR X X 1 f (u) du , Ri = (uL − uR ) f i+ 1 − 2 u R − uL u L i,cells i,nodes



(8)



where uL and uR denote the left and right states on both sides of the interface, + ) and uR = ui+1 i.e. uL = uih (x− h (xi+ 1 ). Finally, the stability of the semii+ 1 2



2



discrete scheme in L2 norm is ensured provided that the numerical flux is written f i+ 1 2



1 = uR − uL



Z



uR



uL



f (u) du − Ci+ 1 (uR − uL ),



(9)



2



where Ci+ 1 is a positive scalar which has the physical dimension of a velocity. 2



In the linear case, f (u) = au, where a is the constant advection velocity, we get f i+ 1 = a2 (uL + uR ) − Ci+ 1 (uR − uL ). We recognize two different parts in 2



2



this flux, the centered one



a (uL 2



+ uR ), and the viscous one Ci+ 1 (uR − uL ) 2



which brings dissipation and consequently stability. We also note that for Ci+ 1 = 2



|a| 2



we recover the well known upwind scheme, whereas for Ci+ 1 = 2



∆xi 2∆t



we get the Lax-Friedrichs scheme. In non-linear case, we can use a quadrature 5



Ru formula to evaluate uLR f (u) du. If we choose the trapezoidal rule and take 1 Ci+ 1 = max(|f ′ (uL )|, |f ′ (uR )|), we recover the local Lax-Friedrichs scheme 2 2 f i+ 1 = 2



f (uL ) + f (uR ) uR − uL − max(|f ′ (uL )|, |f ′ (uR )|)( ). 2 2



We notice that if f (u) = au, where a is a constant velocity, the local LaxFriedrichs flux reduces to the classical upwind flux. We also remark that the proof of the L2 stability presented above has been already derived in [5, 6]. 2.1.3. Limitation Following Kuzmin [7], we define a hierarchical limiting procedure by multiplying all derivatives of order k by a factor αk . Thus the limited counterpart of the approximate solution (4) writes uih (x) = ui0 + α1i ui1 (



1 x − xi 2 1 x − xi ) + α2i ui2 [( ) − ]. ∆xi 2 ∆xi 12



The coefficients α1i and α2i are determined using the vertex-based limiter defined in [7]. That is, we want the extrapolated value at a generic node to be bounded by the minimum and maximum averaged values taken over the cells surrounding this node. We apply this procedure to the linear reconstructions ∆xi



∂uih x − xi = ui1 + α2i ui2 ( ), ∂x ∆xi



(uih )1 = ui0 + α1i ui1 (



x − xi ). ∆xi



To preserve smooth extrema, we set α1i = max(α1i , α2i ). We note that this limiter is a moment based limiter as the ones described in [1, 11]. 2.1.4. Numerical results We have checked the order of convergence of our DG scheme for the nonlinear Burgers equation (f (u) = u2 /2), using the smooth initial condition 6



L1



Burgers



L2



L∞



first-order



0.86 0.68 0.23



second-order



2.00 1.99 1.91



second-order lim



2.12 1.99 1.57



third-order



2.88 2.91 2.65



third-order lim



2.87 2.89 2.62



Table 1: Convergence rate for smooth solution of Burgers equation.



u0 (x) = sin(2πx) over the domain [0, 1] with periodic boundary conditions. The analytical solution is computed using the method of characteristics prior to shock formation at time t =



1 . 2π



The results displayed in Table 1 illustrate



the accuracy of our discretization. To demonstrate the performance of the hierarchical slope limiter, we have run the test case described in [11], which consists in advecting a combination of smooth and discontinuous profiles using periodic boundary conditions over the domain [−1, 1]. The results obtained for the second and third order schemes at time T = 8 are displayed in Figure 1. They show that the smooth extrema are perfectly preserved for the third-order scheme. 2.2. Two-dimensional linear case Let us now describe our cell-centered DG method for two-dimensional scalar conservation laws on unstructured grids. Let u = u(x, t) be the solution of the following two-dimensional scalar conservation law, for x ∈ R2 and t ≥ 0 ∂u + ∇.f (u) = 0, u(x, 0) = u0 (x), ∂t 7
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Figure 1: Linear advection of a combination of smooth and discontinuous profiles. Comparison between the second-order and the third-order scheme.



where u0 is the initial data and f (u) = (f1 (u), f2 (u))T with f1 (u) and f2 (u) are the two directional fluxes. 2.2.1. Discretization Using the same approach than for the one-dimensional case, we obtain a similar compact equation Z i i d f (u).nB i dΓ − D1 i F1 i − D2 i F2 i = 0, M U + dt ∂Ci



(11)



where n denotes the outward unit normal to the cell interface Γ. Mikl = R (ei , ei ) dC is the mass matrix, U i = (ui0 , ..., uil , ..., uiK )T our unknown Ci k l R vector, Dj ikl = Ci (∂j eik , eil ) dC, B i (x) = (ei0 (x), ..., eil (x), ..., eiK (x))T and 8



i i i Fj i = (fj,0 , ..., fj,l , ..., fj,K )T . The unknowns to be solved in this formulation



are the cell-averaged variables and their derivatives at the center of the cells, regardless of elements shape. For the third-order scheme, the dimension of x−xi , ∆xi i )(y−yi ) h (x−x i, ∆xi ∆yi



the polynomial space is six and the six basis functions are ei0 = 1, ei1 = ei2 =



y−yi ∆yi



ei5 =



1 y−yi 2 [( ∆yi ) 2



, ei3 =



1 x−xi 2 [( ∆xi ) 2



i 2 − h( x−x ) i], ei4 = ∆xi



(x−xi )(y−yi ) ∆xi ∆yi



−



i 2 − h( y−y ) i], where ∆xi = 0.5(xmax − xmin ) and ∆yi = ∆yi



0.5(ymax − ymin ) and xmax , ymax , xmin , ymin are the maximum and the minimum x and y-coordinates in the cell Ci . 2.2.2. Numerical flux and L2 stability Following [2, 10] we design a numerical flux which ensures L2 stability. To this end, let us consider the variational formulation Z Z 1d 2 (12) (f (u)uh − F (uh )).n dΓ = 0, u dC + 2 dt Ci h ∂Ci T Ru Ru f (s) ds f (s) ds, . Introducing Ri = where we have set F (u) = 2 1 0 0 Z (f (u)uh − F (uh )).n dΓ and summing over all the cells, we finally obtain ∂Ci



the following positivity condition on Ri in order to ensure the L2 stability of our semi-discrete scheme X



Ri =



i,cells



X



X



i,cells fe ∈f ace(Ci )



Z



fe



(f (u) uh − F (uh )) · nfe dΓ ≥ 0.



(13)



fe



To design a numerical flux which enforces (13), we interchange the sums from cells to faces to get i X XZ h fe Ri = f (u) (uL − uR ) − (F (uL ) − F (uR )) · nfe dΓ. i



fe



(14)



fe



Here, uL and uR denote the extrapolated values of the variable u on both sides of the interface fe . Namely, if xfe denotes a point located on fe , then 9



uL = lim+ uh (xfe − λnfe ) and uR = lim+ uh (xfe + λnfe ). Finally, the staλ→0



λ→0



bility of the semi-discrete scheme in L2 norm is ensured provided that the numerical flux is written 1 f (u) = u R − uL fe



Z



uR



f (s) ds − (uR − uL )Mfe nfe ,



(15)



uL



where Mfe is a positive definite matrix which has the physical dimension of a velocity. For linear case, f (u) = Au, where A is the constant advection fe uL + uR A − (uR − uL )Mfe nfe . By setting Mfe = velocity, we get f (u) = 2 1 M1fe = |A · nfe |Id, we recover the classical upwind scheme. Note that by 2 1 A⊗A setting Mfe = M2fe = |A · nfe | , we define a less dissipative scheme 2 kAk2 since (M2fe nfe , nfe ) = (cos θ)2 ≤ 1, (M1fe nfe , nfe ) where θ is the angle between A and nfe . In the general non-linear case, as in the one-dimensional study, a quadrature formula can be used. Taking 1 the same trapezoidal rule and Mfe = max(|A(uL ) · nfe |, |A(uR ) · nfe |), we 2 recover the local Lax-Friedrichs scheme fe uR − uL 1 ), f (u) ·nfe = (f (uL )+f (uR ))·nfe −max(|A(uL )·nfe |, |A(uR )·nfe |)( 2 2 d f (u) = (f1′ (u), f2′ (u))T . where A(u) ≡ du



2.2.3. Numerical results Linear advection. First, we assess the accuracy of our DG scheme by computing the order of convergence for a smooth initial condition using a velocity field corresponding to a rigid rotation defined by A = (0.5 − y, x − 0.5)T . The results displayed in Table 2 demonstrate the expected order of convergence is reached even with limitation. Following [7], we compute the solid 10



L1



Linear advection



L2



first-order



1.02 1.02



second-order



1.99 1.98



second-order lim



2.15 2.15



third-order



2.98 2.98



third-order lim



3.45 3.22



Table 2: Convergence rate for linear advection with and without slope limitation for the smooth initial condition u0 (x) = sin(2πx) sin(2πy) on a sequence of Cartesian grids.



body rotation test case using the same velocity field. The numerical solution, plotted in Figure 2 exhibits quite similar results than those obtained in [7]. KPP rotating wave problem. Here, we consider the non-linear KPP problem taken from [8]. For this particular problem, the fluxes are non-convex and defined by f1 (u) = sin(u), f2 (u) = cos(u). The computational domain [−2, 2]×[−2.5, 1.5] is paved using polygonal cells which result from a Voronoi tessellation. Initial condition is defined by  p   7π if x2 + y 2 ≤ 1, 2 u0 (x) = p  π x2 + y 2 > 1, if 4



The numerical result plotted in Figure 3 and obtained using a general



unstructured grid made of 2500 polygonal cells, with the third-order DG scheme, is very similar to the result obtained in [8]. It exhibits the correct composite wave structure.



11



Figure 2: Numerical solutions for the solid body rotation test case [7], with third-order GD and limitation for a 128 × 128 Cartesian grid. The L1 and L2 norms of the global truncation error are E1 = 1.49e − 2, E2 = 6.61e − 2.
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Figure 3: Numerical solution for the KPP problem at time t = 1, using third-order limited DG on a polygonal grid made of 2500 cells.
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3. One-dimensional Lagrange hydrodynamics In this section, we solve the one-dimensional gas dynamics equations written in Lagrangian formalism ∂u d 1 ( )− = 0, dt ρ ∂x du ∂p ρ0 + = 0, dt ∂x dE ∂(pu) ρ0 + = 0, dt ∂x ρ0



(16a) (16b) (16c)



where ρ is the density of the fluid, ρ0 > 0 its initial density, u its velocity and E its total energy. Here x denotes the Lagrangian coordinate. The thermodynamic closure of this system is obtained through the use of an equation of state, which writes p = p(ρ, ε) where ε is the specific internal 2



energy, ε = E − u2 . For numerical application, we use a gamma gas law, i.e. p = ρ(γ − 1)ε where γ is the polytropic index of the gas. 3.1. Flux and entropy inequality The aim of this section is to design numerical flux so that our semidiscrete DG scheme satisfies a global entropy inequality. If φ denotes an exact solution of the previous system, we denote by φh its piecewise polynomial approximation. Namely, the restriction of φh over the cell Ci = [xi− 1 , xi+ 1 ] is 2



2



a polynomial. To construct a variational formulation of the previous system, we multiply respectively (16a), (16b) and (16c) by the test functions ph , uh and 1h , integrate over Ci and replace the exact solution ( ρ1 , u, E) by its



14



approximation [( ρ1 )h , uh , Eh ]: Z xi+ 1 ∂ph d 1 2 uh ( )h dx = [ph u]xi− 1 − dx, 2 dt ρ ∂x Ci Ci Z Z xi+ 1 ∂uh d 0 2 ph dx, ρh uh uh dx = −[puh ]xi− 1 + 2 dt ∂x Ci Ci Z xi+ 1 d ρ0h Eh dx = −[pu]xi− 21 . 2 dt Ci Z



ρ0h ph



(17a) (17b) (17c)



Here, u, p and pu are the numerical fluxes that we look for. We note that the polynomial approximation of the pressure, ph , is obtained through the use of an orthogonal projection onto the polynomial basis using the pointwise defined equation of state. The combination (17c)-(17b)+(17a) leads to Z Z xi+ 1 ∂uh 1 2 d 1 ∂ph 0 d 2 (ph + uh )dx ρh [ (Eh − uh ) + ph ( )h ]dx = [ph u + puh − pu]xi− 1 − 2 dt 2 dt ρ ∂x ∂x Ci Ci xi+ 1



=



[ph u + puh − pu − ph uh ]xi− 21 . 2



Knowing that specific internal energy writes as ε = E − 12 u2 , and specific entropy is expressed according to the Gibbs formula as T dS = dε + p d( ρ1 ), where T denotes the temperature, we deduce Z X dSh dx = Ri , ρ0h Th dt C i,cells xi+ 1



where Ri = [ph u + puh − pu − ph uh ]xi− 21 . At this point, it remains to express 2



the numerical fluxes in such a way that an entropic inequality is satisfied. To this end, we first make the following fundamental assumption pu = p u.
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This assumption allows to factorize Ri and to write it as Ri = [(p − p)(u − xi+ 1



u)]xi− 21 . Thus, entropy production related to the semi-discrete scheme writes 2 Z X xi+ 1 dSh ρ0h Th (18) dx = [(ph − p)(u − uh )]xi− 21 . 2 dt C i,cells We want our DG formulation to satisfy the second law of thermodynamics, that is we want it to convert kinetic energy into internal energy through P shock waves. This amounts to design numerical fluxes so that i Ri ≥ 0. ) = φL and Interchanging the sum from cells to nodes and setting φh (x− i+ 1 2



φh (x+ ) = φR yields i+ 21 i X X h Ri = (pL − pi+ 1 )(ui+ 1 − uL ) − (pR − pi+ 1 )(ui+ 1 − uR ) . 2



i,cells



2



2



2



i,nodes



Here, we note that the previous equation has been obtained using periodic P boundary conditions. We claim that a sufficient condition to satisfy i Ri ≥ 0 consists in setting



R pi+ 1 = pR + Zi+ 1 (ui+ 1 − uR ), 2



2



2



L pi+ 1 = pL + Zi+ 1 (uL − ui+ 1 ), 2



2



2



L/R



where Zi+ 1 are positive scalars which have the physical dimension of a den2



sity times a velocity. The numerical fluxes at node xi+ 1 are obtained by 2



solving the previous linear system pi+ 1 = 2



ui+ 1 = 2



L R Zi+ p 1 pR + Z i+ 1 L 2



L Zi+ 1 2



2



+



R Zi+ 1 2



R L u Zi+ 1 uL + Z i+ 1 R 2



L Zi+ 1 2



2



+



R Zi+ 1 2



−



−



L R Zi+ 1Z i+ 1 2



L Zi+ 1 2



L Zi+ 1 2



+



2



R Zi+ 1 2



(uR − uL ),



1 (pR − pL ). R + Zi+ 1 2



By taking Z = ρ C, where C is the sound speed, we recover the classical acoustic Godunov solver. 16
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(a) Third-order DG for the Sod shock tube (b) Influence of the limitation at the shock problem using 100 cells.



front.



Figure 4: Numerical solutions for gas dynamics with and without limitation.



3.2. Limitation Concerning the slope limitation, before trying to apply it on the gas dynamics system, we firstly focus on the acoustic waves one. We noticed that if we perform the limitation on the physical variables, some oscillations remain. On the other hand, if we limit the Riemann invariants, our solution is perfectly monotone. We see in Figure 4 that the oscillations are quite strong at the shock front, without any limitation. But, unlike the acoustic problem, our system is not linear anymore. We cannot find the Riemann invariants with the same procedure than before. In the case of a regular flow, we get three quantities that are the differentials of the Riemann invariants 1 1 dJ± = du ∓ ρ C d( ), dJ0 = dE − u du + p d( ). ρ ρ



(19)



Linearizing these quantities, on each cells, around the mean values in the cell yields 1 1 J±i = uih ∓ ρi0 C0i ( )ih , J0i = Ehi − ui0 uih + pi0 ( )ih , ρ ρ 17



(20)



where φih is the polynomial approximation of φ on the cell Ci and φi0 its mean value. This procedure is equivalent to linearize the equations, on each cells, around a mean state. Applying the above high-order limitation procedure, we obtain the limiting coefficients for the linearized Riemann invariants. Then, inverting the 3 × 3 linear system given by (20), we recover the limiting coefficients corresponding to the physical variables. Now, as displayed in Figure 4, if we perform our limitation on these quantities, we suppress most of the oscillations. 3.3. Numerical results 5
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(a) Third-order DG for the Shu oscillating (b) Third-order DG for a uniformly accelshock tube problem with 200 cells.



erated piston problem taken from [9], with 100 cells



Figure 5: Numerical solutions for gas dynamics with limitation for third-order DG method.



To demonstrate the accuracy and the robustness of our scheme on the gas dynamics system, we have run test cases taken from the literature. These results, displayed in Figure 5, have been obtained with our third-order scheme with slope limiters. In Figure 5(a), our scheme is perform on the Shu oscil18



lating shock tube problem. Despite the strong perturbations , we note that the numerical solution is very close to the reference solution. In Figure 5(b), the run test case is the uniformly accelerated piston problem found in [9]. For a smooth solution this time, we notice once more, how accurate our solution is. Next, we compute the convergence rate of our DG scheme using a smooth solution of the gas dynamics equations. This solutions is constructed 2 C for a through the use of the Riemann invariants which write J± = u ± γ−1



gamma gas law. It is well known that the Riemann invariants are constant along the characteristic curves. These curves being defined by the differential equations (C± )



(2 ± (γ − 1))J+ + (2 ∓ (γ − 1))J− dX ± , =u±C = dt 4



X(0) = x.



Here, we have expressed the slopes of the characteristic curves in terms of the Riemann invariants. In the special case γ = 3, we notice that the characteristic curves are straight lines. Hence, the gas dynamics equations are equivalent to two following Burgers equations ∂J± ∂J± + J± = 0, ∂t ∂x for which an analytical solution is easy to construct. Using this analytical solution we compute the global truncation error corresponding to our DG scheme and display it in Table 3. 4. Conclusion We have presented a cell-centered DG discretization using Taylor basis for solving two-dimensional scalar conservations laws on general unstructured 19



L1



Gas dynamics



L2



first-order



0.80 0.73



second-order



2.25 2.26



second-order lim



2.04 2.21



third-order



3.39 3.15



third-order lim



2.75 2.72



Table 3: Rate of convergence for gas dynamics with and without the slope limitation for a smooth flow.



grids and also one-dimensional gas dynamics equations written in Lagrangian form. Numerical flux has been designed to enforce L2 stability and an entropy inequality in the case of gas dynamics. A robust and accurate limitation procedure has been constructed. In future, we plan to investigate the extension of the present DG discretization to two-dimensional Lagrangian hydrodynamics. References [1] R. Biswas, K. D. Devine and J.E. Flaherty, Parallel, adaptive finite element methods for conservation laws, Applied Numerical Mathematics 14:255-283, 1994. [2] B.



Cockburn,



Mathematics,



Discontinuous



University



of



Galerkin



Minnesota,



methods 2003.



School



Available



of from



http://compmath.files.wordpress.com/2008/10/discontinuous_ galerkin_methods_cockburn.pdf.



20



[3] B. Cockburn, S.-Y. Lin and C.-W. Shu, TVB Runge-Kutta local projection discontinuous Galerkin finite element method for conservation laws II : one-dimensional, J. Comp. Phys. 84:90-113, 1989. [4] B. Cockburn and C.-W. Shu, TVB Runge-Kutta local projection discontinuous Galerkin finite element method for conservation laws II : general framework, Math. Comput. 52:411-435, 1989. [5] S. Hou and X.-D. Liu, Solutions of Multi-dimensional Hyperbolic Systems of Conservation Laws by Square Entropy Condition Satisfying Discontinuous Galerkin Method, Journal of Scientific Computing 31:127-151, 2007. [6] G.-S. Jiang and C.-W. Shu, On cell entropy inequality for discontinuous Galerkin methods, Math. Comput. 62:531-538, 1994. [7] D. Kuzmin, A vertex-based hierarchical slope limiter for p-adaptive discontinuous Galerkin methods, J. Comp. Appl. Math., 233:3077-3085, 2009. [8] A. Kurganov, G. Petrova and B. Popov, Adaptive semi-discrete central-upwind schemes for non convex hyperbolic conservation laws, SIAM J. Sci. Comput., 29:2381-2401, 2007. [9] P.-H. Maire, A high-order cell-centered Lagrangian scheme for twodimensional compressible fluid flows on unstructured meshes J. Comp. Phys. 228:2391-2425, 2009. [10] C.-W. Shu, Discontinuous Galerkin methods: General approach and stability, S. Bertoluzza, S. Falletta, G. Russo and C.-W. Shu, Advanced Courses in Mathematics CRM Barcelona, Birkh¨auser, Basel, 2009. 21



[11] M. Yang and Z.J. Wang, A parameter- free generalized moment limiter for high-order methods on unstructured grids Adv. Appl. Math. Mech. 1(4):451-480,2009.



22



























des documents recommandant













Cell-Centered Discontinuous Galerkin discretization for two 

May 11, 2012 - The discretization of the physical conservation laws for the momentum ... numerical application, we use a gamma gas law, i.e., P = Ï�(Î³ âˆ’ 1)Îµ where Î³ ...... Finally, the numerical simulation of this test case solving the Lagrangia










 








Cell-centered discontinuous Galerkin discretizations ... - FranÃ§ois Vilar 

Aug 4, 2010 - cell, which makes use of a piecewise polynomial approximation of the un- .... We notice that if f(u) = au, where a is a constant velocity, the local Lax ... obtained for the second and third order schemes at time T = 8 are displayed.










 








A discontinuous Galerkin method for Lagrangian hydrodynamics 

3rd order DG for a shock Sod tube problem. 0.23. 0.24. 0.25. 0.26. 0.27. 0.28. 0.29. 0.3. 0.65. 0.7. 0.75. 0.8. 0.85. 0.9 solution. 3rd order. 3rd order limited.










 








A discontinuous Galerkin discretization for solving the 

Jul 27, 2014 - of a zone volume is governed by a partial differential equation which is the ... where a piecewise linear approximation was adopted for the variables [47,46]. .... in [6], a first-order finite volume scheme has been developed on ...










 








A discontinuous Galerkin method for Lagrangian hydrodynamics 

Then, we apply a variational formula- tion, with e i k as the test function, to our equation on that cell, with f(u) is the chosen numerical flux : K. âˆ‘ l=0. âˆ‚tu i l âˆ«Ci.










 








Discontinuous Galerkin method for time-domain ... - Hikari 

Evaluating the surface integrals in Eq. (3) using the centered numerical flux, and ..... This test problem has been considered in several works such as [2, 5] where ...










 








Cell-centered discontinuous Galerkin scheme for ... - FranÃ§ois Vilar 

Sep 2, 2011 - Figure: third order DG for the Sod shock tube problem using 100 cells: density. September 2011. FranÃ§ois Vilar. Cell-centered DG scheme.










 








A high-order non-conforming discontinuous Galerkin method for time 

10290. 3.2E-04. 61. 1.5E-05. 44. (5,4). 14694. 2.0E-04. 134. 1.4E-05. 95. H. Fahs (INRIA, nachos project-team). Non-conforming DGTD method for Maxwell.










 








Discontinuous Galerkin method for time-domain ... - m-hikari 

Table 1: The number of cubature points nip, the CPU time (in microseconds) and the ... of the square root of the total number of degrees of freedom ( DOF). The.










 








Improving accuracy of high-order discontinuous Galerkin method for 

Keywords: Discontinuous Galerkin methods; Maxwell's equations; Curved finite elements;. Stability ...... to know the equation of the quadratic surface explicitly.










 








A discontinuous Galerkin discretization - Pages perso Orange 

Jun 19, 2014 - It leads to the definition of the curved edge by means of s+1 control points, ...... The computational domain is defined in polar coordinates by (r, ...










 








Shock Capturing for Discontinuous Galerkin Methods using Finite 

0.7. 0. 0.1. 0.2. 0.3. 0.4. 0.5. 0.6. 0.7. 0.8. 0.9. 1. 1.1 x. Density. Matthias Sonntag (IAG). Shock Capturing for DG using FV Sub-cells. SHARK-FV – May 23, 2016.










 








High-Order Leap-Frog Based Discontinuous Galerkin Method for the 

image, under a smooth bijective (diffeomorphic) mapping, of a fixed reference tetrahedron. Ë†Ï„ = {Ë†x, Ë†y,Ë†z| Ë†x, Ë†y,Ë†z â‰¥ 0; Ë†x + Ë†y + Ë†z â‰¤ 1}. For each tetrahedron Ï„i, ...










 








Entropy stable nodal discontinuous Galerkin spectral element 

May 22, 2018 - Dominik Derigs. â–· Gregor Gassner. â–· Florian Hindenlang. â–· David Kopriva. â–· Mark Carpenter. â–· Travis Fisher. â–· Jan NordstrÃ¶m ...










 








A non-conforming discontinuous Galerkin method for solving 

conforming simplicial meshes for electromagnetic wave propagation,â€� Int. J. Numer. Anal. Model., 2008, to appear. Propagation in a heterogeneous human head ...










 








A discontinuous Galerkin discretization - Pages perso Orange 

Jun 19, 2014 - is solved by means of a finite element discretization. This approach .... Results up to sixth order of accuracy in space and time are ...... have run test cases taken from the literature. During the ...... Of course, one may want to ap










 








arbitrary high order staggered semi-implicit discontinuous galerkin 

May 24, 2016 - 1.0. 0.08. 0.10. 0.12. 0.14. 0.16. Velocity âˆ’ Nx=10 P=5 x [m]. U [m/s] ..... DG for the model 2Dxr - Womersley test. 0.00. 0.01. 0.02. 0.03. 0.04.










 








DEVELOPMENT OF A hp-LIKE DISCONTINUOUS GALERKIN TIME 

ear space Span{Ï•ij, 1 â‰¤ j â‰¤ di} spanned by functions defined on Ti, and where ...... [19] J. C. Nedelec, A new family of mixed finite elements in R3, Numer. Math.










 








A Posteriori Subcell Limiting of the Discontinuous Galerkin 

While the DG method is mostly used only for spatial discretization, it has been .... tensor that depends on state Q. Î© denotes the computational domain in d space ... We solve this system of equations by applying the general family of PNPM ...










 








Author's personal copy Locally implicit discontinuous Galerkin method 

Oct 6, 2009 - Journal of Computational Physics 229 (2010) 512â€“526 ... However, in the 3D case, a globally implicit method based on a sparse .... For the boundary interfaces, the index k corresponds to a fictitious element ...... geometrical model i










 








Ph.D. defense - High-order cell-centered discontinuous Galerkin 

Nov 16, 2012 - Inertial confinement fusion âˆ’â†’ compressible gas dynamics simulation. Complex ... 2D scalar conservation laws on unstructured grids DG discretization ... 2D gas dynamics equation written in a total Lagrangian formalism, on.










 








DEVELOPMENT OF A hp-LIKE DISCONTINUOUS GALERKIN TIME 

works enabling the accurate, efficient, and robust modeling of wave phenomena ... Recently, some studies have been concerned with high-order embedded.










 








A a posteriori subcell limiter to stabilize Discontinuous Galerkin 

2Department of Civil, Environmental and Mechanical Engineering,. University of Trento, Trento, Italy. SHARK-FV 2015 workshop. Ofir 18-22/05/15. R. Loub`ere ...










 








Cell-Centered Discontinuous Galerkin discretization ... - FranÃ§ois Vilar 

May 11, 2012 - knowns. In the present work, we describe a cell-centered DG scheme for ..... k are the K + 1 successive components of Ï†h over the polynomial.










 














×
Report Cell-centered discontinuous Galerkin discretizations for two





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



