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Preface Since the publication of the ﬁrst edition of this book in 1996, digital signal processing (DSP) in general and noise reduction in particular, have become even more central to the research and development of efﬁcient, adaptive and intelligent mobile communication and information processing systems. The fourth edition of this book has been revised extensively and improved in several ways to take account of the recent advances in theory and application of digital signal processing. The existing chapters have been updated with new materials added. Two new chapters have been introduced; one on eigen analysis and principal component analysis and the other on multiple-input multiple-output (MIMO) systems and independent component analysis. In addition the speech enhancement section has been substantially expanded to include bandwidth extension and packet loss replacement. The applications of DSP are numerous and include multimedia technology, audio signal processing, video signal processing, cellular mobile communication, voice over IP (VoIP), adaptive network management, radar systems, pattern analysis, pattern recognition, medical signal processing, ﬁnancial data forecasting, artiﬁcial intelligence, decision making systems, control systems and information search engines. The theory and application of signal processing is concerned with the identiﬁcation, modelling and utilisation of patterns and structures in a signal process. The observation signals are often distorted, incomplete and noisy. Hence, noise reduction and the removal of channel distortion and interference are important parts of a signal processing system. The aim of this book is to provide a coherent and structured presentation of the theory and applications of statistical signal processing and noise reduction methods and is organised in 19 chapters. Chapter 1 begins with an introduction to signal processing, and provides a brief review of signal processing methodologies and applications. The basic operations of sampling and quantisation are reviewed in this chapter. Chapter 2 provides an introduction to noise and distortion. Several different types of noise, including thermal noise, shot noise, burst noise, impulsive noise, ﬂicker noise, acoustic noise, electromagnetic noise and channel distortions, are considered. The chapter concludes with an introduction to the modelling of noise processes. Chapter 3 provides an introduction to the theory and applications of probability models and stochastic signal processing. The chapter begins with an introduction to random signals, stochastic processes, probabilistic models and statistical measures. The concepts of stationary, non-stationary and ergodic processes are introduced in this chapter, and some important classes of random processes, such as Gaussian, mixture Gaussian, Markov chains and Poisson processes, are considered. The effects of transformation of a signal on its statistical distribution are considered. Chapter 4 is on Bayesian estimation and classiﬁcation. In this chapter the estimation problem is formulated within the general framework of Bayesian inference. The chapter includes Bayesian theory, classical estimators, the estimate–maximise method, the Cramér–Rao bound on the minimum–variance estimate, Bayesian classiﬁcation, and the modelling of the space of a random signal. This chapter provides a number of examples on Bayesian estimation of signals observed in noise.
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Chapter 5 considers hidden Markov models (HMMs) for non-stationary signals. The chapter begins with an introduction to the modelling of non-stationary signals and then concentrates on the theory and applications of hidden Markov models. The hidden Markov model is introduced as a Bayesian model, and methods of training HMMs and using them for decoding and classiﬁcation are considered. The chapter also includes the application of HMMs in noise reduction. Chapter 6 considers Wiener Filters. The least square error ﬁlter is formulated ﬁrst through minimisation of the expectation of the squared error function over the space of the error signal. Then a block-signal formulation of Wiener ﬁlters and a vector space interpretation of Wiener ﬁlters are considered. The frequency response of the Wiener ﬁlter is derived through minimisation of mean square error in the frequency domain. Some applications of the Wiener ﬁlter are considered, and a case study of the Wiener ﬁlter for removal of additive noise provides useful insight into the operation of the ﬁlter. Chapter 7 considers adaptive ﬁlters. The chapter begins with the state-space equation for Kalman ﬁlters. The optimal ﬁlter coefﬁcients are derived using the principle of orthogonality of the innovation signal. The nonlinear versions of Kalman ﬁlter namely extended Kalman and unscented Kalman ﬁlters are also considered. The recursive least squared (RLS) ﬁlter, which is an exact sample-adaptive implementation of the Wiener ﬁlter, is derived in this chapter. Then the steepest–descent search method for the optimal ﬁlter is introduced. The chapter concludes with a study of the LMS adaptive ﬁlters. Chapter 8 considers linear prediction and sub-band linear prediction models. Forward prediction, backward prediction and lattice predictors are studied. This chapter introduces a modiﬁed predictor for the modelling of the short–term and the pitch period correlation structures. A maximum a posteriori (MAP) estimate of a predictor model that includes the prior probability density function of the predictor is introduced. This chapter concludes with the application of linear prediction in signal restoration. Chapter 9 considers eigen analysis and principal component analysis. Eigen analysis is used in applications such as the diagonalisation of correlation matrices, adaptive ﬁltering, radar signal processing, feature extraction, pattern recognition, signal coding, model order estimation, noise estimation, and separation of mixed biomedical or communication signals. A major application of eigen analysis is in analysis of the covariance matrix of a signal a process known as the principal component analysis (PCA). PCA is widely used for feature extraction and dimension reduction. Chapter 10 considers frequency analysis and power spectrum estimation. The chapter begins with an introduction to the Fourier transform, and the role of the power spectrum in identiﬁcation of patterns and structures in a signal process. The chapter considers non–parametric spectral estimation, model-based spectral estimation, the maximum entropy method, and high–resolution spectral estimation based on eigenanalysis. Chapter 11 considers interpolation of a sequence of unknown samples. This chapter begins with a study of the ideal interpolation of a band-limited signal, a simple model for the effects of a number of missing samples, and the factors that affect interpolation. Interpolators are divided into two categories: polynomial and statistical interpolators. A general form of polynomial interpolation as well as its special forms (Lagrange, Newton, Hermite and cubic spline interpolators) is considered. Statistical interpolators in this chapter include maximum a posteriori interpolation, least squared error interpolation based on an autoregressive model, time–frequency interpolation, and interpolation through search of an adaptive codebook for the best signal. Chapter 12 considers spectral amplitude estimation. A general form of spectral subtraction is formulated and the processing distortions that result form spectral subtraction are considered. The effects of processing-distortions on the distribution of a signal are illustrated. The chapter considers methods for removal of the distortions and also non-linear methods of spectral subtraction. This chapter also covers the Bayesian minimum mean squared error method of spectral amplitude estimation. This chapter concludes with an implementation of spectral subtraction for signal restoration. Chapters 13 and 14 cover the modelling, detection and removal of impulsive noise and transient noise pulses. In Chapter 12, impulsive noise is modelled as a binary–state non-stationary process and several stochastic models for impulsive noise are considered. For removal of impulsive noise, median ﬁlters
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and a method based on a linear prediction model of the signal process are considered. The materials in Chapter 13 closely follow Chapter 12. In Chapter 13, a template-based method, an HMM-based method and an AR model-based method for removal of transient noise are considered. Chapter 15 covers echo cancellation. The chapter begins with an introduction to telephone line echoes, and considers line echo suppression and adaptive line echo cancellation. Then the problem of acoustic echoes and acoustic coupling between loudspeaker and microphone systems are considered. The chapter concludes with a study of a sub-band echo cancellation system. Chapter 16 is on blind deconvolution and channel equalisation. This chapter begins with an introduction to channel distortion models and the ideal channel equaliser. Then the Wiener equaliser, blind equalisation using the channel input power spectrum, blind deconvolution based on linear predictive models, Bayesian channel equalisation, and blind equalisation for digital communication channels are considered. The chapter concludes with equalisation of maximum phase channels using higher-order statistics. Chapter 17 is on speech enhancement methods. Speech enhancement in noisy environments improves the quality and intelligibility of speech for human communication and increases the accuracy of automatic speech recognition systems. Noise reduction systems are increasingly important in a range of applications such as mobile phones, hands-free phones, teleconferencing systems and in-car cabin communication systems. This chapter covers the three main areas of noise reduction, bandwidth extension and replacement of missing speech segments. This chapter concludes with microphone array beam-forming for speech enhancement in noise. Chapter 18 introduces multiple-input multiple-output (MIMO) systems and consider independent component analysis (ICA) for separation of signals in MIMO systems. MIMO signal processing systems are employed in a wide range of applications including multi-sensors biological signal processing systems, phased-array radars, steerable directional antenna arrays for mobile phone systems, microphone arrays for speech enhancement, multichannel audio entertainment systems. Chapter 19 covers the issue of noise in wireless communication. Noise, fading and limited radio bandwidth are the main factors that constrain the capacity and the speed of communication on wireless channels. Research and development of communication systems aim to increase the spectral efﬁciency deﬁned as the data bits per second per Hz bandwidth of a communication channel. For improved efﬁciency modern mobile communication systems rely on signal processing methods at almost every stage from source coding to the allocation of time bandwidth and space resources. In this chapter we consider how communication signal processing methods are employed for improving the speed and capacity of communication systems. Saeed V. Vaseghi July 2008
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1 Introduction Signal processing is concerned with the efﬁcient and accurate modelling, extraction, communication and utilisation of information, patterns and structures in a signal process. Signal processing provides the theory, the methods and the tools for such purposes as the analysis and modelling of signals, extraction of information from signals, classiﬁcation and recognition of patterns, synthesis and morphing of signals – morphing is the creation of a new voice or image out of existing samples. The applications of signal processing methods are very wide and include hi-ﬁ audio, TV and radio, cellular mobile phones, voice recognition, vision, antenna-arrays, radar, sonar, geophysical exploration, medical electronics, bio-medical signal processing, physics and generally any system that is concerned with the communication or processing and retrieval of information. Signal processing plays a central role in the development of new generations of mobile telecommunication and intelligent automation systems and in the efﬁcient transmission, reception, decoding, organisation and retrieval of information content in search engines. This chapter begins with a deﬁnition of signals, and a brief introduction to various signal processing methodologies. We consider several key applications of digital signal processing in biomedical signal processing, adaptive noise reduction, channel equalisation, pattern classiﬁcation/recognition, audio signal coding, signal detection, spatial processing for directional reception of signals, Dolby noise reduction, radar and watermarking. This chapter concludes with an overview of the most basic process in a digital signal processing system, namely sampling and quantisation.



1.1 Signals, Noise and Information A signal is the variation of a quantity such as air pressure waves of sounds, colours of an image, depths of a surface, temperature of a body, current/voltage in a conductor or biological system, light, electromagnetic radio waves, commodity prices or volume and mass of an object. A signal conveys information regarding one or more attributes of the source such as the state, the characteristics, the composition, the trajectory, the evolution or the intention of the source. Hence, a signal is a means of conveying information regarding the past, the current or the future states of a variable. For example, astrophysicists analyse the spectrum of signals, the light and other electromagnetic waves, emitted from distant stars or galaxies in order to deduce information about their movements, origins and
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evolution. Imaging radars calculate the round trip delay of reﬂected light or radio waves bouncing from the surface of the earth in order to produce maps of the earth. A signal is rarely observed in isolation from a combination of noise, and distortion. In fact noise and distortion are the fundamental sources of the limitations of: (a) the capacity, or equivalently the maximum speed, to send/receive information in a communication system, (b) the accuracy of measurements in signal processing and control systems and (c) the accuracy of decisions in pattern recognition. As explained in Chapter 2 noise itself is a signal – be it an unwanted signal – that gives information on the state of the source of noise; for example the noise from a mechanical system conveys information on its working order. A signal may be a function of one dimension, that is a function of one variable, such as speech or music whose amplitude ﬂuctuations are a function of the time variable, or a signal can be multidimensional such as an image (i.e. reﬂected light intensity) which is a function of two-dimensional space – or a video sequence which is a function of two-dimensional space and time. Note that a photograph effectively projects a view of objects in three-dimensional space onto a two-dimensional image plane where depth information can be deduced from the shadows and gradients of colours. The information conveyed in a signal may be used by humans or machines (e.g. computers or robots) for communication, forecasting, decision-making, control, geophysical exploration, medical diagnosis, forensics, etc. The types of signals that signal processing systems deal with include text, image, audio, video, ultrasonic, subsonic, electromagnetic waves, medical, biological, thermal, ﬁnancial or seismic signals. Figure 1.1 illustrates a simpliﬁed overview of a communication system composed of an information source I(t) followed by: a system T [·] for transformation of the information into variation of a signal x(t) that carries the information, a communication channel h[·] for modelling the propagation of the signal from the transmitter to the receiver, additive channel and background noise n(t) that exists in every real-life system and a signal processing unit at the receiver for extraction of the information from the received signal.



Figure 1.1



Illustration of a communication and signal processing system.



In general, there is a mapping operation (e.g. modulation) that maps the output I(t) of an information source to the physical variations of a signal x(t) that carries the information over the channel, this mapping operator may be denoted as T [·] and expressed as x(t) = T [I(t)]



(1.1)



The information source I(t) is normally discrete-valued whereas the signal x(t) that carries the information to a receiver may be continuous or discrete. For example, in multimedia communication the information from a computer, or any other digital communication device, is in the form of a sequence of binary numbers (ones and zeros) which would need to be transformed into a physical quantity such as
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voltage or current and modulated to the appropriate form for transmission in a communication channel such as a radio channel, telephone line or cable. As a further example, in human speech communication the voice-generating mechanism provides a means for the speaker to map each discrete word into a distinct pattern of modulation of the acoustic vibrations of air that can propagate to the listener. To communicate a word w, the speaker generates an acoustic signal realisation of the word x(t); this acoustic signal may be contaminated by ambient noise and/or distorted by a communication channel or room reverberations, or impaired by the speaking abnormalities of the talker, and received as the noisy, distorted and/or incomplete signal y(t) modelled as y(t) = h[x(t)] + n(t) (1.2) Where the function h[] models the channel distortion. In addition to conveying the spoken word, the acoustic speech signal conveys information on the prosody (i.e. pitch intonation and stress patterns) of speech and the speaking characteristic, accent and the emotional state of the talker. The listener extracts this information by processing the signal y(t). In past few decades, the theory and applications of digital signal processing have evolved to play a central role in the development of modern telecommunication and information technology systems. Signal processing methods are central to efﬁcient mobile communication, and to the development of intelligent man/machine interfaces in such areas as speech and visual pattern recognition for multimedia systems. In general, digital signal processing is concerned with two broad areas of information theory: (1) Efﬁcient and reliable coding, transmission, reception, storage and representation of signals in communication systems such as mobile phones, radio and TV. (2) The extraction of information from noisy and/or incomplete signals for pattern recognition, detection, forecasting, decision-making, signal enhancement, control, automation and search engines. In the next section we consider four broad approaches to signal processing.



1.2 Signal Processing Methods Signal processing methods provide a variety of tools for modelling, analysis, coding, synthesis and recognition of signals. Signal processing methods have evolved in algorithmic complexity aiming for the optimal utilisation of the available information in order to achieve the best performance. In general, the computational requirement of signal processing methods increases, often exponentially, with the algorithmic complexity. However, the implementation costs of advanced signal processing methods have been offset and made affordable by the consistent trend in recent years of a continuing increase in performance, coupled with a simultaneous decrease in the cost of signal processing hardware. Depending on the method used, digital signal processing algorithms can be categorised into one or a combination of four broad categories. These are transform-based signal processing, model-based signal processing, Bayesian statistical signal processing and neural networks are illustrated in Figure 1.2. These methods are described brieﬂy in the following.



1.2.1 Transform-Based Signal Processing The purpose of a transform is to express a signal or a system in terms of a combination of a set of elementary simple signals (such as sinusoidal signals, eigen vectors or wavelets) that lend themselves to relatively easy analysis, interpretation and manipulation. Transform-based signal processing methods include Fourier transform, Laplace transform, z-transform and wavelet transforms.
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Speech recognition, music recognition image and character recognition, bio-signal information processing, search engines
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Figure 1.2 A broad categorisation of some of the most commonly used signal processing methods. ICA = Independent Component Analysis, HOS = Higher order statistics. Note that there may be overlap between different methods and also various methods can be combined.
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The most widely applied signal transform is the Fourier transform which is effectively a form of vibration analysis; a signal is expressed in terms of a combination of the sinusoidal vibrations that make up the signal. Fourier transform is employed in a wide range of applications including popular music coders, noise reduction and feature extraction for pattern recognition. The Laplace transform, and its discrete-time version the z-transform, are generalisations of the Fourier transform and describe a signal or a system in terms of a set of transient sinusoids with exponential amplitude envelopes. In Fourier, Laplace and z-transform, the different sinusoidal basis functions of each transform all have the same duration and differ in terms of their frequency of vibrations. In contrast wavelets are multi-resolution transforms in which a signal is described in terms of a combination of elementary waves of different dilations. The set of basis functions in a wavelet is composed of contractions and dilations of a single elementary wave. This allows non-stationary events of various durations in a signal to be identiﬁed and analysed. Wavelet analysis is effectively a tree-structured ﬁlter bank analysis in which a set of high pass and low ﬁlters are used repeatedly in a binary-tree structure to split the signal progressively into a set of non-uniform sub-bands with different bandwidths.



1.2.2 Source-Filter Model-Based Signal Processing Model-based signal processing methods utilise a parametric model of the signal generation process. The parametric model normally describes the predictable structures and the expected patterns in the signal process, and can be used to forecast the future values of a signal from its past trajectory. Model-based methods normally outperform non-parametric methods, since they utilise more information in the form of a model of the signal process. However, they can be sensitive to the deviations of a signal from the class of signals characterised by the model. The most widely used parametric model is the linear prediction model, described in Chapter 8. Linear prediction models have facilitated the development of advanced signal processing methods for a wide range of applications such as low-bit-rate speech coding in cellular mobile telephony, digital video coding, high-resolution spectral analysis, radar signal processing and speech recognition.



1.2.3 Bayesian Statistical Model-Based Signal Processing Statistical signal processing deals with random processes; this includes all information-bearing signals and noise. The ﬂuctuations of a random signal, or the distribution of a class of random signals in the signal space, cannot be entirely modelled by a predictive equation, but it can be described in terms of the statistical average values, and modelled by a probability distribution function in a multidimensional signal space. For example, as described in Chapter 8, a linear prediction model driven by a random signal can provide a source-ﬁlter model of the acoustic realisation of a spoken word. However, the random input signal of the linear prediction model, or the variations in the characteristics of different acoustic realisations of the same word across the speaking population, can only be described in statistical terms and in terms of probability functions. Bayesian inference theory provides a generalised framework for statistical processing of random signals, and for formulating and solving estimation and decision-making problems. Bayesian methods are used for pattern recognition and signal estimation problems in applications such as speech processing, communication, data management and artiﬁcial intelligence. In recognising a pattern or estimating a signal, from noisy and/or incomplete observations, Bayesian methods combine the evidence contained in the incomplete signal observation with the prior information regarding the distributions of the signals and/or the distributions of the parameters associated with the signals. Chapter 4 describes Bayesian inference methodology and the estimation of random processes observed in noise.
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1.2.4 Neural Networks Neural networks are combinations of relatively simple non-linear adaptive processing units, arranged to have a structural resemblance to the transmission and processing of signals in biological neurons. In a neural network several layers of parallel processing elements are interconnected with a hierarchically structured connection network. The connection weights are trained to ‘memorise patterns’ and perform a signal processing function such as prediction or classiﬁcation. Neural networks are particularly useful in non-linear partitioning of a signal space, in feature extraction and pattern recognition, and in decision-making systems. In some hybrid pattern recognition systems neural networks are used to complement Bayesian inference methods. Since the main objective of this book is to provide a coherent presentation of the theory and applications of statistical signal processing, neural networks are not discussed here.



1.3 Applications of Digital Signal Processing In recent years, the development and commercial availability of increasingly powerful and affordable digital computers has been accompanied by the development of advanced digital signal processing algorithms for a wide variety of applications such as noise reduction, telecommunication, radar, sonar, video and audio signal processing, pattern recognition, geophysics explorations, data forecasting, and the processing of large databases for the identiﬁcation, extraction and organisation of unknown underlying structures and patterns. Figure 1.3 shows a broad categorisation of some DSP applications. This section provides a review of several key applications of digital signal processing methods. In the following an overview of some applications of DSP is provided. Note that these applications are by no means exhaustive but they represent a useful introduction.



1.3.1 Digital Watermarking Digital watermarking is the embedding of a signature signal, i.e. the digital watermark, underneath a host image, video or audio signal. Although watermarking may be visible or invisible, the main challenge in digital watermarking is to make the watermark secret and imperceptible (meaning invisible or inaudible). Watermarking takes its name from the watermarking of paper or money for security and authentication purposes. Watermarking is used in digital media for the following purposes: (1) Authentication of digital image and audio signals. The watermark may also include owner information, a serial number and other useful information. (2) Protection of copyright/ownership of image and audio signals from unauthorised copying, use or trade. (3) Embedding of audio or text signals into image/video signals for subsequent retrieval. (4) Embedding a secret message into an image or audio signal. Watermarking has to be robust to intended or unintended degradations and resistant to attempts at rendering it ineffective. In particular watermarking needs to survive the following processes: (1) (2) (3) (4)



Changes in the sampling rate, resolution and format of the signal. Changes in the orientation of images or phase of the signals. Noise and channel distortion. Non-linear imperceptible changes of time/space scales. For example non-linear time-warping of audio or non-linear warping of the dimensions of an image. (5) Segmentation and cropping of the signals.
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Figure 1.3 A classiﬁcation of the applications of digital signal processing.
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The simplest forms of watermarking methods, illustrated in Figure 1.4, exploit the time–frequency structure of the signal together with the audio-visual perceptual characteristics of humans. The watermark signal is hidden in the parts of the host signal spectrum, where it is invisible in the case of image signals or inaudible in the case of audio signals. Discrete cosine transform or wavelet transform are commonly used for transforming the host signal to frequency-time domains. As shown in Figure 1.4 the watermark is randomised and hidden using a secret key before it is embedded in the host signal. This introduces and additional level of security.



Figure 1.4 A simpliﬁed illustration of frequency domain watermark embedding (top) and watermark retrieval (bottom). The secret key introduces an additional level of security. Reproduced by permission of © 2008 Saeed V. Vaseghi.



An example of invisible watermarking is shown in Figure 1.5. The ﬁgure shows a host image and another image acting as the watermark together with the watermarked image and the retrieved watermark.



1.3.2 Bio-medical, MIMO, Signal Processing Bio-medical signal processing is concerned with the analysis, denoising, synthesis and classiﬁcation of bio-signals such as magnetic resonance images (MRI) of the brain or electrocardiograph (ECG) signals of the heart or electroencephalogram (EEG) signals of brain neurons. An electrocardiograph signal is produced by recording the electrical voltage signals of the heart. It is the main tool in cardiac electrophysiology, and has a prime function in the screening and diagnosis of cardiovascular diseases. Electroencephalography is the neurophysiologic measurement of the electrical activity of the neurons in the brain picked up by electrodes placed on the scalp or, in special cases, on the cortex. The resulting
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Figure 1.5 Illustration of invisible watermarking of an image, clockwise from top-left: a picture of my son, the watermark, watermarked image and retrieved watermark. The watermark may be damaged due to modiﬁcations such as a change of image coding format. Reproduced by permission of © 2008 Saeed V. Vaseghi.



signals are known as an electroencephalograph and represent a mix of electrical signals and noise from a large number of neurons. The observations of ECG or EEG signals are often a noisy mixture of electrical signals generated from the activities of several different sources from different parts of the body. The main issues in the processing of bio-signals, such as EEG or ECG, are the denoising, separation and identiﬁcation of the signals from different sources. An important bio-signal analysis tool, considered in Chapter 18, is known as independent component analysis (ICA). ICA is primarily used for separation of mixed signals in multi-source multi-sensor applications such as in ECG and EEG. ICA is also used for beam forming in multiple-input multiple-output (MIMO) telecommunication. The ICA problem is formulated as follows. The observed signal vector x is assumed to be a linear mixture of M independent source signals s. In a linear matrix form the mixing operation is expressed as x = As



(1.3)
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The matrix A is known as the mixing matrix or the observation matrix. In many practical cases of interest all we have is the sequence of observation vectors [x(0), x(1), . . . , x(N − 1)]. The mixing matrix A is unknown and we wish to estimate a demixing matrix W to obtain an estimate of the original signal s. This problem is known as blind source separation (BSS); the term blind refers to the fact that we have no other information than the observation x and an assumption that the source signals are independent of each other. The demixing problem is the estimation of a matrix W such that sˆ =Wx



(1.4)



The details of the derivation of the demixing matrix are discussed in Chapter 18 on ICA. Figure 1.6 shows an example of ECG signal mixture of the hearts of a pregnant mother and foetus plus other noise and interference. Note that application of ICA results in separation of the mother and foetus heartbeats. Also note that the foetus heartbeat rate is about 25 % faster than the mother’s heart-beat rate. Sensor signals
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Figure 1.6 Application of ICA to separation of mother and foetus ECG. Note that signals from eight sensors are used in this example.



1.3.3 Echo Cancellation Echo is the repetition of a signal back to the transmitter; either due to a coupling between the loudspeaker and microphone or due to a reﬂection of the transmitted signal from the points or surfaces where the characteristics of the medium through which the signal propagates changes signiﬁcantly so as to impede the propagation of the signal in the original direction such that some of the signal energy is reﬂected back to the source.
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Modern telecommunication systems, Figure 1.7, connect a variety of voice-enabled terminals, such as ﬁxed telephones, mobile phones, laptops etc. via a variety of networks and relays including public switched telephone network (PSTN), satellites, cellular networks, voice over internet protocol (VoIP), wiﬁ, etc. Echo can severely affect the quality and intelligibility of voice conversation in telephone, teleconference, VoIP or cabin communication systems.



Echo cancellers Hybrid echo



Mobile switching centre



Acoustic echo



(a)



PSTN, Satellites, Cellular Networks, IP Networks (VoIP), Wifi etc.



(b) Figure 1.7 (a) Illustration of sources of echo in a mobile-to-landline system, (b) a modern communication network connects a variety of voice-enabled devices through a host of different telephone and IP networks.



Echo cancellation is an important aspect of the design of telecommunication systems such as conventional wire-line telephones, hands-free phones, cellular mobile (wireless) phones, teleconference systems, voice over internet (VoIP) and in-vehicle cabin communication systems. There are two types of echo in a voice communication system (Figure 1.7(a)): (1) Acoustic echo due to acoustic coupling between the speaker and the microphone in hands-free phones, mobile phones and teleconference systems. (2) Electrical line echo due to mismatch at the hybrid circuit connecting a two-wire subscriber line to a four-wire trunk line in the public switched telephone network. Voice communication systems cannot function properly without echo cancellation systems. A solution used in the early days was echo suppression. However, modern communication systems employ adaptive echo cancellation systems that identify the echo path and synthesis a replica of the echo that is subtracted from the actual echo in order to remove the echo. Echo cancellation is covered in Chapter 15.
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1.3.4 Adaptive Noise Cancellation In speech communication from a noisy acoustic environment such as a moving car or train, or over a noisy telephone channel, the speech signal is observed in an additive random noise. In signal measurement systems the information-bearing signal is often contaminated by noise from its surrounding environment. The noisy observation y(m) can be modelled as y(m) = x(m) + n(m)



(1.5)



where x(m) and n(m) are the signal and the noise, and m is the discrete-time index. In some situations, for example when using a mobile telephone in a moving car, or when using a radio communication device in an aircraft cockpit, it may be possible to measure and estimate the instantaneous amplitude of the ambient noise using a directional microphone. The signal x(m) may then be recovered by subtraction of an estimate of the noise from the noisy signal. Figure 1.8 shows a two-input adaptive noise cancellation system for enhancement of noisy speech. In this system a directional microphone takes as input the noisy signal x(m) + n(m), and a second directional microphone, positioned some distance away, measures the noise α n(m + τ ). The attenuation factor α and the time delay τ provide a rather over-simpliﬁed model of the effects of propagation of the noise to different positions in the space where the microphones are placed. The noise from the second microphone is processed by an adaptive digital ﬁlter to make it equal to the noise contaminating the speech signal, and then subtracted from the noisy signal to cancel out the noise. The adaptive noise canceller is more effective in cancelling out the low-frequency part of the noise, but generally suffers from the non-stationary character of the signals, and from the over-simpliﬁed assumption that a linear ﬁlter can model the diffusion and propagation of the noise sound in the space. Noisy signal
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Noise Estimation Filter Figure 1.8 Conﬁguration of a two-microphone adaptive noise canceller. The adaptive ﬁlter delay elements (z−1 ) and weights wi model the delay and attenuation that signals undergo while propagating in a medium.



1.3.5 Adaptive Noise Reduction In many applications, for example at the receiver of a telecommunication system, there is no access to the instantaneous value of the contaminating noise, and only the noisy signal is available. In such cases the noise cannot be cancelled out, but it may be reduced, in an average sense, using the statistics of the signal and the noise process. Figure 1.9 shows a bank of Wiener ﬁlters for reducing additive noise when only the noisy signal is available. The ﬁlter bank coefﬁcients attenuate each noisy signal frequency in inverse
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Figure 1.9 A frequency–domain Wiener ﬁlter for reducing additive noise.



proportion to the signal-to-noise ratio at that frequency. The Wiener ﬁlter bank coefﬁcients, derived in Chapter 6, are calculated from estimates of the power spectra of the signal and the noise processes.



1.3.6 Blind Channel Equalisation Channel equalisation is the recovery of a signal distorted in transmission through a communication channel with a non-ﬂat magnitude and/or a non-linear phase response. When the channel response is unknown the process of signal recovery is called blind equalisation. Blind equalisation has a wide range of applications, for example in digital telecommunications for removal of inter-symbol interference due to non-ideal channel and multi-path propagation, in speech recognition for removal of the effects of the microphones and the communication channels, in correction of distorted images, analysis of seismic data, de-reverberation of acoustic gramophone recordings etc. In practice, blind equalisation is feasible only if some useful statistics of the channel input are available. The success of a blind equalisation method depends on how much is known about the characteristics of the input signal and how useful this knowledge can be in the channel identiﬁcation and equalisation process. Figure 1.10 illustrates the conﬁguration of a decision-directed equaliser. This blind channel equaliser is composed of two distinct sections: an adaptive equaliser that removes a large part of the channel distortion, followed by a non-linear decision device for an improved estimate of the channel input. The output of the decision device is the ﬁnal estimate of the channel input, and it is used as the desired signal to direct the equaliser adaptation process. Blind equalisation is covered in detail in Chapter 16.



1.3.7 Signal Classiﬁcation and Pattern Recognition Signal classiﬁcation is used in detection, pattern recognition and decision-making systems. For example, a simple binary-state classiﬁer can act as the detector of the presence, or the absence, of a known waveform in noise. In signal classiﬁcation, the aim is to design a minimum-error system for labelling a signal with one of a number of likely classes of signal.
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Conﬁguration of a decision-directed blind channel equaliser.



To design a classiﬁer, a set of models are trained for the classes of signals that are of interest in the application. The simplest form that the models can assume is a bank, or codebook, of waveforms, each representing the prototype for one class of signals. A more complete model for each class of signals takes the form of a probability distribution function. In the classiﬁcation phase, a signal is labelled with the nearest or the most likely class. For example, in communication of a binary bit stream over a band-pass channel, the binary phase-shift keying (BPSK) scheme signals the bit ‘1’ using the waveform Ac sin ωc t and the bit ‘0’ using −Ac sin ωc t. At the receiver, the decoder has the task of classifying and labelling the received noisy signal as a ‘1’ or a ‘0’. Figure 1.11 illustrates a correlation receiver for a BPSK signalling scheme. The receiver has two correlators, each programmed with one of the two symbols representing the binary states for the bit ‘1’ and the bit ‘0’. The decoder correlates the unlabelled input signal with each of the two candidate symbols and selects the candidate that has a higher correlation with the input.
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Block diagram illustration of the classiﬁer in a binary phase-shift keying demodulation.



Figure 1.12 illustrates the use of a classiﬁer in a limited-vocabulary, isolated-word speech recognition system. Assume there are V words in the vocabulary. For each word a model is trained, on many different examples of the spoken word, to capture the average characteristics and the statistical variations of the word. The classiﬁer has access to a bank of V + 1 models, one for each word in the vocabulary and an additional model for the silence periods. In the speech recognition phase, the task is to decode and label an acoustic speech feature sequence, representing an unlabelled spoken word, as one of the V likely words or silence. For each candidate word the classiﬁer calculates a probability score and selects the word with the highest score.
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Figure 1.12 Conﬁguration of speech recognition system, fY|M (Y|Mi ) is the likelihood of the model observation sequence Y.
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1.3.8 Linear Prediction Modelling of Speech Linear predictive models (introduced in Chapter 8) are widely used in speech processing applications such as low-bit-rate speech coding in cellular telephony, speech enhancement and speech recognition. Speech is generated by inhaling air into the lungs, and then exhaling it through the vibrating glottis cords and the vocal tract. The random, noise-like, air ﬂow from the lungs is spectrally shaped and ampliﬁed by the vibrations of the glottal cords and the resonance of the vocal tract. The effect of the vibrations of the glottal cords and the resonance of the vocal tract is to shape the frequency spectrum of speech and introduce a measure of correlation and predictability on the random variations of the air from the lungs. Figure 1.13 illustrates a source-ﬁlter model for speech production. The source models the lungs Pitch period
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and emits a random excitation signal which is ﬁltered, ﬁrst by a pitch ﬁlter model of the glottal cords and then by a model of the vocal tract. The main source of correlation in speech is the vocal tract modelled by a linear predictor. A linear predictor is an adaptive ﬁlter that forecasts the amplitude of the signal at time m, x(m), using a linear combination of P previous samples [x(m − 1), · · · , x(m − P)] as xˆ (m) =



P 



ak x(m − k)



(1.6)



k=1



where xˆ (m) is the prediction of the signal x(m), and the vector aT = [a1 , . . . , aP ] is the coefﬁcients vector of a predictor of order P. The prediction error e(m), i.e. the difference between the actual sample x(m) and its predicted value xˆ (m), is deﬁned as e(m) = x(m) −



P 



ak x(m − k)



(1.7)



k=1



In speech processing, the prediction error e(m) may also be interpreted as the random excitation or the so-called innovation content of x(m). From Equation (1.7) a signal generated by a linear predictor can be synthesised as x(m) =



P 



ak x(m − k) + e(m)



(1.8)



k=1



Linear prediction models can also be used in a wide range of applications to model the correlation or the movements of a signal such as the movements of scenes in successive frames of video.



1.3.9 Digital Coding of Audio Signals In digital audio, the memory required to record a signal, the bandwidth and power required for signal transmission and the signal-to-quantisation-noise ratio are all directly proportional to the number of bits per sample. The objective in the design of a coder is to achieve high ﬁdelity with as few bits per sample as possible, at an affordable implementation cost. Audio signal coding schemes utilise the statistical structures of the signal, and a model of the signal generation, together with information on the psychoacoustics and the masking effects of hearing. In general, there are two main categories of audio coders: model-based coders, used for low-bit-rate speech coding in applications such as cellular telephony; and transform-based coders used in high-quality coding of speech and digital hi-ﬁ audio. Figure 1.14 shows a simpliﬁed block diagram conﬁguration of a speech coder–decoder of the type used in digital cellular telephones. The speech signal is modelled as the output of a ﬁlter excited by a random signal. The random excitation models the air exhaled through the lungs, and the ﬁlter models the vibrations of the glottal cords and the vocal tract. At the transmitter, speech is segmented into blocks of about 30 ms long during which speech parameters can be assumed to be stationary. Each block of speech samples is analysed to extract and transmit a set of excitation and ﬁlter parameters that can be used to synthesise the speech. At the receiver, the model parameters and the excitation are used to reconstruct the speech. A transform-based coder is shown in Figure 1.15. The aim of transformation is to convert the signal into a form where it lends itself to a more convenient and useful interpretation and manipulation. In Figure 1.15 the input signal may be transformed to the frequency domain using a discrete Fourier
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(b) Source decoder Block diagram conﬁguration of a model-based speech (a) coder and (b) decoder.
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Illustration of a transform-based coder.



transform or a discrete cosine transform or a ﬁlter bank. Three main advantages of coding a signal in the frequency domain are: (1) The frequency spectrum of a signal has a relatively well-deﬁned structure, for example most of the signal power is usually concentrated in the lower regions of the spectrum. (2) A relatively low-amplitude frequency would be masked in the near vicinity of a large-amplitude frequency and can therefore be coarsely encoded without any audible degradation. (3) The frequency samples are orthogonal and can be coded independently with different precisions. The number of bits assigned to each frequency of a signal is a variable that reﬂects the contribution of that frequency to the reproduction of a perceptually high-quality signal. In an adaptive coder, the allocation of bits to different frequencies is made to vary with the time variations of the power spectrum of the signal.



1.3.10 Detection of Signals in Noise In the detection of signals in noise, the aim is to determine if the observation consists of noise alone, or if it contains a signal. The noisy observation y(m) can be modelled as y(m) = b(m)x(m) + n(m)



(1.9)
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where x(m) is the signal to be detected, n(m) is the noise and b(m) is a binary-valued state indicator sequence such that b(m) = 1 indicates the presence of the signal x(m) and b(m) = 0 indicates that the signal is absent. If the signal x(m) has a known shape, then a correlator or a matched ﬁlter can be used to detect the signal as shown in Figure 1.16. The impulse response h(m) of the matched ﬁlter for detection of a signal x(m) is the time-reversed version of x(m) given by h(m) = x(N − 1 − m)



0≤m≤N −1



(1.10)



where N is the length of. The output of the matched ﬁlter is given by z(m) =



N−1 



h(k)y(m − k)



(1.11)
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Figure 1.16
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Conﬁguration of a matched ﬁlter followed by a threshold comparator for detection of signals in noise.



The matched ﬁlter output is compared with a threshold and a binary decision is made as    ˆb(m) = 1 if abs z(m) ≥ threshold 0 otherwise



(1.12)



ˆ where b(m) is an estimate of the binary state indicator sequence b(m), and it may be erroneous in particular if the signal-to-noise ratio is low. Table 1.1 lists four possible outcomes that together b(m) and its estimate ˆ b(m) can assume. The choice of the threshold level affects the sensitivity of the detector. The higher the threshold, the less the likelihood that noise would be classiﬁed as signal, so the false alarm rate falls, but the probability of misclassiﬁcation of signal as noise increases. The risk in choosing a threshold value θ can be expressed as R (Threshold = θ ) = PFalseAlarm (θ) + PMiss (θ) (1.13) The choice of the threshold reﬂects a trade-off between the misclassiﬁcation rate PMiss (θ) and the false alarm rate PFalseAlarm (θ ). Table 1.1 ˆ b(m) 0 0 1 1



Four possible outcomes in a signal detection problem. b(m) 0 1 0 1



Detector decision Signal absent (Correct) Signal absent (Missed) Signal present (False alarm) Signal present (Correct)



1.3.11 Directional Reception of Waves: Beam-forming Beam-forming is the spatial processing of plane waves received by an array of sensors such that the waves’ incidents at a particular spatial angle are passed through, whereas those arriving from other directions are attenuated. Beam-forming is used in radar and sonar signal processing (Figure 1.17) to steer the reception of signals towards a desired direction, and in speech processing for reducing the effects of ambient noise.
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Sonar: detection of objects using the intensity and time delay of reﬂected sound waves.
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Illustration of a beam-former, for directional reception of signals.



To explain the process of beam-forming, consider a uniform linear array of sensors as illustrated in Figure 1.18. The term linear array implies that the array of sensors is spatially arranged in a straight line and with equal spacing d between the sensors. Consider a sinusoidal far-ﬁeld plane wave with a frequency F0 propagating towards the sensors at an incidence angle of θ as illustrated in Figure 1.18.
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The array of sensors samples the incoming wave as it propagates in space. The time delay for the wave to travel a distance of d between two adjacent sensors is given by dcos(θ) (1.14) c where c is the speed of propagation of the wave in the medium. The phase difference corresponding to a delay of τ is given by τ d cos θ φ = 2π = 2π F0 (1.15) T0 c τ=



where T0 is the period of the sine wave. By inserting appropriate corrective time delays in the path of the samples at each sensor, and then averaging the outputs of the sensors, the signals arriving from the direction θ will be time-aligned and coherently combined, whereas those arriving from other directions will suffer cancellations and attenuations. Figure 1.18 illustrates a beam-former as an array of digital ﬁlters arranged in space. The ﬁlter array acts as a two-dimensional space-time signal processing system. The space ﬁltering allows the beam-former to be steered towards a desired direction, for example towards the direction along which the incoming signal has the maximum intensity. The phase of each ﬁlter controls the time delay, and can be adjusted to coherently combine the signals. The magnitude frequency response of each ﬁlter can be used to remove the out-of-band noise.



1.3.12 Space-Time Signal Processing Conventionally transmission resources are shared among subscribers of communication systems through the division of time and frequency leading to such resource-sharing schemes as time division multiple access or frequency division multiple access. Space provides a valuable additional resource that can be used to improve both the communication capacity and quality for wireless communication systems. Space-time signal processing refers to signal processing methods that utilise simultaneous transmission and reception of signals through multiple spatial routes. The signals may arrive at the destinations at different times or may use different time slots. Space-time signal processing, and in particular the division of space among different users, is an important area of research and development for improving the system capacity in the new generations of high-speed broadband multimedia mobile communication systems. For example, in mobile communication the multi-path effect, where a radio signal propagates from the transmitter to the receiver via a number of different paths, can be used to advantage in space-time signal processing. The multiple noisy versions of a signal, arriving via different routes with different noise and distortions, are processed and combined such that the signal components add up constructively and become stronger compared to the random uncorrelated noise. The uncorrelated fading that the signals suffer in their propagation through different routes can also be mitigated. The use of transmitter/receiver antenna arrays for beam-forming allows the division of the space into narrow sectors such that the same frequencies, in different narrow spatial sectors, can be used for simultaneous communication by different subscribers and/or different spatial sectors can be used to transmit the same information in order to achieve robustness to fading and interference. In fact combination of space and time can provide a myriad of possibilities, as discussed in Chapter 19 on mobile communication signal processing. Note that the ICA method, described in Section 1.3.2 and Chapter 18, is often used in space-time signal processing for separation of multiple signals at the receiver.



1.3.13 Dolby Noise Reduction Dolby noise reduction systems work by boosting the energy and the signal-to-noise ratio of the highfrequency spectrum of audio signals. The energy of audio signals is mostly concentrated in the lowfrequency part of the spectrum (below 2 kHz). The higher frequencies that convey quality and sensation
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have relatively low energy, and can be degraded even by a low amount of noise. For example when a signal is recorded on a magnetic tape, the tape ‘hiss’ noise affects the quality of the recorded signal. On playback, the higher-frequency parts of an audio signal recorded on a tape have smaller signal-to-noise ratio than the low-frequency parts. Therefore noise at high frequencies is more audible and less masked by the signal energy. Dolby noise reduction systems broadly work on the principle of emphasising and boosting the low energy of the high-frequency signal components prior to recording the signal. When a signal is recorded it is processed and encoded using a combination of a pre-emphasis ﬁlter and dynamic range compression. At playback, the signal is recovered using a decoder based on a combination of a de-emphasis ﬁlter and a decompression circuit. The encoder and decoder must be well matched and cancel each other out in order to avoid processing distortion. Dolby developed a number of noise reduction systems designated Dolby A, Dolby B and Dolby C. These differ mainly in the number of bands and the pre-emphasis strategy that that they employ. Dolby A, developed for professional use, divides the signal spectrum into four frequency bands: band 1 is low-pass and covers 0 Hz to 80 Hz; band 2 is band-pass and covers 80 Hz to 3 kHz; band 3 is high-pass and covers above 3 kHz; and band 4 is also high-pass and covers above 9 kHz. At the encoder the gain of each band is adaptively adjusted to boost low-energy signal components. Dolby A provides a maximum gain of 10 to 15 dB in each band if the signal level falls 45 dB below the maximum recording level. The Dolby B and Dolby C systems are designed for consumer audio systems, and use two bands instead of the four bands used in Dolby A. Dolby B provides a boost of up to 10 dB when the signal level is low (less than 45 dB than the maximum reference) and Dolby C provides a boost of up to 20 dB as illustrated in Figure 1.19.
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Figure 1.19 Illustration of the pre-emphasis response of Dolby C: up to 20 dB boost is provided when the signal falls 45 dB below maximum recording level.



1.3.14 Radar Signal Processing: Doppler Frequency Shift Figure 1.20 shows a simple diagram of a radar system that can be used to estimate the range and speed of an object such as a moving car or a ﬂying aeroplane. A radar system consists of a transceiver (transmitter/receiver) that generates and transmits sinusoidal pulses at microwave frequencies. The signal travels with the speed of light and is reﬂected back from any object in its path. The analysis of the received echo provides such information as range, speed and acceleration. The received signal has the form x(t) = A(t) cos{ω0 [t − 2r(t)/c]}



(1.16)
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where A(t), the time-varying amplitude of the reﬂected wave, depends on the position and the characteristics of the target, r(t) is the time-varying distance of the object from the radar and c is the velocity of light. The time-varying distance of the object can be expanded in a Taylor series as r(t) = r0 + r˙ t +



1 2 1 ... 3 r¨ t + r t + · · · 2! 3!



(1.17)



where r0 is the distance, r˙ is the velocity, r¨ is the acceleration etc. Approximating r(t) with the ﬁrst two terms of the Taylor series expansion we have r(t) ≈ r0 + r˙ t



(1.18)



Substituting Equation (1.18) in Equation (1.16) yields x(t) = A(t) cos[(ω0 − 2˙r ω0 /c)t − 2ω0 r0 /c]
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Figure 1.20



Illustration of a radar system.



Note that the frequency of reﬂected wave is shifted by an amount ωd = 2˙r ω0 /c



(1.20)



This shift in frequency is known as the Doppler frequency. If the object is moving towards the radar then the distance r(t) is decreasing with time, r˙ is negative, and an increase in the frequency is observed. Conversely if the object is moving away from the radar then the distance r(t) is increasing, r˙ is positive, and a decrease in the frequency is observed. Thus the frequency analysis of the reﬂected signal can reveal information on the direction and speed of the object. The distance r0 is given by r0 = 0.5 T × c



(1.21)



where T is the round-trip time for the signal to hit the object and arrive back at the radar and c is the velocity of light.



1.4 A Review of Sampling and Quantisation Digital signal processing involves the processing of signals by a computer or by a purpose-built signal processing microchip. The signal is stored in the computer’s memory in a binary format in terms of a
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sequence of n-bit words. Hence, to digitally process signals that are not already in a digital format, the signals need to be converted into a digital format that can be stored and processed in a computing device. Sampling and quantisation are the ﬁrst two steps in all digital signal processing and digital communication systems which have analogue inputs. Most signals such as speech, image and electromagnetic waves, are not naturally in a digital format but need to be digitised (i.e. sampled and quantised) for subsequent processing and storage in a digital system such as in a computer or in a mobile DSP chip or a digital music player. A signal needs to be sampled at a rate of more than twice the highest frequency content of the signal; otherwise the sampling process will result in loss of information and distortion. Hence, prior to sampling, the input signal needs to be ﬁltered by an anti-aliasing ﬁlter to remove the unwanted signal frequencies above a preset value of less than half the sampling frequency. Each sample value is subsequently quantised to the nearest of 2n quantisation levels and coded with an n-bit word. The digitisation process should be performed such that the original continuous signal can be recovered from its digital version with no loss of information, and with as high a ﬁdelity as is required in an application. A digital signal is a sequence of discrete real-valued or complex-valued numbers, representing the ﬂuctuations of an information-bearing quantity with time, space or some other variable. The most elementary unit of a discrete-time (or discrete-space) signal is the unit-sample signal δ(m) deﬁned as  1 m=0 δ(m) = (1.22) 0 m = 0 where m is the discrete-time index. A digital signal x(m) can be expressed as the sum of a number of amplitude-scaled and time-shifted unit samples as x(m) =



∞ 



x(k)δ(m − k)



(1.23)



k=−∞



Figure 1.21 illustrates a discrete-time signal and its continuous-time envelope. Many signals such as speech, music, image, video, radar, sonar and bio-signals and medical signals are analogue, in that in their original form they appear to vary continuously with time (and/or space) and are sensed by analogue sensors such as microphones, optical devices and antennas. Other signals such as stock market prices are inherently discrete-time and/or discrete amplitude signals. Continuous signals are termed analogue signals because their ﬂuctuations with time are analogous to the variations of the signal source. For digital processing of continuous signals, the signals are ﬁrst sampled and then each sample is converted into an n-bit binary digit. The sampling and digitisation process should be performed such that the original continuous signal can be recovered from its digital version with no loss of information, and with as high a ﬁdelity as is required in an application.



Discrete time m



Figure 1.21 A discrete-time signal and its continuous-time envelope of variation.
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Analogue-to-digital conversion, that is the conversion of an analogue signal into a sequence of n-bit words, consists of the two basic steps of sampling and quantisation: (1) Sampling. The ﬁrst step is to sample a signal to produce a discrete-time and/or discrete-space signal. The sampling process, when performed with sufﬁciently high frequency (greater than twice the highest frequency), can capture the fastest ﬂuctuations of the signal, and can be a loss-less operation in that the original analogue signal can be recovered through interpolation of the sampled sequence. (2) Quantisation. The second step is quantisation of each sample value into an n-bit word. Quantisation involves some irrevocable errors and possible loss of information. However, in practice the quantisation error (aka quantisation noise) can be made negligible by using an appropriately high number of bits as in a digital audio hi-ﬁ. Figure 1.22 illustrates a block diagram conﬁguration of a digital signal processor with an analogue input. The anti-aliasing low-pass ﬁlter (LPF) removes the out-of-band signal frequencies above a pre-selected cut-off frequency which should be set to less than half the intended sampling frequency. The sample-andhold (S/H) unit periodically samples the signal to convert the continuous-time signal into a discrete-time, continuous-amplitude signal. Analog input
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Figure 1.22
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Conﬁguration of a digital signal processing system with analogue input and output.



The analogue-to-digital converter (ADC) follows the S/H unit and maps each continuous-amplitude sample into an n-bit word. After the signal is processed, the digital output of the processor can be converted back into an analogue signal using a digital-to-analogue converter (DAC) and a low-pass ﬁlter as illustrated in Figure 1.22. Figure 1.23 shows a sample-and-hold circuit diagram where a transistor switch is turned ‘on’ and ‘off’ thereby allowing the capacitor to charge up or down to the level of the input signal during the ‘on’ periods and then holding the sample value during the ‘off’ period. R2 x(t)



R1 x(mT s ) C Ts



Figure 1.23 A simpliﬁed sample-and-hold circuit diagram; when the switch closes the capacitor charges or discharges to the input level.



1.4.1 Advantages of Digital Format The advantages of the digital format are as follows: (1) Digital devices such as mobile phones are pervasive. (2) Transmission bandwidth and storage space savings. Digital compression techniques, such as MP3, can be used to compress a digital signal. When combined with error-control coding and efﬁcient
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digital modulation methods the required overall bandwidth is less than that of say an FM-modulated analogue signal of similar noise robustness and quality. There is a similar reduction in storage requirement. Power savings. Power saving depends on the compression rate and the modulation method. In general digital systems can achieve power efﬁciency compared with analogue systems. Noise robustness. Digital waveforms are inherently robust to noise and additional robustness can be provided through error-control coding methods. Security. Digital systems can be encrypted for security, and in particular the code division multiple access (CDMA) method, employed for sharing of time/bandwidth resources in mobile phone networks, is inherently secure. Recovery and restoration. Digital signals are more amenable to recovery of lost segments. Noise reduction. Digital noise reduction methods can be used to substantially reduce noise and interference and hence improve the perceived quality and intelligibility of a signal. Editing and mixing of audio/video and other signals in digital format is relatively easy. Internet and multimedia systems. Digital communication, pattern recognition, Internet and multimedia communication would not have been possible without the digital format.



1.4.2 Digital Signals Stored and Transmitted in Analogue Format Digital signals are actually stored and transmitted in analogue format. For example, a binary-state transistor stores a one or a zero as a quantity of electronic charge, in bipolar baseband signalling a ‘1’ or a ‘0’ is signalled with a pulse of ±V volts and in digital radio-frequency signalling binary digits are converted to modulated sinusoidal carriers for transmission over the airwaves. Also the digital data on a CD track consists of a sequence of bumps of micro to nanometre size arranged as a single, continuous, long spiral track of data.



1.4.3 The Effect of Digitisation on Signal Bandwidth In its simplest form each binary bit (‘1’ or ‘0’) in a bit-stream representation of a signal can be viewed as pulse of duration T seconds, resulting in a bit rate of rb = 1/T bps. Using the Fourier transform, it can be shown that the bandwidth of such a pulse sequence is about 2/T = 2rb Hz. For example, the digitisation of stereo music at a rate of 44.1 kHz and with each sample quantised to 16 bits generates a bit rate rb of (2 channels × 44 100 samples/second ×16 bits per sample) 1411.2 kbps. This would require a bandwidth of 2rb = 2822.4 kHz. However, using advanced compression and modulation methods the number of bits per second and the required bandwidth can be greatly reduced by a factor of more than 10.



1.4.4 Sampling a Continuous-Time Signal Figure 1.24 illustrates the process of sampling of a continuous-time signal in time and its effect on the frequency spectrum of the signal. In time-domain a sampled signal can be modelled as the product of a continuous-time signal x(t) multiplied by a periodic impulse train sampler p(t) as xsampled (t) = x(t)p(t) =



∞  m=−∞



x(t) δ(t − mTs )



(1.24)
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where Ts is the sampling interval (the sampling frequency is Fs = 1/Ts ), δ(t) is the discrete-time delta (unit-sample) function and the sampling train function p(t) is deﬁned as ∞ 



p(t) =



δ(t − mTs )



(1.25)



m=−∞



The spectrum, P(f ), of a periodic train of sampling impulses in time p(t), is a periodic train of impulses in frequency given by ∞ 



P(f ) =



δ(f − kFs )



(1.26)



k=−∞



where Fs = 1/Ts is the sampling frequency. Time domain
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Figure 1.24 A sample-and-hold signal is modelled as an impulse-train sampling followed by convolution with a rectangular pulse.
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Since multiplication of two time-domain signals is equivalent to the convolution of their frequency spectra we have Xsampled (f ) = FT [x(t).p(t)] = X(f )∗ P(f ) =



∞ 



X(f − kFs )



(1.27)



k=−∞



where the operator FT [.] denotes the Fourier transform. Note from Equation (1.27) that the convolution of a signal spectrum X(f ) with each impulse δ(f − kFs ), shifts X(f ) and centres it on kFs . Hence, Equation (1.27) shows that the sampling of a signal x(t) results in a periodic repetition of its spectrum X(f ) with the ‘images’ of the baseband spectrum X(f ) centred on frequencies ±Fs , ±2Fs , . . . as shown in Figure 1.24. Note in Figure 1.24 that a sample-and-hold process produces a sampled signal which is in the shape of an amplitude-modulated staircase function. Also note that the sample-and-hold staircase function can itself be modelled as the output of a ﬁlter, with a rectangular impulse response, excited by an idealised sampling impulse train as shown in Figure 1.24.



1.4.5 Aliasing Distortion The process of sampling results in a periodic repetition of the spectrum of the original signal. When the sampling frequency Fs is higher than twice the maximum frequency content of the signal B Hz (i.e. Fs > 2B), then the repetitions (‘images’) of the signal spectra are separated as shown in Figure 1.24. In this case, the analogue signal can be recovered by passing the sampled signal through an analogue low-pass ﬁlter with a cut-off frequency of just above B Hz. If the sampling frequency is less than 2B (i.e. Fs < 2B), then the adjacent repetitions of the spectrum overlap and in this case the original spectrum cannot be recovered. The distortion, due to an insufﬁciently high sampling rate, is irrevocable and is known as aliasing. Note in Figure 1.25 that the aliasing distortion results in the high frequency components of the signal folding and appearing at the lower frequencies, hence the name aliasing. Figure 1.26 shows the sum of two sine waves sampled at above and below the Nyquist sampling rate. Note that below the Nyquist rate a frequency of F0 may appear at kFs + F0 where k is an integer, as shown in Figure 1.26. X(f)
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Figure 1.25 Aliasing distortion results from the overlap of spectral images (dashed curves) with the baseband spectrum. Note high frequency aliases itself as low frequency and vice versa. In this example the signal is sampled at half the required rate.



1.4.6 Nyquist Sampling Theorem The above observation on aliasing distortion is the basis of the Nyquist sampling theorem, which states: a band-limited continuous-time signal, with highest frequency content (bandwidth) of B Hz, can be
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Figure 1.26 Illustration of aliasing. Top panel: the sum of two sinewaves, the assumed frequencies of the sinewaves are 6200 Hz and 12 400 Hz, the sampling frequency is 40 000 Hz. Middle panel: the sine waves down-sampled by a factor of 4 to a sampling frequency 10 000 Hz; note the aliased frequencies appear at 10 000 − 6200 = 3800 Hz and −10 000 + 12 400 = 2400 Hz. Bottom panel: the sine waves down-sampled by a factor of 8 to a sampling frequency of 5000 Hz; note the aliased frequencies appear at −5000 + 6200 = 1200 Hz and at −2 × 5000 + 12 400 = 2400 Hz.



recovered from its samples provided that the sampling frequency Fs is greater than 2B samples per second so that there is no aliasing. Note that the sampling frequency Fs needs to be greater than 2B to avoid aliasing distortion and to allow frequency space for the transition band of a low-pass ﬁlter which is used to recover the original (baseband) continuous signal from its sampled version. In practice sampling is achieved using an electronic switch that allows a capacitor to charge or discharge to the level of the input voltage once every Ts seconds as illustrated in Figure 1.23. The sample-andhold signal can be modelled as the output of a ﬁlter with a rectangular impulse response, and with the impulse-train-sampled signal as the input as illustrated in Figure 1.24.



1.4.7 Quantisation Quantisation is the process of converting each continuous-valued sample of a signal into a discrete value sample that can be assigned a unique digital codeword. For digital signal processing, discrete-time continuous-amplitude samples, from the sample-and-hold, are quantised and mapped into n-bit binary code words before being stored and processing. Figure 1.27 illustrates an example of the quantisation of a signal into four discrete quantisation levels with each quantisation level represented by a 2-bit codeword. For quantisation to n-bit codewords, the
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Illustration of offset-binary scalar quantisation.



amplitude range of the signal is divided into 2n quantisation levels. Each continuous-amplitude sample is quantised to the nearest quantisation level and then mapped to the n-bit binary code assigned to that level. Quantisation is a many-to-one mapping; this means that all the inﬁnite number of values that fall within the continuum of the inﬁnite values of a quantisation band are mapped to one single value at the centre of the band. The mapping is hence an irreversible process in that we cannot recover the exact value of the quantised sample. The mapping between an analogue sample xa (m) and its quantised value x(m) can be expressed as x(m) = Q [xa (m)] (1.28) where Q[·] is the quantising function. The performance of a quantiser is measured by signal-to-quantisation noise ratio (SQNR). The quantisation noise is deﬁned as the difference between the analogue value of a sample and its quantised value as e(m) = x(m) − xa (m)



(1.29)



Now consider an n-bit quantiser with an amplitude range of ±V volts. The quantisation step size is Δ = 2V /2n . Assuming that the quantisation noise is a zero-mean random process with a uniform probability distribution (i.e. a probability of 1/Δ and with an amplitude range of ±Δ/2) we can express the noise power as  /2



E[e (m)] = 2



− /2



=



  1 p e(m) e2 (m)de(m) = 



 /2 e2 (m)de(m) − /2



(1.30) 



2 V 2 2−2n = 12 3



where E [·] is the expectation or averaging operator and the function p(e(m)) = 1/Δ, shown in Figure (1.28), is the uniform probability density function of the noise and Δ = 2V 2−n . Using Equation (1.30) the SQNR is given by   



 E x2 (m) Psignal SQNR(n) = 10 log10 = 10 log 10 E [e2 (m)] V 2 2−2n /3  2 V + 10 log10 22n (1.31) = 10 log10 3 − 10 log10 Psignal = 4.77 − α + 6 n
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where Psignal is the mean signal power, and α is the ratio in decibels of the peak signal power V 2 to the mean signal power Psignal , which for a sine wave α is 3. Therefore, from Equation (1.31) every additional bit in an analogue-to-digital converter results in a 6 dB improvement in signal-to-quantisation noise ratio. p(e( m))
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Illustration of the uniform probability distribution of the quantization noise.



1.4.8 Non-Linear Quantisation, Companding A uniform quantiser is only optimal, in the sense of achieving the minimum mean squared error, when the input signal is uniformly distributed within the full range of the quantiser, so that the uniform probability distribution of the signal sample values and the uniform distribution of the quantiser levels are matched and hence different quantisation levels are used with equal probability. When a signal has a non-uniform probability distribution then a non-uniform quantisation scheme matched to the probability distribution of the signal is more appropriate. This can also be achieved through a transformation of the input signal to change the distribution of the input signal towards a uniform distribution prior to application of a uniform quantiser. For speech signals, non-uniform qunatisation is achieved through a logarithmic compression of speech, a process known as companding, Figure 1.29. Companding (derived from compressing-expanding) refers to the process of ﬁrst compressing an analogue signal at the transmitter, and then expanding this signal back to its original size at the receiver. During the companding process, continuous-amplitude input samples are compressed logarithmically and then quantised and coded using a uniform quantiser. The assumption is that speech has an exponential distribution and that the logarithm of speech has a more uniform distribution. 1 0.8 Compressed output
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Figure 1.29 Illustration of the compression curves of A-law and u-law quantisers. Note that the curves almost coincide and appear as one.
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Figure 1.30 shows the effect of logarithmic compression on the distribution of a Gaussian signal. Note from Figure 1.30(b) that the distribution of the Gaussian signal is more spread after logarithmic compression. Figure 1.31 shows three sets of plots of speech and their respective histogram for speech quantised with 16 bits uniform quantisation, 8 bits uniform quantisation and logarithmic compression
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Figure 1.30 (a) The histogram of a Gaussian input signal to a u-law logarithmic function, (b) the histogram of the output of the u-law function. 4
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Figure 1.31 From top panel, plots of speech and their histograms quantised with: 16 bits uniform, 8 bits uniform and 8 bits logarithmic respectively.
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followed by 8 bits uniform quantisation respectively. Note that the histogram of the logarithm of absolute value of speech has a relatively uniform distribution suitable for uniform quantisation. The International Telecommunication Union (ITU) standards for companding are called u-law (in the USA) and A-law (in Europe). The u-law compression of a normalised sample value x is given by the relation F(x) = sign(x)



ln(1 + μ|x|) ln(1 + μ)



(1.32)



where for the parameter μ a value of 255 is typically used. The A-law compression of a sample x is given by the relation ⎧ A|x| 1 ⎪ if 0 ≤ |x| < ⎪ ⎪ ⎨ 1 + ln A A F(x) = (1.33) ⎪ ⎪ 1 1 + A|x| ⎪ ⎩ if ≤ |x| ≤ 1 1 + ln A A A value of 78.6 is used for A. A-law and u-law methods are implemented using 8-bit codewords per sample (256 quantisation levels). At a speech sampling rate of 8 kHz this results in a bit rate of 64 kbps. An implementation of the coding methods may divide a dynamic range into a total of 16 segments: 8 positive and 8 negative segments. The segment range increase logarithmically; each segment is twice the range of the preceding one. Each segment is coded with 4 bits and a further 4-bit uniform quantisation is used within each segment. At 8 bits per sample, A-law and u-law quantisation methods can achieve the equivalent quality of 13-bit uniform quantisation.



1.5 Summary This chapter began with a deﬁnition of signal, noise and information and provided a qualitative explanation of their relationship. A broad categorisation of the various signal processing methodologies was provided. We considered several key applications of digital signal processing in biomedical signal processing, adaptive noise reduction, channel equalisation, pattern classiﬁcation/recognition, audio signal coding, signal detection, spatial processing for directional reception of signals, Dolby noise reduction, radar and watermarking. Finally this chapter provided an overview of the most basic processes in a digital signal processing system namely sampling and quantisation.
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2 Noise and Distortion Noise can be deﬁned as an unwanted signal that interferes with the communication or measurement of another signal. A noise itself is an information-bearing signal that conveys information regarding the sources of the noise and the environment in which it propagates. For example, the noise from a car engine conveys information regarding the state of the engine and how smoothly it is running, cosmic radiation provides information on formation and structure of the universe and background speech conversations in a crowded venue can constitute interference with the hearing of a desired conversation or speech. The types and sources of noise and distortions are many and varied and include: (i) electronic noise such as thermal noise and shot noise, (ii) acoustic noise emanating from moving, vibrating or colliding sources such as revolving machines, moving vehicles, keyboard clicks, wind and rain, (iii) electromagnetic noise that can interfere with the transmission and reception of voice, image and data over the radio-frequency spectrum, (iv) electrostatic noise generated by the presence of a voltage, (v) communication channel distortion and fading and (vi) quantisation noise and lost data packets due to network congestion. Signal distortion is the term often used to describe a systematic undesirable change in a signal and refers to changes in a signal due to the non-ideal characteristics of the communication channel, signal fading reverberations, echo, multipath reﬂections and missing samples. Noise and distortion are the main factors that limit the capacity of data transmission in telecommunication and the accuracy of results in signal measurement systems. Therefore the modelling and removal of the effects of noise and distortions have been at the core of the theory and practice of communications and signal processing. Noise reduction and distortion removal are important problems in applications such as cellular mobile communication, speech recognition, image processing, medical signal processing, radar, sonar, and in any application where the desired signals cannot be isolated from noise and distortion or observed in isolation. In this chapter, we study the characteristics and modelling of several different forms of noise.



2.1 Introduction Noise may be deﬁned as any unwanted signal that interferes with the communication, measurement, perception or processing of an information-bearing signal. Noise is present in various degrees in almost all environments. For example, in a digital cellular mobile telephone system, there may be several varieties of noise that could degrade the quality of communication, such as acoustic background noise, electronic device noise (e.g. thermal noise and shot noise), electromagnetic radio-frequency noise, co-channel radio
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interference, radio-channel distortion, acoustic and line echoes, multipath reﬂections, fading, outage and signal processing noise. Noise can cause transmission errors and may even disrupt a communication process; hence noise processing is an important and integral part of modern telecommunication and signal processing systems. The success of a noise processing method depends on its ability to characterise and model the noise process, and to use the noise characteristics advantageously to differentiate the signal from the noise.



2.1.1 Different Classes of Noise Sources and Distortions Depending on its source and physics, a noise can be described as acoustic, electronic, electromagnetic (radio) and electrostatic. Furthermore in digital communication there are also channel distortions and fading and there may be quanisation noise and lost data due to congested networks or faded signal. The various forms of noise can be classiﬁed into a number of categories, indicating the broad physical nature of the noise and their commonly used categorisation, as follows: 1. Acoustic disturbances include: 1.1 Acoustic noise emanates from moving, vibrating, or colliding sources and is the most familiar type of noise present in various degrees in everyday environments. Acoustic noise is generated by such sources as moving vehicles, air-conditioners, computer fans, people talking in the background, wind, rain, etc. 1.2 Acoustic feedback and echo: due to the reﬂections of sounds from the walls of a room or due to the coupling between microphones and speakers, for example in mobile phones. 2. Electronic Device Noise – thermal noise, shot noise, ﬂicker noise, burst noise: these are noise generated in electronic devices and include: 2.1 Thermal noise is generated by the random movements of thermally energised particles in an electric conductor. Thermal noise is intrinsic to all conductors and is present without any applied voltage. 2.2 Shot noise consists of random ﬂuctuations of the electric current in an electrical conductor and is intrinsic to current ﬂow. Shot noise is caused by the fact that the current is carried by discrete charges (i.e. electrons) with random ﬂuctuations and random arrival times. 2.3 Flicker noise has a spectrum that varies inversely with frequency as 1/f . It results from a variety of effects in electronic devices, such as impurities in a conductive channel and generation and recombination noise in a transistor due to base current. 2.4 Burst noise consists of step transitions of as high as several hundred millivolts, at random times and durations. 3. Electromagnetic noise: present at all frequencies and in particular at the radio frequency range (kHz to GHz range) where telecommunication systems operate. Electromagnetic noise is composed of a combination of man-made noise sources from electrical devices and natural noise sources due to atmospheric noise and cosmic noise. 4. Electrostatic noise: generated by the presence of a voltage with or without current ﬂow. Fluorescent lighting is one of the more common sources of electrostatic noise. 5. Channel distortions, multipath, echo, and fading: due to non-ideal characteristics of communication channels. Radio channels, such as those at GHz frequencies used by cellular mobile phone operators, are particularly sensitive to the propagation characteristics of the channel environment, multipath effect and fading of signals.
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6. Co-Channel interference: a form of crosstalk from two different radio transmitters on the same frequency channel. It may be caused by adverse atmospheric conditions causing radio signals to be reﬂected by the troposphere or by over-crowded radio spectrum. 7. Missing samples: segments of a signal may be missing due to variety of factors such as a high burst of noise, signal outage, signal over ﬂow or packet losses in communication systems. 8. Processing noise: the noise that results from the digital and analog processing of signals, e.g. quantisation noise in digital coding of speech or image signals, or lost data packets in digital data communication systems.



2.1.2 Different Classes and Spectral/ Temporal Shapes of Noise Depending on its frequency spectrum or time characteristics, a noise process can be further classiﬁed into one of several categories as follows: (1) White noise: this is purely random noise that has an impulse autocorrelation function and a ﬂat power spectrum. White noise theoretically contains all frequencies in equal power. (2) Band-limited white noise: this a a noise with a ﬂat power spectrum and a limited bandwidth that usually covers the limited spectrum of the device or the signal of interest. The autocorrelation of this noise is sinc-shaped (a sinc function is sin(x)/x). (3) Narrowband noise: this is a noise process with a narrow bandwidth such as a 50/60 Hz ‘hum’ from the electricity supply. (4) Coloured noise: this is non-white noise or any wideband noise whose spectrum has a non-ﬂat shape; examples are pink noise, brown noise and autoregressive noise. (5) Impulsive noise: this noise consists of short-duration pulses of random amplitude, time of occurrence and duration. (6) Transient noise pulses: these consist of relatively long duration noise pulses such as clicks, burst noise etc.



2.2 White Noise White noise is deﬁned as an uncorrelated random noise process with equal power at all frequencies (Figure 2.1). A random noise that has the same power at all frequencies in the range of ±∞ would necessarily need to have inﬁnite power, and is therefore only a theoretical concept. However a bandlimited noise process, with a ﬂat spectrum covering the frequency range of a band-limited communication system, is to all intents and purposes from the point of view of the system a white noise process. For 2
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Figure 2.1 Illustration of (a) white noise time-domain signal, (b) its autocorrelation function is a delta function, and (c) its power spectrum is a constant function of frequency.
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example, for an audio system with a bandwidth of 10 kHz, any ﬂat-spectrum audio noise with a bandwidth of equal to or greater than 10 kHz looks like a white noise. The autocorrelation function of a continuous-time zero-mean white noise process, n(t), with a variance of σn2 is a delta function (Figure 2.1(b)) given by rnn (τ ) = E [n(t)n(t + τ )] = σn2 δ(τ )



(2.1)



The power spectrum of a white noise, obtained by taking the Fourier transform of its autocorrelation function, Equation (2.1), is given by ∞ PNN (f ) =



rnn (t)e−j2πft dt = σn2



(2.2)



−∞



Equation 2.2 and Figure 2.1(c) show that a white noise has a constant power spectrum.



2.2.1 Band-Limited White Noise A pure white noise is a theoretical concept, since it would need to have inﬁnite power to cover an inﬁnite range of frequencies. Furthermore, a discrete-time signal by necessity has to be band-limited, with its highest frequency less than half the sampling rate. A more practical concept is band-limited white noise, deﬁned as a noise with a ﬂat spectrum in a limited bandwidth. The spectrum of band-limited white noise with a bandwidth of B Hz is given by  σ 2 , |f | ≤ B PNN (f ) = (2.3) 0, otherwise Thus the total power of a band-limited white noise process is 2Bσ 2 . The autocorrelation function of a discrete-time band-limited white noise process has the shape of a sinc function and is given by rnn (Ts k) = 2Bσn2



sin(2π BTs k) 2π BTs k
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where Ts is the sampling period. For convenience of notation Ts is usually assumed to be unity. For the case when Ts = 1/2B, i.e. when the sampling rate is equal to the Nyquist rate, Equation (2.4) becomes rNN (Ts k) = 2Bσn2 2
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Figure 2.2 Illustration of (a) an oversampled bandlimited white noise signal, (b) its autocorrelation function is a sinc function, and (c) the spectrum of oversampled signal.
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In Equation (2.5) the autocorrelation function is a delta function. Figure 2.2 shows a bandlimited signal that has been (over) sampled at more than three times Nyquist rate together with the auto-correlation and power spectrum of the signal.



2.3 Coloured Noise; Pink Noise and Brown Noise Although the concept of white noise provides a reasonably realistic and mathematically convenient and useful approximation to some predominant noise processes encountered in telecommunication systems, many other noise processes are non-white. The term coloured noise refers to any broadband noise with a non-white spectrum. For example most audio-frequency noise, such as the noise from moving cars, noise from computer fans, electric drill noise and people talking in the background, have a non-white predominantly low-frequency spectrum. Furthermore, a white noise passing through a channel is ‘coloured’ by the shape of the frequency response of the channel. Two classic varieties of coloured noise are the so-called pink noise and brown noise, shown in Figures 2.3 and 2.4.
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(a) A pink noise signal and (b) its magnitude spectrum.
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(b) (a) A brown noise signal and (b) its magnitude spectrum.



2.4 Impulsive and Click Noise Impulsive noise consists of random short-duration ‘on/off’ noise pulses, caused by a variety of sources, such as switching noise, electromagnetic interference, adverse channel environments in a communication system, drop-outs or surface degradation of audio recordings, clicks from computer keyboards, etc.
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Figure 2.5(a) shows an ideal impulse and its frequency spectrum. In communication systems, a real impulsive-type noise has a duration that is normally more than one sample long. For example, in the context of audio signals, short-duration, sharp pulses, of up to 3 milliseconds (60 samples at a 20 kHz sampling rate) may be considered as impulsive noise. Figures 2.5(b) and (c) illustrate two examples of short-duration pulses and their respective spectra. ni1(m) = (m)
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Figure 2.5 Time and frequency sketches of: (a) an ideal impulse, (b) and (c) short-duration pulses.



In a communication system, an impulsive noise originates at some point in time and space, and then propagates through the channel to the receiver. The received noise is time-dispersed and shaped by the channel, and can be considered as the channel impulse response. In general, the characteristics of a communication channel may be linear or non-linear, stationary or time varying. Furthermore, many communication systems exhibit a non-linear characteristic in response to a large-amplitude impulse. Figure 2.6 illustrates some examples of impulsive noise, typical of those observed on an old gramophone recording. In this case, the communication channel is the playback system, and may be assumed to be time-invariant. The ﬁgure also shows some variations of the channel characteristics with the amplitude of impulsive noise. For example, in Figure 2.6(c) a large impulse excitation has generated a decaying transient pulse with time-varying period. These variations may be attributed to the non-linear characteristics of the playback mechanism. ni1(m)
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Figure 2.6 Illustration of variations of the impulse response of a non-linear system with the increasing amplitude of the impulse.
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2.5 Transient Noise Pulses Transient noise pulses, observed in most communication systems, are bursts of noise, or long clicks caused by interference or damage to signals during storage or transmission. Transient noise pulses often consist of a relatively short sharp initial pulse followed by decaying low-frequency oscillations as shown in Figure 2.7. The initial pulse is usually due to some external or internal impulsive interference, whereas the oscillations are often due to the resonance of the communication channel excited by the initial pulse, and may be considered as the response of the channel to the initial pulse.
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Figure 2.7 (a) A scratch pulse and music from a gramophone record. (b) The averaged proﬁle of a gramophone record scratch pulse.



In a telecommunication system, a noise pulse originates at some point in time and space, and then propagates through the channel to the receiver. The noise pulse is shaped by the channel characteristics, and may be considered as the channel pulse response. Thus we should be able to characterise the transient noise pulses with a similar degree of consistency as in characterising the channels through which the pulses propagate. As an illustration of the shape of a transient noise pulse, consider the scratch pulses from a damaged gramophone record shown in Figures 2.7(a) and (b). Scratch noise pulses are acoustic manifestations of the response of the stylus and the associated electro-mechanical playback system to a sharp physical discontinuity on the recording medium. Since scratches are essentially the impulse response of the playback mechanism, it is expected that for a given system, various scratch pulses exhibit a similar characteristics. As shown in Figure 2.7(b), a typical scratch pulse waveform often exhibits two distinct regions: (1) the initial high-amplitude pulse response of the playback system to the physical discontinuity on the record medium, followed by; (2) decaying oscillations that cause additive distortion. The initial pulse is relatively short and has a duration on the order of 1–5 ms, whereas the oscillatory tail has a longer duration and may last up to 50 ms or more. Note in Figure 2.7(b) that the frequency of the decaying oscillations decreases with time. This behaviour may be attributed to the non-linear modes of response of the electro-mechanical playback system excited by the physical scratch discontinuity. Observations of many scratch waveforms from damaged gramophone records reveals that they have a well-deﬁned proﬁle, and can be characterised by a relatively small number of typical templates. Scratch pulse modelling and removal is considered in some detail in Chapter 13.



2.6 Thermal Noise Thermal noise, also referred to as Johnson noise (after its discoverer J.B. Johnson), is a type of electronic noise generated by the random movements of thermally energised (agitated) particles inside an electric
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conductor. Thermal noise has a white (ﬂat) spectrum. It is intrinsic to all resistors and is not a sign of poor design or manufacture, although some resistors may also have excess noise. Thermal noise cannot be circumvented by good shielding or grounding. Note that thermal noise happens at equilibrium without the application of a voltage. The application of a voltage and the movement of current in a conductor cause additional random ﬂuctuations known as shot noise and ﬂicker noise, described in the next section. The concept of thermal noise has its roots in thermodynamics and is associated with the temperaturedependent random movements of free particles such as gas molecules in a container or electrons in a conductor. Although these random particle movements average to zero, the ﬂuctuations about the average constitute the thermal noise. For example, the random movements and collisions of gas molecules in a conﬁned space produce random ﬂuctuations about the average pressure. As the temperature increases, the kinetic energy of the molecules and the thermal noise increase. Similarly, an electrical conductor contains a very large number of free electrons, together with ions that vibrate randomly about their equilibrium positions and resist the movement of the electrons. The free movement of electrons constitutes random spontaneous currents, or thermal noise, that average to zero since in the absent of a voltage electrons move in all different directions. As the temperature of a conductor, due to heat provided by its surroundings, increases, the electrons move to higher-energy states and the random current ﬂow increases. For a metallic resistor, the mean square value of the instantaneous voltage due to the thermal noise is given by v2 = 4kTRB



(2.6)



where k = 1.38 × 10−23 joules per degree Kelvin is the Boltzmann constant, T is the absolute temperature in degrees Kelvin, R is the resistance in ohms and B is the bandwidth. From Equation (2.6) and the preceding argument, a metallic resistor sitting on a table can be considered as a generator of thermal noise power, with a mean square voltage v2 and an internal resistance R. From circuit theory, the maximum available power delivered by a ‘thermal noise generator’, dissipated in a matched load of resistance R, is given by PN = i2 R =
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where vrms is the root mean square voltage. The spectral density of thermal noise is given by PN (f ) =



kT (W/Hz) 2



(2.8)



From Equation (2.8), the thermal noise spectral density has a ﬂat shape, i.e. thermal noise is a white noise. Equation (2.8) holds well up to very high radio frequencies of 1013 Hz.



2.7 Shot Noise Shot noise is a type of electronic noise that arises from the fact that an electronic or photonic current is composed of a random number of discrete electrons or photons with random time of arrivals. Shot noise has a white spectrum and can be modelled by a Poisson probability model, as described in Section 3.7.5. Note that a given value of electronic current effectively speciﬁes the average value of ﬂow of particles and the actual number of ﬂow of charged particles is a random variable that varies about the average value. The strength of shot noise increases with the increasing average current ﬂowing through the conductor. However, since the magnitude of the average signal increases more rapidly than that of the shot noise, shot noise is often only a problem with small electronic currents or photonic light intensities. The term shot noise arose from the analysis of random variations in the emission of electrons from the cathode of a vacuum tube. Discrete electron particles in a current ﬂow arrive at random times, and therefore there will be ﬂuctuations about the average particle ﬂow. The ﬂuctuations in the rate of arrival
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particle ﬂow constitute the shot noise. Other instances of shot noise arise in the ﬂow of photons in a laser beam, the ﬂow and recombination of electrons and holes in semiconductors, and the ﬂow of photoelectrons emitted in photodiodes. Note that shot noise is different from thermal noise, described in Section 2.6. Thermal noise is due to ‘unforced’ random ﬂuctuations of current (movement of particles) due to temperature and happens without any applied voltage and any average current ﬂowing. Whereas shot noise happens when there is a voltage difference and a current ﬂow. Shot noise cannot be eliminated as it is an intrinsic part of the movement of charges that constitute a current. In contrast thermal noise can be reduced by reducing the operating temperature of the device. The concept of randomness of the rate of emission or arrival of particles implies that the random variations of shot noise can be modelled by a Poisson probability distribution (see Chapter 3). The most basic statistics of shot-noise, namely the mean and variance of the noise, were reported by Campbell in 1909. Rice provided an analysis of shot noise when the underlying Poisson process has a constant intensity and showed that as the intensity of the current tends to inﬁnity, i.e. when the average number of arrivals of charges during the observing time is large, the probability distribution of the shot noise tends to a Gaussian distribution. For a mathematical expression relating shot noise to average current value I, consider an electric current as the ﬂow of discrete electric charges (electrons). As explained the ﬂow of electrons is not smooth and there will be random ﬂuctuations in the form of shot noise. If the electronic charges act independently of each other, it can be shown that noise current is given by IShotNoise (rms) = (2eIB)1/2



(2.9)



where e = 1.6 × 10−19 coulomb is the electron charge, I is the current and B is the measurement bandwidth. For example, a ‘steady’ current I of 1 amp in a bandwidth 1 MHz has an rms ﬂuctuation of 0.57 microamps. From Equation (2.9) note that shot noise is proportional to the square root of the current, hence the ratio of the signal power to shot noise power has the same value as the direct current value I. Equation (2.9) assumes that the charge carriers making up the current act independently. That is the case for charges crossing a barrier, as for example the current in a junction diode, where the charges move by diffusion; but it is not true for metallic conductors, where there are long-range correlations between charge carriers.



2.8 Flicker (I/f ) Noise Flicker noise is an electronic device noise that occurs due to the random ﬂuctuations of electron ﬂow that accompanies direct current in electronic devices such as transistors and vacuum tubes. It results from a variety of effects, such as crystal surface defects in semiconductors, impurities in a conductive channel, generation and recombination noise in a transistor due to base current etc. Flicker noise is more prominent in ﬁeld effect transistors (FETs) and bulky carbon resistors. In contrast to the white spectrum of thermal noise and shot noise, ﬂicker noise has a pink-shaped spectrum that varies with N(f ) = 1/f as shown in Figure 2.8. The power spectrum of ﬂicker noise resulting from a direct current ﬂow may be modelled (Van Der Ziel, 1970) as N 1 (f ) = Kf f



I Af f



(2.10)



Where I is the value of the current in the electronic device and Kf and Af are parameters that can be estimated from observations of the noise. A characteristic parameter of the ﬂicker noise is the corner frequency Fc deﬁned as the frequency at which the magnitude spectrum of ﬂicker noise is equal to, and crosses, that of white noise; for frequencies above Fc ﬂicker noise goes below the white noise.
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(a) A sketch of the shape of spectrum of ﬂicker noise.



In electronic devices, ﬂicker noise is usually a low-frequency phenomenon; as the higher frequencies are drown by white noise from other sources. However, in oscillators, the low-frequency noise can be modulated and shifted to higher frequencies by the oscillator carrier. Since ﬂicker noise is related to direct current, it may be kept low if the level of direct current is kept low, for example in resistors at low current levels thermal noise will be the predominant effect.



2.9 Burst Noise Burst noise (also known as popcorn noise) is a type of electronic noise that occurs in semiconductors devices. It consists of pulse-like transitions of voltage to levels as high as several hundred microvolts, at random and unpredictable times and durations. Each burst shift in offset voltage or current lasts for several milliseconds, and the intervals between the bursts is usually in the low frequency audio range (less than 100 Hz), for this reason burst noise is also known as the popcorn noise due to the popping or crackling sounds it produces in audio circuits. Burst noise may also be caused by electromagnetic interference such as the interference due to a lightning storm or from the switching of a ﬂuorescent light, microwave, TV or other electro-magnetic systems. Figure 2.9 shows a sketch of a sequence of burst noise. Burst noise is deﬁned by the following statistical parameters; the duration, the frequency of occurrence, the time of occurrence and the amplitude of bursts.
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(a) A sketch of occurrences of burst noise.
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In some situations a burst of noise may itself be composed of a series of impulsive noises in which case the number of impulses within the burst, their intervals, time of occurrence and amplitudes also need to be statistically modelled. Burst noise can be modelled by a 2-state hidden Markov model (HMM) described in Chapter 5. In some models the number of occurrence of burst noise is modelled by a Poisson probability density whereas the amplitude may be modelled by a Gaussian mixture model.



2.10 Electromagnetic (Radio) Noise Electromagnetic waves present in the environment constitute a level of background noise that can interfere with the operation of radio communication systems. Electromagnetic waves may emanate from man-made devices or natural sources. In the order of increasing frequency (or decreasing wavelength) various types of electromagnetic radiation include: electric motors (kHz) radio waves (kHz-GHz), microwaves (1011 Hz), infrared radiation (1013 Hz), visible light (1014 Hz), ultraviolet radiation (1015 Hz), X-rays (1020 Hz), and gamma radiation (1023 Hz).



2.10.1 Natural Sources of Radiation of Electromagnetic Noise The natural source of radiation of electromagnetic waves include atmospheric discharges from thunderstorm lightening, solar and cosmic radio noise radiations and varying electro-magnetic ﬁelds of celestial bodies in the magnetosphere. The range of frequency of non-ionizing natural EM noise includes a huge bandwidth of 1014 Hz from below 10−3 Hz at the low end of the spectrum to 3 × 1011 Hz at the high end. At the lowest end in the range of .001–3 Hz radio noise are generated in the magnetosphere space cavity. Note that a .003 Hz EM wave has a wavelength equal to (speed of light divided by frequency) c/f = 3 × 108 /.003 = 1011 meters, which is in the order of galactic distances. Within the earth’s atmosphere the EM wave is generated by an estimated 16 million lightning storms a year. On average each lightning generates 10s of kilo amps of currents and 100s of megawatts of electrical powers. The EM waves generated by lightning have a bandwidth from extremely low frequency to very high frequency of more than 500 MHz. The very low frequencies parts of the lightning’s EM waves are trapped by the earth-ionosphere cavity which acts as a low-loss waveguide with resonances at 7.8 Hz and its harmonics of 15.6 Hz, 23.4 Hz and 31.2 Hz. This effect is known as the Schumann effect. At very low frequencies the lightning also produce a series of noise known as spherics (or sferics) there are low frequency impulsive noise, chrips and other signals known by such names clicks, pops, whistlers and chorus. At high radio frequency the average effect of atmospheric EM discharges is white background EM noise. Atmospheric noise is the main source of natural radiation noise up to high frequency (HF) range of 3 MHz. In HF (3–30 MHz) and very high frequency (VHF) range of 30–300 MHz both atmospheric and cosmic radiations are the sources of noise. Above VHF in the range 300 MHz to 300 GHz the main source of noise is cosmic radiations. Above 300 GHz, electromagnetic radiation is absorbed by the Earth’s atmosphere to such an extent that the atmosphere is opaque to the higher frequencies of electromagnetic radiation. The atmosphere becomes transparent again in the infrared and optical frequency ranges.



2.10.2 Man-made Sources of Radiation of Electromagnetic Noise Virtually every electrical device that generates, consumes or transmits power is a source of pollution of radio spectrum and a potential source of electromagnetic noise interference for other systems. In general, the higher the voltage or the current level, and the closer the proximity of electrical circuits/devices, the
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greater will be the induced noise. The common sources of electromagnetic noise are transformers, radio and television transmitters, mobile phones, microwave transmitters, ac power lines, motors and motor starters, generators, relays, oscillators, ﬂuorescent lamps, and medical devices. Electrical noise from these sources can be categorised into two basic types: electrostatic and magnetic. These two types of noise are fundamentally different, and thus require different noise-shielding measures. However, most of the common noise sources listed above produce combinations of the two noise types, which can complicate the noise reduction problem. Electrostatic ﬁelds are generated by the presence of voltage, with or without current ﬂow. Fluorescent lighting is one of the more common sources of electrostatic noise. Magnetic ﬁelds are created either by the ﬂow of electric current or by the presence of permanent magnetism. Motors and transformers are examples of the former, and the Earth’s magnetic ﬁeld is an instance of the latter. In order for noise voltage to be developed in a conductor, magnetic lines of ﬂux must be cut by the conductor. Electric (and noise) generators function on this basic principle. In the presence of an alternating ﬁeld, such as that surrounding a 50/60 Hz power line, voltage will be induced into any stationary conductor as the magnetic ﬁeld expands and collapses. Similarly, a conductor moving through the Earth’s magnetic ﬁeld has a noise voltage generated in it as it cuts the lines of ﬂux. The main sources of electromagnetic interference in mobile communication systems are the radiations from the antennae of other mobile phones and base stations. The electromagnetic interference by mobile users and base stations can be reduced by the use of narrow beam adaptive antennas, the so-called smart antennae, as described in Chapter 17.



2.11 Channel Distortions On propagating through a channel, signals are shaped, delayed and distorted by the frequency response and the attenuating (fading) characteristics of the channel. There are two main manifestations of channel distortions: magnitude distortion and phase distortion. In addition, in radio communication, we have the multi-path effect, in which the transmitted signal may take several different routes to the receiver, with the effect that multiple versions of the signal with different delay and attenuation arrive at the receiver. Channel distortions can degrade or even severely disrupt a communication process, and hence channel modelling and equalisation are essential components of modern digital communication systems. Channel equalisation is particularly important in modern cellular communication systems, since the variations of channel characteristics and propagation attenuation in cellular radio systems are far greater than those of the landline systems. Figure 2.10 illustrates the frequency response of a channel with one invertible and two non-invertible regions. In the non-invertible regions, the signal frequencies are heavily attenuated and lost to the channel Input
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Figure 2.10 Illustration of channel distortion: (a) the input signal spectrum, (b) the channel frequency response, (c) the channel output.
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noise. In the invertible region, the signal is distorted but recoverable. This example illustrates that the channel inverse ﬁlter must be implemented with care in order to avoid undesirable results such as noise ampliﬁcation at frequencies with a low SNR. Channel equalization is covered in detail in Chapter 15.



2.12 Echo and Multi-path Reﬂections Multipath and echo are distortions due to reﬂections of signals from points where the physical characteristics of the medium through which the signals propagates changes. Multipath and echo happen for both acoustic and electromagnetic signals. Echo implies that a part of the signal is returned back to the source. Telephone line echoes are due to the reﬂection of the electric signals at the point of mismatch where the two-wire subscriber line is converted to the 4-wire trunk lines. Acoustic echoes are due to feedback between the speakers and microphones. Cancellation of line and acoustic echoes remain important issues in modern communication systems and are discussed in Chapter 14. Multipath implies that the transmitted signal arrives at the destination after reﬂections from several different points or surfaces and through a number of different paths. In room acoustics multipath propagation of sound waves causes reverberation of sounds. In cellular mobile communication environments multipath propagation can cause severe distortion of the signals if it is not modelled and compensated. Chapter 17 provides an introduction to multipath effects in mobile communication systems.



2.13 Modelling Noise The objective of modelling is to characterise the structures and the patterns in a signal or a noise process. To model a noise accurately, we need a structure for modelling both the temporal and the spectral characteristics of the noise. Accurate modelling of noise statistics is the key to high-quality noisy signal classiﬁcation and enhancement. Even the seemingly simple task of signal/noise classiﬁcation is crucially dependent on the availability of good signal and noise models, and on the use of these models within a Bayesian framework. The simplest method for noise modelling, often used in current practice, is to estimate the noise statistics from the signal-inactive periods. In optimal Bayesian signal processing methods, a set of probability models, such as hidden Markov models (HMMs), or Gaussian mixture models (GMMs) are trained for the signal and the noise processes. The models are then used for the decoding of the underlying states of the signal and noise, and for noisy signal recognition and enhancement. Indeed, modelling noise is not, in principle, different from modelling speech and the Bayesian inference method described in Chapter 4 and HMMs described in Chapter 5 can be applied to estimation of noise models.



2.13.1 Frequency Analysis and Characterisation of Noise One of the most useful and indispensable tools for gaining insight into the structure of a noise process is the use of Fourier transform for frequency analysis. Figure 2.11 illustrates the noise from an electric drill, which, as expected, has a periodic structure. The spectrum of the drilling noise shown in Figure 2.11(b) reveals that most of the noise energy is concentrated in the lower-frequency part of the spectrum. In fact, it is true of most audio signals and noise that they have a predominantly low-frequency spectrum. However, it must be noted that the relatively lower-energy high-frequency part of audio signals plays an important part in conveying sensation and quality. Figures 2.12(a) and (b) show examples of the spectra of car noise recorded from a BMW and a Volvo respectively. The noise in a car is non-stationary, and
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varied, and may include the following sources: quasi-periodic noise from the car engine and the revolving mechanical parts of the car: (1) noise from the surface contact of wheels and the road surface; (2) noise from the air ﬂow into the car through the air ducts, windows, sunroof, etc; (3) noise from passing/overtaking vehicles.



X(f) Magnitude (dB)



The characteristics of car noise vary with the speed, the road surface conditions, the weather, and the environment within the car.
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Illustration of: (a) the time-waveform of a drill noise, and (b) the frequency spectrum of the drill noise.
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Power spectra of car noise: (a) a BMW at 70 mph and (b) a Volvo at 70 mph.



Figure 2.13 illustrates the variations of the envelope of the spectra of car noise, train noise and street noise. The spectral envelopes were obtained as the magnitude frequency responses of linear prediction models of the noise. Also shown are the mean values and the variance of the envelope.



2.13.2 Additive White Gaussian Noise Model (AWGN) In classical communication theory, it is often assumed that the noise is a stationary additive white Gaussian (AWGN) process. Although for some problems this is a valid assumption and leads to mathematically convenient and useful solutions, in practice the noise is often time-varying, correlated and non-Gaussian. This is particularly true for impulsive-type noise and for acoustic noise, which are non-stationary and nonGaussian and hence cannot be modelled using the AWGN assumption. Non-stationary and non-Gaussian noise processes can be modelled by a Markovian chain of stationary sub-processes as described brieﬂy in the next section and in detail in Chapter 5.
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(c) Figure 2.13 Illustration of the mean (left) and standard deviation (right) of the magnitude spectra of: (a) car noise, (b) train noise and (c) street noise.



2.13.3 Hidden Markov Model and Gaussian Mixture Models for Noise Processes – such as impulsive noise, burst noise, car noise etc – are non-stationary; that is the statistical parameters of the noise, such as its mean, variance and power spectrum, vary with time. Non-stationary processes may be modelled using the hidden Markov models (HMMs) described in detail in Chapter 5.
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An HMM is essentially a ﬁnite-state Markov chain of stationary sub-processes. The implicit assumption in using HMMs for noise is that the noise statistics can be modelled by a Markovian chain of stationary sub-processes. Note that a stationary noise process can be modelled by a single-state HMM. For a nonstationary noise, a multi-state HMM can model the time variations of the noise process with a ﬁnite number of stationary states. For non-Gaussian noise, a mixture Gaussian density model can be used to model the space of the noise within each state. In general, the number of states per model and number of mixtures per state required to accurately model a noise process depends on the non-stationary character of the noise. An example of a non-stationary noise is the impulsive noise of Figure 2.14(a). Figure 2.14(b) shows a two-state HMM of the impulsive noise sequence: the state S0 models the ‘impulse-off’ periods between the impulses, and state S1 models an impulse. In those cases where each impulse has a well-deﬁned temporal structure, it may be beneﬁcial to use a multi-state HMM to model the pulse itself. HMMs are used in Chapter 12 for modelling impulsive noise and in Chapter 15 for channel equalisation.
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k



(a) Figure 2.14



(b)



(a) An impulsive noise sequence. (b) A binary-state model of impulsive noise.



When the noise signal does not have a well-deﬁned Markovian structure, a Gaussian mixture model, described in Section 4.5, can be used. Gaussian mixture models can also be thought of a single state hidden Markov model.
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3 Information Theory and Probability Models Information theory and probability models provide the mathematical foundation for the analysis, modelling and design of telecommunication and signal processing systems. What constitutes information, news, data or knowledge may be somewhat of a philosophical question. However, information theory is concerned with quantiﬁable variables, hence, information may be deﬁned as knowledge or data about the states or values of a random process, such as the number of states of the process, the likelihood of each state, the probability of the observable outputs in each state, the conditional probabilities of the state sequences (i.e. how the random process moves across its various states) and the process history (i.e. its past, current and likely future states). For example, the history of ﬂuctuations of random variables, such as the various states of weather/climate, the demand on a cellular mobile phone system at a given time of day and place or the ﬂuctuations of stock market prices, may be used to obtain a ﬁnite-state model of these random variables. Information theory allows for the prediction and estimation of the values or states of a random process, from related observations that may be incomplete and/or noisy. This is facilitated through the utilisation of the probability models of the information-bearing process and noise and the history of the dependencies of the state sequence of the random process. Probability models form the foundation of information theory. Information is quantiﬁed in units of ‘bits’ in terms of a logarithmic function of probability. Probability models are used in communications and signal processing systems to characterise and predict random signals in diverse areas of applications such as speech/image recognition, audio/video coding, bio-engineering, weather forecasting, ﬁnancial data modelling, noise reduction, communication networks and prediction of the call demand on a service facility such as a mobile phone network. This chapter introduces the concept of random processes and probability models and explores the relationship between probability and information. The concept of entropy is introduced as a measure for quantiﬁcation of information and its application to Huffman coding is presented. Finally, several different forms of probability models and their applications in communication signal processing are considered.
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3.1 Introduction: Probability and Information Models All areas of information processing and decision making deal with signals that are random, which may carry multiple layers of information (e.g. speech signals convey words, meaning, gender, emotion, state of health, accent etc.) and which are often noisy and perhaps incomplete. Figure 3.1 illustrates a simpliﬁed bottom-up illustration of the information processing hierarchy from the signal generation level to information decoding and decision making. At all levels of information ﬂow there is some randomness or uncertainty and observation may contain mixed signals and/or hidden parameters and noise.



Decisions Based on Information



Meaning/Information Decoded from Sequences of Symbols or Objects



Sequence of Features, Symbols or Objects (e.g. Words, Images etc. ) Convey Meaning/Information



Signals Convey Features, Symbols or Objects e.g. Words, Music notes, Text, Image, Heart beat etc.



Systems or Processes Generate Signals: e.g. Speech, music, Image, Noise, EM waves, Bio signals etc.



Figure 3.1 Abottom-up illustration of the information processing hierarchy from the signal generation to information extraction and decision making. At all levels of signal/information processing there is some randomness or uncertainty or noise that may be modelled with probability functions.



Probability models form the foundation of information theory and decision making. As shown in Figure 3.2, many applications of information theory such as data compression, pattern recognition, decision making, search engines and artiﬁcial intelligence are based on the use of probability models of the signals.



Probability Models Information Theory



Information Analysis



Communication



Pattern Models



Information Management Search Engines



Entropy coding Data Compression Modulation



Pattern Classification & Recognition



Figure 3.2 A simpliﬁed tree-structure illustration of probability models leading to information theory and its applications in information analysis, communication and pattern recognition and speciﬁc examples of the applications.



Random Processes



53



As explained later in this chapter the information content of a source is measured and quantiﬁed in units of ‘bits’ in terms of a logarithmic function of probability known as entropy. It would be practically impossible to design and develop large-scale efﬁcient reliable advanced communication systems without the use of probability models and information theory. Information theory deals with information-bearing signals that are random such as text, speech, image, noise and stock market time series. Indeed, a signal cannot convey information without being random in the sense that a predictable signal has no information and conversely the future values of an informationbearing signal are not entirely predictable from the past values. The modelling, quantiﬁcation, estimation and ranking of information in communication systems and search engines requires appropriate mathematical tools for modelling the randomness and uncertainty in information-bearing signals and the main mathematical tools for modelling randomness/uncertainty in a signal are those offered by statistics and probability theory. This chapter begins with a study of random processes and probability models. Probability models are used in communications and signal processing systems to characterise and predict random signals in diverse areas of applications such as speech/image recognition, audio/video coding, bio-medical engineering, weather forecasting, ﬁnancial data modelling, noise reduction, communication networks and prediction of the call demand on a service facility such as a mobile phone network. The concepts of randomness, information and entropy are introduced and their close relationships explored. A random process can be completely described in terms of a probability model, but may also be partially characterised with relatively simple statistics, such as the mean, the correlation and the power spectrum. We study stationary, non-stationary and ﬁnite-state processes. We consider some widely used classes of random processes, and study the effect of ﬁltering or transformation of a signal on its probability distribution. Finally, several applications of probability models in communication signal processing are considered.



3.2 Random Processes This section introduces the concepts of random and stochastic processes and describes a method for generation of random numbers.



3.2.1 Information-bearing Random Signals vs Deterministic Signals Signals, in terms of one of their most fundamental characteristics, i.e. their ability to convey information, can be classiﬁed into two broad categories: (1) Deterministic signals such as sine waves that on their own convey no information but can act as carriers of information when modulated by a random information-bearing signal. (2) Random signals such as speech and image that contain information. In each class, a signal may be continuous or discrete in time, may have continuous-valued or discretevalued amplitudes and may be one-dimensional or multi-dimensional. A deterministic signal has a predetermined trajectory in time and/or space. The exact ﬂuctuations of a deterministic signal can be described in terms of a function of time, and its exact value at any time is predictable from the functional description and the past history of the signal. For example, a sine wave x(t) can be modelled, and accurately predicted either by a second-order linear predictive model or by the more familiar equation x(t) = A sin(2ft + φ). Note that a deterministic signal carries no information other than its own shape and characteristic parameters. Random signals have unpredictable ﬂuctuations; hence it is not possible to formulate an equation that can predict the exact future value of a random signal. Most signals of interest such as speech, music and
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noise are at least in part random. The concept of randomness is closely associated with the concepts of information, bandwidth and noise. For a signal to have a capacity to convey information, it must have a degree of randomness: a predictable signal conveys no information. Therefore the random part of a signal is either the information content of the signal, or noise, or a mixture of information and noise. In telecommunication it is wasteful of resources, such as time, power and bandwidth, to retransmit the predictable part of a signal. Hence signals are randomised (de-correlated) before transmission. Although a random signal is not predictable, it often exhibits a set of well-deﬁned statistical values such as maximum, minimum, mean, median, variance, correlation, power spectrum and higher order statistics. A random process is described in terms of its statistics, and most completely in terms of a probability model from which its statistics can be calculated.



Example 3.1 A deterministic signal model Figure 3.3(a) shows a model of a deterministic discrete-time signal. The model generates an output signal x(m) from the P past output samples as   (3.1) x(m) = h1 x(m − 1), x(m − 2), . . . , x(m − P) + (m) where the function h1 may be a linear or a non-linear model and δ(m) is a delta function that acts as an initial ‘kick-start’ impulse input. Note that there is no sustained input. A functional description of the model h1 together with the P initial sample values are all that is required to generate, or predict the future values of the signal x(m). For example, for a discrete-time sinusoidal signal generator (i.e. a digital oscillator) Equation (3.1) becomes x(m) = a1 x(m − 1) + a2 x(m − 2) + (m) (3.2) where the parameter a1 = 2 cos(2F0 /Fs ) determines the oscillation frequency F0 of the sinusoid at a sampling frequency of Fs . h 1 (·) x(m)=h1 (x(m–1), ..., x(m–P)) z
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(a) Random Input e(m)
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x(m)=h2(x(m–1), ..., x(m–P)) +e(m)



(b) Figure 3.3



(a) A deterministic signal model, (b) a random signal model.



Example 3.2 A random signal model Figure 3.3(b) illustrates a model for a random signal given by   x(m) = h2 x(m − 1), x(m − 2), . . . , x(m − P) + e(m)



(3.3)
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where the random input e(m) models the part of the signal x(m) that is unpredictable, and the function h2 models the part of the signal that is correlated with and predictable from the past samples. For example, a narrowband, second-order autoregressive process can be modelled as x(m) = a1 x(m − 1) + a2 x(m − 2) + e(m)



(3.4)



where the choice of the model parameters a1 and a2 will determine the centre frequency and the bandwidth of the process.



3.2.2 Pseudo-Random Number Generators (PRNG) Random numbers are generated by a feedback system such as x(m) = f (x(m − 1), x(m − 2), . . .) as shown in Figure 3.4. The random number generation starts with an initial value, x(−1), known as the ‘seed’.



Initial Seed



x(m)



0 1 0 0 1 0 1



0 1 1 0



Select N middle digits



x(m-1)2



… (a)



x(m)



(b)



Figure 3.4 Illustration of two different PRNG methods: (a) a linear feedback shift register method and (b) a simple middle digits of power of 2 method.



A ‘random’ number generator implemented on a deterministic computer system, with ﬁnite memory, will exhibit periodic properties and hence it will not be purely random. This is because a computer is a ﬁnite-state memory system and will, given sufﬁcient time, eventually revisit previous internal states, after which it will repeat the state sequence. For this reason computer random number generators are known as pseudo-random number generators (PRNG). The outputs of pseudo-random number generators only approximate some of the statistical properties of random numbers. However, in practice the undesirable periodicity can be ‘avoided’ if the period is extremely large so that no repetitions would be practically observed. Note that the length of the maximum period typically doubles with each additional bit, and hence it is not difﬁcult to build PRNGs with periods so long that the repetitions will not observed. A PRNG can be started from an arbitrary starting point, using a ‘random’ seed state; it will then always produce the same sequence when initialised with that state. Most pseudo-random generator algorithms produce sequences which are uniformly distributed. Common classes of PRNG algorithms are linear feedback shift registers (Figure 3.4(a)), linear congruential generators and lagged Fibonacci generators. Recent developments of PRNG algorithms include Blum Blum Shub, Fortuna, and the Mersenne twister. A description of these methods is outside the scope of this book. The basic principles of PRNG can be illustrated using a simple procedure, illustrated in Figure (3.4.b), that starts from an initial N-digit seed and squares the number to yield a 2N digit output, the N middle digits of the output are fed back to the square function. At each cycle the program outputs M digits where M ≤ N. Figure 3.5 shows the output of the PRNG together with its histogram and autocorrelation function.
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Figure 3.5 Illustration of a uniformly distributed discrete random process with 10 values/states 0, 1, 2, . . . , 9. Top: a segment of the process, middle: the normalised histogram of the process, bottom: the autocorrelation of the process. The histogram and autocorrelation were obtained from 105 samples.



3.2.3 Stochastic and Random Processes A random process is any process or function that generates random signals. The term ‘stochastic process’ is broadly used to describe a random process that generates sequential random signals such as a sequence of speech samples, a video sequence, a sequence of noise samples, a sequence of stock market data ﬂuctuations or a DNA sequence. In signal processing terminology, a random or stochastic process is also a probability model of a class of random signals, e.g. Gaussian process, Markov process, Poisson process, binomial process, multinomial process, etc. In this chapter, we are mainly concerned with discrete-time random processes that may occur naturally or may be obtained by sampling a continuous-time band-limited random process. The term ‘discrete-time stochastic process’refers to a class of discrete-time random signals, X(m), characterised by a probabilistic model. Each realisation of a discrete-time stochastic process X(m) may be indexed in time and space as x(m, s), where m is the discrete time index, and s is an integer variable that designates a space index to each realisation of the process.



3.2.4 The Space of Variations of a Random Process The collection of all realisations of a random process is known as the space, or the ensemble, of the process. For an illustration, consider a random noise process over a communication network as shown in Figure 3.6. The noise on each telephone line ﬂuctuates randomly with time, and may be denoted as n(m, s), where m is the discrete-time index and s denotes the line index. The collection of noise on
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different lines forms the space of the noise process denoted by N(m) = {n(m, s)}, where n(m, s) denotes a realisation of the noise process N(m) on line s. The ‘true’ statistics of a random process are obtained from the averages taken over the space of many different realisations of the process. However, in many practical cases, only one or a ﬁnite number of realisations of a process are available. In Sections 3.3.9 and 3.3.10, we consider ergodic random processes in which time-averaged statistics, from a single realisation of a process, may be used instead of the ensemble-averaged statistics. Notation: In this chapter X(m), with upper case X, denotes a random process, the signal x(m, s) is a particular realisation of the process X(m), the signal x(m) is any realisation of X(m), and the collection of all realisations of X(m), denoted by {x(m, s)}, forms the ensemble or the space of the process X(m). m n(m, s-1) m n(m, s) m n(m, s+1) Sp ac e



Figure 3.6



e



Tim



Illustration of three different realisations in the space of a random noise process N(m).



3.3 Probability Models of Random Signals Probability models, devised initially to calculate the odds for the different outcomes in a game of chance, provide a complete mathematical description of the distribution of the likelihood of the different outcomes of a random process. In its simplest form a probability model provides a numerical value, between 0 and 1, for the likelihood of a discrete-valued random variable assuming a particular state or value. The probability of an outcome of a variable should reﬂect the fraction of times that the outcome is observed to occur.



3.3.1 Probability as a Numerical Mapping of Belief It is useful to note that often people quantify their intuitive belief/feeling in the probability of the outcome of a process or a game in terms of a number between zero and one or in terms of its equivalent percentage. A probability of ‘zero’ expresses the impossibility of the occurrence of an event, i.e. it never happens, whereas a probability of ‘one’ means that the event is certain to happen, i.e. always happens. Hence a person’s belief (perhaps formed by practical experience, intuitive feeling or deductive reasoning) is mapped into a number between one and zero.



3.3.2 The Choice of One and Zero as the Limits of Probability The choice of zero for the probability of occurrence of an inﬁnitely improbable event, is necessary if the laws of probability are to hold; for example the joint probability of an impossible event and
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a probable event, P (impossible, possible), should be the same as the probability of an impossible event; this requirement can only be satisﬁed with the use of zero to represent the probability of an impossible event. The choice of one for the probability of an event that happens with certainty is arbitrary but it is a convenient and established choice.



3.3.3 Discrete, Continuous and Finite-State Probability Models Probability models enable the estimation of the likely values of a process from noisy or incomplete observations. As illustrated in Figure 3.7, probability models can describe random processes that are discrete-valued, continuous-valued or ﬁnite-state continuous-valued. Figure 3.7 lists the most commonly used forms of probability models. Probability models are often expressed as functions of the statistical parameters of the random process; most commonly they are in the form of exponential functions of the mean value and covariance of the process. Probability Models



Discrete Models



Continuous Models



Finite-State Models



Bernoulli, Binomial, Poisson,Geometric



Gaussian,Gamma, Laplacian, Rician



Hidden Markov Models



Figure 3.7 A categorisation of different classes and forms of probability models together with some examples in each class.



3.3.4 Random Variables and Random Processes At this point it is useful to deﬁne the difference between a random variable and a random process. A random variable is a variable that assumes random values such as the outcomes of a chance game or the values of a speech sample or an image pixel or the outcome of a sport match. A random process, such as a Markov process, generates random variables usually as functions of time and space. Also a time or space series, such as a sequence of speech or an image is often called a random process. Consider a random process that generates a time-sequence of numbers x(m). Let {x(m, s)} denote a collection of different time-sequences generated by the same process where m denotes time and s is the sequence index for example as illustrated in Figure 3.6. For a given time instant m, the sample realisation of a random process {x(m, s)} is a random variable that takes on various values across the space s of the process. The main difference between a random variable and a random process is that the latter generates random time/space series. Therefore the probability models used for random variables are also applied to random processes. We continue this section with the deﬁnitions of the probability functions for a random variable.



3.3.5 Probability and Random Variables – The Space and Subspaces of a Variable Probability models the behaviour of random variables. Classical examples of random variables are the random outcomes in a chance process, or gambling game, such as the outcomes of throwing a fair coin, Figure 3.8(a), or a pair of fair dice, Figure 3.8(b), or dealing cards in a game.
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Figure 3.8 (a) The probability of two outcomes (Head or Tail) of tossing a coin; P(H) = P(T) = 0.5, (b) a twodimensional representation of the outcomes of two dice, and the subspaces associated with the events corresponding to the sum of the dice being greater than 8, or less than or equal to 8; P(A) + P(B) = 1.



The space of a random variable is the collection of all the values, or outcomes, that the variable can assume. For example the space of the outcomes of a coin is the set {H, T} and the space of the outcome of tossing a die is {1, 2, 3, 4, 5, 6}, Figure 3.8. The space of a random variable can be partitioned, according to some criteria, into a number of subspaces. A subspace is a collection of values with a common attribute, such as the set of outcomes bigger or smaller than a threshold or a cluster of closely spaced samples, or the collection of samples with their values within a given band of values. Each subspace is called an event, and the probability of an event A, P(A), is the ratio of the number of observed outcomes from the space of A, NA , divided by the total number of observations: NA 



P(A) =



Ni



(3.5)



All events i



From Equation (3.5), it is evident that the sum of the probabilities of all likely events in an experiment is one.  P(A) = 1 (3.6) All events A



Example 3.3 The space of two discrete numbers obtained as outcomes of throwing a pair of dice is shown in Figure 3.8(b). This space can be partitioned in different ways; for example, the two subspaces A and B shown in Figure 3.8 are associated with the pair of numbers that in the case of subspace A add up to a value greater than 8, and in the case of subspace B add up to a value less than or equal to 8. In this example, assuming that the dice are not loaded, all numbers are equally likely and the probability of each event is proportional to the total number of outcomes in the space of the event as shown in the ﬁgure.
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3.3.6 Probability Mass Function – Discrete Random Variables For a discrete random variable X that can assume values from a ﬁnite set of N numbers or symbols {x1 , x2 , . . . , xN }, each outcome xi may be considered an event and assigned a probability of occurrence. For example if the variable is the outcome of tossing a coin then the outcomes are Head (H) and Tail (T ), hence X = {H, T } and P(X = H) = P(X = T ) = 0.5. The probability that a discrete-valued random variable X takes on a value of xi , P(X = xi ), is called the probability mass function (pmf). For two such random variables X and Y , the probability of an outcome in which X takes on a value of xi and Y takes on a value of yj , P(X = xi , Y = yj ), is called the joint probability mass function. The joint pmf can be described in terms of the conditional and the marginal probability mass functions as PX, Y (xi , yj ) = PY |X (yj |xi )PX (xi ) = PX|Y (xi |yj )PY (yj )



(3.7)



where PY |X (yj |xi ) is the conditional probability of the random variable Y taking on a value of yj conditioned on the variable X having taken a value of xi , and the so-called marginal pmf of X is obtained as PX (xi ) =



M 



PX, Y (xi , yj )



j=1



=



M 



(3.8) PX|Y (xi | yj )PY (yj )



j=1



where M is the number of values, or outcomes, in the space of the discrete random variable Y .



3.3.7 Bayes’ Rule Assume we wish to ﬁnd the probability that a random variable X takes a value of xi given that a related variable Y has taken a value of yj . From Equations (3.7) and (3.8) we have Bayes’rule, for the conditional probability mass function, given by PX|Y (xi |yj ) = =



1 PY |X (yj |xi )PX (xi ) PY (yj ) PY |X (yj |xi ) PX (xi ) M  PY |X (yj |xi )PX (xi )



(3.9)



i=1



Bayes’ rule forms the foundation of probabilistic estimation and classiﬁcation. Bayesian inference is introduced in Chapter 4.



Example 3.4 Probability of the sum of two random variables Figure 3.9(a) shows the pmf of a die. Now, let the variables (x, y) represent the outcomes of throwing a pair of dice. The probability that the sum of the outcomes of throwing two dice is equal to A, is given by P(x + y = A) =



6  i=1



P(x = i) P(y = A − i)



(3.10)
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Figure 3.9 The probability mass function (pmf) of (a) a die, and (b) the sum of a pair of dice.



The pmf of the sum of two dice is plotted in Figure 3.9(b). Note from Equation (3.10) that the probability of the sum of two random variables is the convolution sum of the probability functions of the individual variables. Note that from the central limit theorem, the sum of many independent random variables will have a normal distribution.



3.3.8 Probability Density Function – Continuous Random Variables A continuous-valued random variable can assume an inﬁnite number of values, even within an extremely small range of values, and hence the probability that it takes on any given value is inﬁnitely small and vanishes to zero. For a continuous-valued random variable X the cumulative distribution function (cdf) is deﬁned as the probability that the outcome is less than x as FX (x) = Prob(X ≤ x)



(3.11)



where Prob(·) denotes probability. The probability that a random variable X takes on a value within a range of values Δ centred on x can be expressed as 1 1 Prob(x − Δ/2 ≤ X ≤ x + Δ/2) = [Prob(X ≤ x + Δ/2) − Prob(X ≤ x − Δ/2)] Δ Δ 1 = [FX (x + Δ/2) − FX (x − Δ/2)] Δ



(3.12)



Note that both sides of Equation (3.12) are divided by Δ. As the interval Δ tends to zero we obtain the probability density function (pdf) as fX (x) = lim



Δ→0



1 ∂FX (x) [FX (x + Δ/2) − FX (x − Δ/2)] = Δ ∂x



(3.13)



Since FX (x) increases with x, the pdf of x is a non-negative-valued function, i.e. fX (x) ≥ 0. The integral of the pdf of a random variable X in the range ±∞ is unity ∞ fX (x) dx = 1



(3.14)



−∞



The conditional and marginal probability functions and the Bayes’ rule, of Equations (3.7)–(3.9), also apply to probability density functions of continuous-valued variables. Figure 3.10 shows the cumulative density function (cdf) and probability density function of a Gaussian variable.
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Figure 3.10 The cumulative density function (cdf) FX (x) and probability density function fX (x) of a Gaussian variable.



3.3.9 Probability Density Functions of Continuous Random Processes The probability models obtained for random variables can be applied to random processes such as time series, speech, images, etc. For a continuous-valued random process X(m), the simplest probabilistic model is the univariate pdf fX(m) (x), which is the pdf of a sample from the random process X(m) taking on a value of x. A bivariate pdf fX(m)X(m+n) (x1 , x2 ) describes the pdf of two samples of the process X at time instants m and m + n taking on the values x1 and x2 respectively. In general, an M-variate pdf fX(m1 )X(m2 ) ... X(mM ) (x1 , x2 , . . . , xM ) describes the pdf of a vector of M samples of a random process taking on speciﬁc values at speciﬁc time instants. For an M-variate pdf, we can write ∞ fX(m1 ) ··· X(mM ) (x1 , . . . , xM )dxM = fX(m1 ) ··· X(mM−1 ) (x1 , . . . , xM−1 )



(3.15)



−∞



and the sum of the pdfs of all realisations of a random process is unity, i.e. ∞



∞ ···



−∞



fX(m1 ) ··· X(mM ) (x1 , . . . , xM )dx1 . . . dxM = 1



(3.16)



−∞



The probability of the value of a random process at a speciﬁed time instant may be conditioned on the value of the process at some other time instant, and expressed as a conditional probability density function as fX(n)|X(m) (xn |xm ) fX(m) (xm ) (3.17) fX(m)|X(n) (xm |xn ) = fX(n) ( xn ) Equation (3.17) is Bayes’ rule. If the outcome of a random process at any time is independent of its outcomes at other time instants, then the random process is uncorrelated. For an uncorrelated process a multivariate pdf can be written in terms of the products of univariate pdfs as M     fX(mi ) (xmi ) f[X(m1 )···X(mM )|X(n1 )···X(nN ) ] xm1 , . . . , xmM xn1 , . . . , xnN = i=1



(3.18)
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Discrete-valued random processes can only assume values from a ﬁnite set of allowable numbers [x1 , x2 , . . . , xn ]. An example is the output of a binary digital communication system that generates a sequence of 1s and 0s. Discrete-time, discrete-valued, stochastic processes are characterised by multivariate probability mass functions (pmf) denoted as P[x(m1 ) ··· x(mM )] (x(m1 ) = xi , . . . , x(mM ) = xk )



(3.19)



The probability that a discrete random process X(m) takes on a value of xm at a time instant m can be conditioned on the process taking on a value xn at some other time instant n, and expressed in the form of a conditional pmf as PX(n)|X(m) (xn |xm ) PX(m) (xm ) (3.20) PX(m)|X(n) (xm |xn ) = PX(n) (xn ) and for a statistically independent process we have M     PX(mi ) (X(mi ) = xmi ) P[X(m1 )···X(mM )|X(n1 )···X(nN )] xm1 , . . . , xmM  xn1 , . . . , xnN =



(3.21)



i=1



3.3.10 Histograms – Models of Probability A histogram is a bar graph that shows the number of times (or the normalised fraction of times) that a random variable takes values in each class or in each interval (bin) of values. Given a set of observations of a random variable, the range of values of the variable between the minimum value and the maximum value are divided into N equal-width bins and the number of times that the variable falls within each bin is calculated. Ahistogram is an estimate of the probability distribution of a variable derived from a set of observations. The MATLAB® routine hist(x, N) displays the histogram of the variable x in N uniform intervals. Figure 3.11 shows the histogram and the probability model of a Gaussian signal. Figure 3.12 shows the scatter plot of a two-dimensional Gaussian process superimposed on an ellipse which represents the standard-deviation contour.
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Figure 3.12 The scatter plot of a two-dimensional Gaussian distribution.



3.4 Information Models As explained, information is knowledge or data about the state sequence of a random process, such as how many states the random process has, how often each state is observed, the outputs of each state, how the process moves across its various states and what is its past, current or likely future states. The information conveyed by a random process is associated with its state sequence. Examples are the states of weather, the states of someone’s health, the states of market share price indices, communication symbols, DNA states or protein sequences. Information is usually discrete (or quantised) and can be represented in a binary format in terms of M states of a variable. The states of an information-bearing variable may be arranged in a binary tree structure as shown later in Examples 3.10 and 3.11. In this section it is shown that information is measured in terms of units of bits. One bit of information is equivalent to the information conveyed by two equal-probability states. Note that the observation from which information is obtained may be continuous-valued or discrete-valued. The concepts of information, randomness and probability models are closely related. For a signal to convey information it must satisfy two conditions: (1) Possess two or more states or values. (2) Move between the states in a random manner. For example, the outcome of tossing a coin is an unpredictable binary state (Head/Tail) event, a digital communication system with N-bit code words has 2N states and the outcome of a weather forecast can be one or more of the following states: {sun, cloud, cold, warm, hot, rain, snow, storm, etc.}. Since random processes are modelled with probability functions, it is natural that information is also modelled by a function of probability. The negative logarithm of probability of a variable is used as a measure of the information content of the variable. Note that since probability is less than one, the negative log of probability has a positive value. Using this measure an event with a probability of one has zero information whereas the more unlikely an event the more the information it carries when the event is observed. The expected (average) information content of a state xi of a random variable is quantiﬁed as I(xi ) = −PX (xi ) log PX (xi ) bits



(3.22)



where the base of logarithm is 2. For a binary source the information conveyed by the two states [x1 , x2 ] can be described as
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H(X) = I(x1 ) + I(x2 )



(3.23)



= −P(x1 ) log P(x1 ) − P(x2 ) log P(x2 ) Alternatively H(X) in Equation (3.23) can be written as H(X) = −P(xi ) log P(xi ) − (1 − P(xi )) log(1 − P(xi )) i = 1 or 2



(3.24)



Note from Figure 3.13 that the expected information content of a variable has a value of zero for an event whose probability is zero, i.e. an impossible event, and its value is also zero for an event that happens with probability of one. 1



-P1 logP1 -P2 log P2



0.8



-P1 logP1



-P2 log P2



I(x)



0.6



0.4



0.2



0



0.2



0.4



0.6



0.8



1.0



P(x) Figure 3.13 Illustration of I(xi ) vs P(xi ); for a binary source, the maximum information content is one bit, when the two states have equal probability of 0.5. P(x1 ) = P1 and P(x2 ) = P2 .



3.4.1 Entropy: A Measure of Information and Uncertainty Entropy provides a measure of the quantity of the information content of a random variable in terms of the minimum number of bits per symbol required to encode the variable. Entropy is an indicator of the amount of randomness or uncertainty of a discrete random process. Entropy can be used to calculate the theoretical minimum capacity or bandwidth required for the storage or transmission of an information source such as text, image, music, etc. In his pioneering work, A Mathematical Theory of Communication, Claude Elwood Shannon derived the entropy information measure, H, as a function that satisﬁes the following conditions: (1) Entropy H should be a continuous function of probability Pi . (2) For Pi = 1/M, H should be a monotonically increasing function of M. (3) If the communication symbols are broken into two (or more) subsets, the entropy of the original set should be equal to the probability-weighted sum of the entropy of the subsets. Consider a random variable X with M states [x1 , x2 , . . . , xM ] and state probabilities [p1 , p2 , . . . , pM ] where PX (xi ) = pi , the entropy of X is deﬁned as H(X) = −



M  i=1



P(xi ) log P(xi ) bits



(3.25)
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where the base of the logarithm is 2. The base 2 of the logarithm reﬂects the binary nature of information. Information is discrete and can be represented by a set of binary symbols. log2 has several useful properties. log2 of 1 is zero, which is a useful mapping as an event with probability of one has zero information. Furthermore, with the use of logarithm the addition of a binary symbol (with two states) to M existing binary symbols doubles the number of possible outcomes from 2M to 2M+1 but increases the logarithm (to the base 2) of the number of outcomes by one. With the entropy function two equal probability states corresponds to one bit of information, four equal probability states corresponds to two bits and so on. Note that the choice of base 2 gives one bit for a two-state equi-probable random variable. Entropy is measured in units of bits. Entropy is bounded as 0 ≤ H(X) ≤ log2 M



(3.26)



where H(X) = 0 if one symbol xi has a probability of one and all other symbols have probabilities of zero, and M denotes the number of symbols in the set X. The entropy of a set attains a maximum value of log2 M bits for a uniformly distributed M-valued variable with each outcome having an equal probability of 1/M. Figure 3.14 compares the entropy of two discrete-valued random variables; one is derived from a uniform process, the other is obtained from quantisation of a Gaussian process. Entropy of Uniform vs Gaussian variables 7
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Figure 3.14 Entropy of two discrete random variables as a function of the number of states. One random variable has a uniform probability and the other has a Gaussian-shaped probability function.



Entropy gives the minimum number of bits per symbol required for binary coding of different values of a random variable X. This theoretical minimum is usually approached by encoding N samples of the process simultaneously with K bits where the number of bits per sample K/N ≥ H(X). As N becomes large, for an efﬁcient code the number of bits per sample K/N approaches the entropy H(X) of X (see Huffman coding). Shannon’s source coding theorem states: N independent identically distributed (IID) random variables each with entropy H can be compressed into more than NH bits with negligible loss of quality as N → ∞.
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Example 3.5 Entropy of the English alphabet Calculate the entropy of the set letters in the English alphabet [A, B, C, D, . . . , Z], assuming that all letters are equally likely. Hence, calculate the theoretical minimum number of bits required to code a text ﬁle of 2000 words with an average of 5 letters per word.



Solution: For the English alphabet the number of symbols N = 26, and assuming that all symbols are equally likely the probability of each symbol becomes pi = 1/26. Using Equation (3.25) we have H(X) = −



26  1 1 log2 = 4.7 bits 26 26 i=1



(3.27)



The total number of bits for encoding 2000 words = 4.7 × 2000 × 5 = 47 kbits. Note that different letter type cases (upper case, lower case, etc), font types (bold, italic, etc) and symbols (!, ?, etc) are not taken into account and also note that the actual distribution of the letters is non-uniform resulting in an entropy of less than 4.7 bits/symbol.



Example 3.6 Entropy of the English alphabet using estimates of probabilities of letters of the alphabet Use the set of probabilities of the alphabet shown in Figure 3.15: P(A) = 0.0856, P(B) = 0.0139, P(C) = 0.0279, P(D) = 0.0378, P(E) = 0.1304, P(F) = 0.0289, P(G) = 0.0199, P(H) = 0.0528, P(I) = 0.0627, P(J) = 0.0013, P(K) = 0.0042, P(L) = 0.0339, P(M) = 0.0249, P(N) = 0.0707, P(O) = 0.0797, P(P) = 0.0199, P(Q) = 0.0012, P(R) = 0.0677, P(S) = 0.0607, P(T) = 0.1045, P(U) = 0.0249, P(V) = 0.0092, P(W) = 0.0149, P(X) = 0.0017, P(Y) = 0.0199, P(Z) = 0.0008.
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Figure 3.15 The probability (histogram) of the letters of the English alphabet, A to Z.



The entropy of this set is given by H(X) = −



26  i=1



Pi log2 Pi = 4.13 bits/symbol



(3.28)
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Example 3.7 Entropy of the English phonemes Spoken English is constructed from about 40 basic acoustic symbols, known as phonemes (or phonetic units); these are used to construct words, sentences etc. For example the word ‘signal’ is transcribed in phonemic form as ‘s iy g n aa l’. Assuming that all phonemes are equi-probable, and the average speaking rate is 120 words per minute, and the average word has four phonemes, calculate the minimum number of bits per second required to encode speech at the average speaking rate.



Solution: For speech N = 40, assume Pi = 1/40. The entropy of phonemes is given by H(X) = −



40  1 1 log2 = 5.3 bits/symbol 40 40 i=1



(3.29)



Number of bits/sec =(120/60 words per second) × (4 phonemes per word) × (5.3 bits per phoneme) = 43.4 bps Note that the actual distribution of phonemes is non-uniform resulting in an entropy of less than 5.3 bits. Furthermore, the above calculation ignores the information (and hence the entropy) in speech due to contextual variations of phonemes, speaker identity, accent, pitch intonation and emotion signals.



3.4.2 Mutual Information Consider two dependent random variables X and Y , the conditional entropy of X given Y is deﬁned as H(X|Y ) = −



Mx My  



P(xi , yj ) log P(xi |yj )



(3.30)



i=1 j=1



H(X|Y ) is equal to H(X) if Y is independent of X and is equal to zero if Y has the same information as X. The information that the variable Y contains about the variable X is given by I(X; Y ) = H(X) − H(X|Y )



(3.31)



Substituting Equation (3.30) in Equation (3.31) and also using the relation H(X) = −



Mx 



P(xi ) log P(xi ) = −



i=1



Mx My  



P(xi , yj ) log P(xi )



(3.32)



i=1 j=1



yields MI(X; Y ) =



Mx My   i=1 j=1



P(xi , yj ) log



P(xi , yj ) P(xi )P(yj )



(3.33)



Note from Equation (3.33) that MI(X; Y ) = I(Y ; X), that is the information that Y has about X is the same as the information that X has about Y , hence MI(X; Y ) is called mutual information. As shown next, mutual information has a minimum of zero, MI(X; Y ) = 0, for independent variables and a maximum of MI(X; Y ) = H(X) = H(Y ) when X and Y have identical information.



Example 3.8 Upper and lower bounds on mutual information Obtain the bounds on the mutual information of two random variables X and Y .
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Solution: The upper bound is given when X and Y contain identical information, in this case substituting P(xi , yj ) = P(xi ) and P(yj ) = P(xi ) in Equation (3.33) and assuming that each xi has a mutual relation with only one yj we have Mx  P(xi ) MI(X; Y ) = P(xi log = H(X) (3.34) P(x i )P(xi ) i=1 The lower bound is given by the case when X and Y are independent, P(xi , yj ) = P(xi )P(yj ), i.e. have no mutual information, hence MI(X; Y ) =



Mx My  



P(xi )P(yj ) log



i=1 j=1



P(xi )P(yj ) =0 P(xi )P(yj )



(3.35)



Example 3.9 Show that the mutual entropy of two independent variables X and Y are additive.



Solution: Assume X and Y are M-valued and N-valued variables respectively. The entropy of two random variables is given by M N   1 H(X, Y ) = PX (xi , yj ) log (3.36) P (x XY i , yj ) i=1 j=1 Substituting P(xi , yj ) = P(yi )P(yj ) in Equation (3.34) yields H(X, Y ) =



N M  



PX (xi , yj ) log



i=1 j=1



=−



M N  



1 PXY (xi , yj )



PX (xi )PY (yj ) log PX (xi ) −



N M  



i=1 j=1



=−



M 



PX (xi ) log PX (xi ) −



i=1



PX (xi )PY (yj ) log PY (yj )



(3.37)



i=1 j=1 N 



PY (yj ) log PY (yj )



j=1



= H(X) + H(Y ) where we have used the following relations M 



PY (yj )PX (xi ) log PX (xi ) = PX (xi ) log PX (xi )



j=1



M 



PY (yj ) = PX (xi ) log PX (xi )



(3.38)



j=1



and for two independent variables log[1/PXY (xi , yj )] = − log PX (xi ) − log PY (yj )



(3.39)



3.4.3 Entropy Coding – Variable Length Codes As explained above, entropy gives the minimum number of bits required to encode an information source. This theoretical minimum may be approached by encoding N samples of a signal simultaneously with K bits where K/N ≥ H(X). As N becomes large, for an efﬁcient coder K/N approaches the entropy H(X) of X. The efﬁciency of a coding scheme in terms of its entropy is deﬁned as H(X)/(K/N). When K/N = H(X) then the entropy coding efﬁciency of the code is H(X)/(K/N) = 1 or 100 %.
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For an information source X the average number of bits per symbol, aka the average code length CL, can be expressed as M  CL(X) = P(xi )L(xi ) bits (3.40) i=1



where L(xi ) is the length of the binary codeword used to encode symbol xi and P(xi ) is the probability of xi . A comparison of Equation (3.40) with the entropy equation (3.25) shows that for an optimal code L(xi ) is − log2 P(xi ). The aim of the design of a minimum length code is that the average code length should approach the entropy. The simplest method to encode an M-valued variable is to use a ﬁxed-length code that assigns N binary digits to each of the M values with N = Nint(log2 M), where Nint denotes the nearest integer round up function. When the source symbols are not equally probable, a more efﬁcient method is entropy encoding. Entropy coding is a variable-length coding method which assigns codewords of variable lengths to communication alphabet symbols [xi ] such that the more probable symbols, which occur more frequently, are assigned shorter codewords and the less probable symbols, which happen less frequently, are assigned longer code words. An example of such a code is the Morse code which dates back to the nineteenth century. Entropy coding can be applied to the coding of music, speech, image, text and other forms of communication symbols. If the entropy coding is ideal, the bit rate at the output of a uniform M-level quantiser can be reduced by an amount of log2 M − H(X) compared with ﬁxed length coding.



3.4.4 Huffman Coding A simple and efﬁcient form of entropy coding is the Huffman code which creates a set of preﬁx-free codes (no code is part of the beginning of another code) for a given discrete random source. The ease with which Huffman codes can be created and used makes this code a popular tool for data compression. Huffman devised his code while he was a student at MIT. In one form of Huffman tree code, illustrated in Figure 3.16, the symbols are arranged in the decreasing order of probabilities in a column. The two symbols with the lowest probabilities are combined by drawing a straight line from each and connecting them. This combination is combined with the next symbol and the procedure is repeated to cover all symbols. Binary code words are assigned by moving from the root of the tree at the right-hand side to left in the tree and assigning a 1 to the lower branch and a 0 to the upper branch where each pair of symbols have been combined.



Example 3.10 Given ﬁve symbols x1 , x2 , . . . , x5 with probabilities of P(x1 ) = 0.4, P(x2 ) = P(x3 ) = 0.2 and P(x4 ) = P(x5 ) = 0.1, design a binary variable length code for this source.



Solution: The entropy of X is H(X) = 2.122 bits/symbol. Figure 3.16 illustrates the design of a Huffman code for this source. For this tree we have: average codeword length = 1 × 0.4 + 2 × 0.2 + 4 × 0.1 + 4 × 0.1 + 3 × 0.2 = 2.2 bits/symbol The average codeword length of 2.2 bits/symbol is close to the entropy of 2.1219 bits/symbol. We can get closer to the minimum average codeword length by encoding pairs of symbols or blocks of more than two symbols at a time (with added complexity). The Huffman code has a useful preﬁx condition property whereby no codeword is a preﬁx or an initial part of another codeword. Thus codewords can be readily concatenated (in a comma-free fashion) and be uniquely (unambiguously) decoded. Figure 3.17 illustrates a Huffman code tree created by a series of successive binary divisions of the symbols into two sets with as near set probabilities as possible. At each node the set splitting process is repeated until the leaf node containing a single symbol is reached. Binary bits of 0 and 1 are assigned
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Figure 3.16 (a) Illustration of Huffman coding tree; the source entropy is 2.1219 bits/sample and Huffman code gives 2.2 bits/sample. (b) Alternative illustration of Huffman tree. [x1,x2,x3,x4,x5] Symbol , Prob.
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Figure 3.17 A binary Huffman coding tree. From the top node at each stage the set of symbols are divided into two sets with as near set probability (max entropy) as possible. Each end-node with a single symbol represents a leaf and is assigned a binary code which is read from the top node to the leaf node.



to tree branches as shown. Each end-node with a single symbol represents a leaf node and is assigned a binary code which is read from the top (root) node to the leaf node.



Example 3.11 Given a communication system with four symbols x1 , x2 , x3 and x4 and with probabilities of P(x1 ) = 0.4, P(x2 ) = 0.3, P(x3 ) = 0.2 and P(x4 ) = 0.1, design a variable-length coder to encode two symbols at a time.
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Solution: First we note that the entropy of the four symbols is obtained from Equation (3.25) as 1.8464 bits/symbol. Using a Huffman code tree, as illustrated in Figure 3.18(a), the codes are x1 → 0, x2 → 10, x3 → 110 and x4 → 111. The average length of this code is 1.9 bits/symbol. [x1, x2, x3, x4]
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Figure 3.18 A Huffman coding binary tree for Example 6.11: (a) individual symbols are coded, (b) pairs of symbols are coded.
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Assuming the symbols are independent the probability of 16 pairs of symbols can be written as P(x1 , x1 ) = 0.16, P(x1 , x2 ) = 0.12, P(x1 , x3 ) = 0.08, P(x1 , x4 ) = 0.04 P(x2 , x1 ) = 0.12, P(x2 , x2 ) = 0.09, P(x2 , x3 ) = 0.06, P(x2 , x4 ) = 0.03 P(x3 , x1 ) = 0.08, P(x3 , x2 ) = 0.06, P(x3 , x3 ) = 0.04, P(x3 , x4 ) = 0.02 P(x4 , x1 ) = 0.04, P(x4 , x2 ) = 0.03, P(x4 , x3 ) = 0.02, P(x4 , x4 ) = 0.01 The entropy of pairs of symbols is 3.6929 which is exactly twice the entropy of the individual symbols. The 16 pairs of symbols and their probabilities can be used in a Huffman tree code as illustrated in Figure 3.18(b). The average code length for Huffman coding of pairs of symbols is 1.87 compared with the average code length of 1.9 for Huffman coding of individual symbols.



3.5 Stationary and Non-Stationary Random Processes Although the amplitude of a signal ﬂuctuates with time m, the parameters of the model or the process that generates the signal may be time-invariant (stationary) or time-varying (non-stationary). Examples of non-stationary processes are speech (Figure 3.19) and music whose loudness and spectral composition change continuously, image and video.



Figure 3.19 Examples of quasi-stationary voiced speech (above) and non-stationary speech composed of unvoiced and voiced speech segments.



A process is stationary if the parameters of the probability model of the process are time-invariant; otherwise it is non-stationary. The stationary property implies that all the statistical parameters, such as the mean, the variance, the power spectral composition and the higher-order moments of the process, are constant. In practice, there are various degrees of stationarity: it may be that one set of the statistics of a process is stationary whereas another set is time-varying. For example, a random process may have a time-invariant mean, but a time-varying power.



Example 3.12 Consider the time-averaged values of the mean and the power of (a) a stationary signal A sin ωt and (b) a transient exponential signal Ae−αt . The mean and power of the sinusoid, integrated over one period, are
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Mean (A sin ωt) =



1 T



 A sin ωt dt = 0, constant



(3.41)



T



Power (A sin ωt) =



1 T







A2 sin2 ωt dt =



A2 , constant 2



(3.42)



T



where T is the period of the sine wave. The mean and the power of the transient signal are given by Mean(Ae−αt ) =



1 T



t+T A Ae−ατ dτ = (1 − e−αT )e−αt, time-varying αT



(3.43)



t



 1  Power Ae−αt = T



t+T  A2  A2 e−2ατ dτ = 1 − e−2αT e−2αt, time-varying 2αT



(3.44)



t



In Equations (3.43) and (3.44), the signal mean and power are exponentially decaying functions of the time variable t.



Example 3.13 A binary-state non-stationary random process Consider a non-stationary signal y(m) generated by a binary-state random process, Figure 3.20, described by the equation y(m) = s(m) x0 (m) + s(m) x1 (m) (3.45) where s(m) is a binary-valued state-indicator variable and s(m) is the binary complement of s(m). From Equation (3.45), we have x0 (m) if s(m) = 0 (3.46) y(m) = x1 (m) if s(m) = 1 Let μx0 and Px0 denote the mean and the power of the signal x0 (m), and μx1 and Px1 the mean and the power of x1 (m) respectively. The expectation of y(m), given the state s(m), is obtained as



E [y(m) |s(m) ] = s(m) E [x0 (m)] + s(m) E [x1 (m)]



(3.47)



= s(m) μx0 + s(m) μx1



In Equation (3.47), the mean of y(m) is expressed as a function of the state of the process at time m. The power of y(m) is given by 



 



 



 E y2 (m) |s(m) = s(m) E x02 (m) + s(m)E x12 (m) (3.48) = s(m) Px0 + s(m) Px1 a = 01



a = 11
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Figure 3.20 Illustration of an impulsive noise signal observed in background noise (left) and a binary-state model of the signal (right).
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Although most signals are non-stationary, the concept of a stationary process plays an important role in the development of signal processing methods. Furthermore, most non-stationary signals such as speech can be considered as approximately stationary for a short period of time. In signal processing theory, two classes of stationary processes are deﬁned: (a) strict-sense stationary processes and (b) wide-sense stationary processes, which is a less strict form of stationarity, in that it only requires that the ﬁrst-order and second-order statistics of the process should be time-invariant.



3.5.1 Strict-Sense Stationary Processes A random process X(m) is strict-sense stationary if all its distributions and statistics are time-invariant. Strict-sense stationarity implies that the nth order distribution is time-invariant (or translation-invariant) for all n = 1, 2, 3, . . . Prob[x(m1 ) ≤ x1 , x(m2 ) ≤ x2 , . . . , x(mn ) ≤ xn )] = Prob[x(m1 + τ ) ≤ x1 , x(m2 + τ ) ≤ x2 , . . . , x(mn + τ ) ≤ xn )]



(3.49)



where τ is any arbitrary shift along the time axis. Equation (3.49) implies that the signal has the same (time-invariant) probability function at all times. From Equation (3.49) the statistics of a strict-sense stationary process are time invariant. In general for any of the moments of the process we have 



 



E xk1 (m1 ), xk2 (m1 + τ1 ), . . . , xkL (m1 + τL ) =E xk1 (m2 ), xk2 (m2 + τ2 ), . . . , xtk2L+τL (3.50) (m2 + τL )] where k1 , . . . , kL are arbitrary powers. For a strict-sense stationary process, all the moments of a signal are time-invariant. The ﬁrst-order moment, i.e. the mean, and the second-order moments, i.e. the correlation and power spectrum, of a stationary process are given by



E [x(m)] = μx



(3.51)



E [x(m)x(m + k)] = rxx (k)



(3.52)



and 



 











E |X( f , m)|2 = E |X( f )|2 = PXX ( f )



(3.53)



where μx , rxx (k) and PXX ( f ) are the mean value, the autocorrelation and the power spectrum of the signal x(m) respectively, and X( f , m) denotes the frequency–time spectrum of x(m).



3.5.2 Wide-Sense Stationary Processes The strict-sense stationarity condition requires that all statistics of the process should be time-invariant. A less restrictive form of a stationary process is called wide-sense stationarity. A process is said to be wide-sense stationary if the mean and the autocorrelation functions (ﬁrst- and second-order statistics) of the process are time invariant:



E [x(m)] = μx



(3.54)



E [x(m)x(m + k)] = rxx (k)



(3.55)



From the deﬁnitions of strict-sense and wide-sense stationary processes, it is clear that a strict-sense stationary process is also wide-sense stationary, whereas the reverse is not necessarily true.
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3.5.3 Non-Stationary Processes A random process is a non-stationary process if its statistics vary with time. Most stochastic processes such as video and audio signals, ﬁnancial data, meteorological data and biomedical signals are non-stationary as they are generated by systems whose contents, environments and parameters vary or evolve over time. For example, speech is a non-stationary process generated by a time-varying articulatory system. The loudness and the frequency composition of speech change over time. Time-varying processes may be modelled by some combination of stationary random models as illustrated in Figure 3.21. In Figure 3.21(a) a non-stationary process is modelled as the output of a time-varying system whose parameters are controlled by a stationary process. In Figure 3.21(b) a time-varying process is modelled by a Markov chain of time-invariant states, with each state having a different set of statistics or probability distributions. Finite-state statistical models for time-varying processes are discussed in detail in Chapter 5. State excitation S1



(Stationary) State model



Signal excitation



Noise



Time-varying signal model



S3



S2



(a)



(b)



Figure 3.21 Two models for non-stationary processes: (a) a stationary process drives the parameters of a continuously time-varying model; (b) a ﬁnite-state model with each state having a different set of statistics.



3.6 Statistics (Expected Values) of a Random Process The expected values of a random process, also known as its statistics or moments, are the mean, variance, correlation, power spectrum and the higher-order moments of the process. Expected values play an indispensable role in signal processing. Furthermore, the probability models of a random process are usually expressed as functions of the expected values. For example, a Gaussian pdf is deﬁned as an exponential function centred about the mean and with its volume and orientation determined by the covariance of the process, and a Poisson pdf is deﬁned in terms of the mean of the process. In signal processing applications, we often use our prior experience or the available data or perhaps our intuitive feeling to select a suitable statistical model for a process, e.g. a Gaussian or Poisson pdf. To complete the model we need to specify the parameters of the model which are usually the expected values of the process such as its mean and covariance. Furthermore, for many algorithms, such as noise reduction ﬁlters or linear prediction, what we need essentially is an estimate of the mean or the correlation function of the process. The expected value of a function h(X) of random process X, h(X(m1 ), X(m2 ), . . . , X(mM )), is deﬁned as ∞



E [h(X(m1 ), . . . , X(mM ))] = −∞



∞ ···



h(x1 , . . . , xM )fX(m1 ) ··· X(mM ) (x1 , . . . , xM )dx1 . . . dxM



(3.56)



−∞



The most important, and widely used, expected values are the ﬁrst-order moment, namely the mean value, and the second-order moments, namely the correlation, the covariance, and the power spectrum.
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3.6.1 Central Moments The k th central moment of a random variable x(m) is deﬁned as μk = E







(x(m) − μ(m)



k 



∞ =







k (x(m) − μ(m) fX(m) (x) dx



−∞



Where m = m1 is the mean value of x(m). Note that the central moments are the moments of random variables about the mean value (i.e. with the mean value removed). The ﬁrst central moment is zero. The second central moments are the variance and covariance. The third and fourth central moments are skewness and kurtosis respectively.



3.6.1.1 Cumulants The cumulants are related to expected values of a random variable. The Characteristic function of a random variable is deﬁned as ∞ φ(t) = E [exp( jtx)] =



exp( jtx)p(x)dx



−∞



The cumulant generating function is deﬁned as g(t) = log φ(t) =



∞ 



kn



n=1



( jt)n ( jt)2 = k1 ( jt) + k2 +··· n! 2



where the cumulant function has been expressed in terms of its Taylor series expansion. The nth cumulant is obtained as kn = g(n) (0), i.e. from evaluation of the nth derivative of the generating function, g(n) (t), at t = 0. Hence k1 = g (0) = μ, the mean value k2 = g (0) =  2 , the variance value and so on. Cumulants are covered in more detail in Chapters 16 and 18.



3.6.2 The Mean (or Average) Value The mean value of a process is its ﬁrst-order moment. The mean value of a process plays an important part in signal processing and parameter estimation from noisy observations. For example, the maximum likelihood linear estimate of a Gaussian signal observed in additive Gaussian noise is a weighted interpolation between the mean value and the observed value of the noisy signal. The mean value of a vector process [X(m1 ), . . . , X(mM )] is its average value across the space of the process deﬁned as ∞



E [X(m1 ), . . . , X(mM )] = −∞



∞ ···



(x1 , . . . , xM ) fX(m1 ) ··· X(mM ) (x1 , . . . , xM )dx1 · · · dxM



(3.57)



−∞



For a segment of N samples of a signal x(m), an estimate of the mean value of the segment is obtained as μˆ x =



N−1 1  x(m) N m=0



(3.58)
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ˆ x in Equation (3.58), from a ﬁnite number of N samples, is itself a Note that the estimate of the mean μ random variable with its own mean value, variance and probability distribution. Figure 3.22 shows the histograms of the mean and the variance of a random process obtained from 10 000 segments for a uniform process. Each segment is 1000 samples long. Note that from the central limit theorem the estimates of the mean and variance have Gaussian distributions. His togram of es tim ate of the m ean
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Figure 3.22 The histogram of the estimates of the mean and variance of a uniform random process.



3.6.3 Correlation, Similarity and Dependency The correlation is a second-order moment or statistic. The correlation of two signals is a measure of the similarity or the dependency of their ﬂuctuations in time or space. Figure 3.23 shows the scatter diagram of two random variables for different values of their correlation.
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Figure 3.23 The scatter plot of two random signals x and y for different values of their cross-correlation. Note that when two variables are uncorrelated their scatter diagram is a circle. As the correlation approaches one the scatter diagram approaches a line.



The values or the courses of action of two correlated signals can be at least partially predicted from each other. Two independent signals have zero correlation. However, two dependent non-Gaussian signals
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may have zero correlation but non-zero higher order moments, as shown in Chapter 18 on independent component analysis. The correlation function and its Fourier transform, the power spectral density, are extensively used in modelling and identiﬁcation of patterns and structures in a signal process. Correlators play a central role in signal processing and telecommunication systems, including detectors, digital decoders, predictive coders, digital equalisers, delay estimators, classiﬁers and signal restoration systems. In Chapter 9 the use of correlations in principal component analysis of speech and image is described. The correlation of a signal with a delayed version of itself is known as the autocorrelation. The autocorrelation function of a random process X(m), denoted by rxx (m1 , m2 ), is deﬁned as rxx (m1 , m2 ) = E [x(m1 )x(m2 )] ∞ ∞ =



  x(m1 )x(m2 ) fX(m1 ),X(m2 ) x(m1 ), x(m2 ) dx(m1 )dx(m2 )



(3.59)



−∞ −∞



The autocorrelation function rxx (m1 , m2 ) is a measure of the self-similarity, dependency, or the mutual relation, of the outcomes of the process X at time instants m1 and m2 . If the outcome of a random process at time m1 bears no relation to that at time m2 then X(m1 ) and X(m2 ) are said to be independent or uncorrelated and rxx (m1 , m2 ) = 0. White noise is an example of such an uncorrelated signal. For a wide-sense stationary process, the autocorrelation function is time-invariant and depends on the time difference, or time lag, m = m1 − m2 : rxx (m1 + τ , m2 + τ ) = rxx (m1 , m2 ) = rxx (m1 − m2 ) = rxx (k)



(3.60)



where k = m1 − m2 is the autocorrelation lag. The autocorrelation function of a real-valued wide-sense stationary process is a symmetric function with the following properties: rxx (−k) = rxx (k)



(3.61)



rxx (k) ≤ rxx (0)



(3.62)



Equation (3.61) says that x(m) has the same relation with x(m + k) as with x(m − k). For a segment of N samples of signal x(m), the autocorrelation function is obtained as rxx (k) =



N−1−k 1  x(m)x(m + k) N m=0



(3.63)



Note that for a zero-mean signal, rxx (0) is the signal power. Autocorrelation of a signal can be obtained as the inverse Fourier transform of the magnitude spectrum as rxx (k) =



N−1 1  |X(l)|2 e j2πkl/N N l=0



(3.64)



Example 3.14 Autocorrelation of a periodic signal: estimation of period Autocorrelation can be used to calculate the repetition period T of a periodic signal such as the heartbeat pulses shown in Figure 3.24(a). Figures 3.24(b) and (c) show the estimate of the periods and the autocorrelation function of the signal in Figure 3.24(a) respectively. Note that the largest peak of the autocorrelation function occurs at a lag of zero at rxx (0) and the second largest peak occurs at a lag of T at rxx (T ). Hence the difference of the time indices of the ﬁrst and second peaks of the autocorrelation function provides an estimate of the period of a signal.



80



Information Theory and Probability Models



Original ECG signal



2000 1500 1000 500 0 –500



0



100



200



300



400



500 (a)



600



700



800



900



1000



period [samples]



150 100 50 0



2.5 2 1.5 1 0.5 0 –0.5



1



2



3 4 5 time [heart pulse number]



6



7



(b)



×107



T



0



50



100



150



200



250



300



350



400



450



500



(c) Figure 3.24 (a) Heartbeat signal, electrocardiograph ECG; (b) variation of period with time; (c) autocorrelation function of ECG.



Example 3.15 Autocorrelation of the output of a linear time-invariant (LTI) system Let x(m), y(m) and h(m) denote the input, the output and the impulse response of a LTI system respectively. The input–output relation is given by y(m) =







h(i)x(m − i)



(3.65)



i



The autocorrelation function of the output signal y(m) can be related to the autocorrelation of the input signal x(m) by ryy (k) = E [y(m)y(m + k)] =



 i



=



 i



h(i)h( j)E [x(m − i)x(m + k − j)]



j



j



h(i)h( j) rxx (k + i − j)



(3.66)
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When the input x(m) is an uncorrelated zero-mean random signal with a unit variance, its autocorrelation is given by 1 l=0 rxx (l) = (3.67) 0 l = 0 Then rxx (k + i − j) = 1 only when j = k + i and Equation (3.66) becomes  ryy (k) = h(i)h(k + i)



(3.68)



i



3.6.4 Autocovariance The autocovariance function cxx (m1 , m2 ) of a random process X(m) is a measure of the scatter, or the dispersion, of the process about the mean value, and is deﬁned as



   cxx (m1 , m2 ) = E x(m1 ) − μx (m1 ) x(m2 ) − μx (m2 ) (3.69) = rxx (m1 , m2 ) − μx (m1 )μx (m2 ) where μx (m) is the mean of X(m). Note that for a zero-mean process the autocorrelation and the autocovariance functions are identical. Note also that cxx (m1 , m1 ) is the variance of the process. For a stationary process the autocovariance function of Equation (3.69) becomes cxx (m1 , m2 ) = cxx (m1 − m2 ) = rxx (m1 − m2 ) − μ2x



(3.70)



3.6.5 Power Spectral Density The power spectral density (PSD) function, also called the power spectrum, of a process gives the spectrum of the distribution of power at different frequencies of vibrations along the frequency axis. It can be shown that the power spectrum of a wide-sense stationary process X(m) is the Fourier transform of the autocorrelation function PXX ( f ) = E[X( f )X ∗ ( f )] =



∞ 



rxx (k)e−j2πfk



(3.71)



k=−∞



where rxx (k) and PXX ( f ) are the autocorrelation and power spectrum of x(m) respectively, and f is the frequency variable. For a real-valued stationary process, the autocorrelation is a symmetric function, and the power spectrum may be written as PXX ( f ) = rxx (0) +



∞ 



2rxx (k) cos(2π fk)



(3.72)



k=1



The power spectral density is a real-valued non-negative function, expressed in units of watts per hertz. From Equation (3.71), the autocorrelation sequence of a random process may be obtained as the inverse Fourier transform of the power spectrum as 1/2 rxx (k) =



Pxx ( f )ej2πfk df



(3.73)



−1/2



Note that the autocorrelation and the power spectrum represent the second-order statistics of a process in time and frequency domains respectively.
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Example 3.16 Power spectrum and autocorrelation of white noise Anoise process with uncorrelated independent samples is called a white noise process. The autocorrelation of a stationary white noise n(m) is deﬁned as Noise power k = 0 rnn (k) = E [n(m)n(m + k)] = (3.74) 0 k = 0 Equation (3.74) is a mathematical statement of the deﬁnition of an uncorrelated white noise process. The equivalent description in the frequency domain is derived by taking the Fourier transform of rnn (k): PNN ( f ) =



∞ 



rnn (k)e−j2πfk = rnn (0) = Noise power



(3.75)



k=−∞



From Equation (3.75), the power spectrum of a stationary white noise process is spread equally across all time instances and across all frequency bins. White noise is one of the most difﬁcult types of noise to remove, because it does not have a localised structure either in the time domain or in the frequency domain. Figure 3.25 illustrates the shapes of the autocorrelation and power spectrum of a white noise. PXX(f)
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f



Figure 3.25 Autocorrelation and power spectrum of white noise.



Example 3.17 Power spectrum and autocorrelation of a discrete-time impulse The autocorrelation of a discrete-time impulse with amplitude A, Aδ(m), is deﬁned as A2 k = 0 2 rδδ (k) = E [A δ(m)δ(m + k)] = 0 k = 0



(3.76)



The power spectrum of the impulse is obtained by taking the Fourier transform of rδδ (k) as P



( f ) =



∞ 



rδδ (k)e−j2πfk = A2



(3.77)



k=−∞



Example 3.18 Autocorrelation and power spectrum of impulsive noise Impulsive noise is a random, binary-state (‘on/off’) sequence of impulses of random amplitudes and random times of occurrence. A random impulsive noise sequence ni (m) can be modelled as an amplitudemodulated random binary sequence as ni (m) = n(m) b(m)



(3.78)



where b(m) is a binary-state random sequence that indicates the presence or the absence of an impulse, and n(m) is a random noise process. Assuming that impulsive noise is an uncorrelated process, the autocorrelation of impulsive noise can be deﬁned as a binary-state process as rnn (k, m) = E [ni (m)ni (m + k)] = σn2 δ(k) b(m)



(3.79)
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where σn2 is the noise variance. Note that in Equation (3.79), the autocorrelation is expressed as a binarystate function that depends on the on/off state of impulsive noise at time m. When b(m) = 1, impulsive noise is present and its autocorrelation is equal to σn2 δ(k); when b(m) = 0, impulsive noise is absent and its autocorrelation is equal to 0. The power spectrum of an impulsive noise sequence is obtained by taking the Fourier transform of the autocorrelation function as PNN ( f , m) = σn2 b(m)



(3.80)



3.6.6 Joint Statistical Averages of Two Random Processes In many signal processing problems, for example in the processing of the outputs of an array of radar sensors, or in smart antenna arrays for mobile phones, we have two or more random processes which may or may not be independent. Joint statistics and joint distributions are used to describe the statistical relationship between two or more random processes. For two discrete-time random processes x(m) and y(m), the joint pdf is denoted by fX(m1 )···X(mM ),Y (n1 )···Y (nN ) (x1 , . . . , xM , y1 , . . . , yN )



(3.81)



The joint probability gives the likelihood of two or more variables assuming certain states or values. When two random processes X(m) and Y (m) are uncorrelated, the joint pdf can be expressed as product of the pdfs of each process as fX(m1 )···X(mM ),Y (n1 )···Y (nN ) (x1 , . . . , xM , y1 , . . . , yN ) = fX(m1 )···X(mM ) (x1 , . . . , xM )×



(3.82)



fY (n1 )···Y (nN ) (y1 , . . . , yN )



3.6.7 Cross-Correlation and Cross-Covariance The cross-correlation of two random processes x(m) and y(m) is deﬁned as rxy (m1 , m2 ) = E [x(m1 ) y(m2 )] ∞ ∞ =



  x(m1 ) y(m2 ) fX(m1 )Y (m2 ) x(m1 ), y(m2 ) dx(m1 )dy(m2 )



(3.83)



−∞ −∞



For wide-sense stationary processes, the cross-correlation function rxy (m1 , m2 ) depends only on the time difference m = m1 − m2 : rxy (m1 + τ , m2 + τ ) = rxy (m1 , m2 ) = rxy (m1 − m2 ) = rxy (k) where k = m1 − m2 is the cross-correlation lag. The cross-covariance function is deﬁned as



   cxy (m1 , m2 ) = E x(m1 ) − μx (m1 ) y(m2 ) − μy (m2 ) = rxy (m1 , m2 ) − μx (m1 )μy (m2 )



(3.84)



(3.85)



Note that for zero-mean processes, the cross-correlation and the cross-covariance functions are identical. For a wide-sense stationary process the cross-covariance function of Equation (3.85) becomes cxy (m1 , m2 ) = cxy (m1 − m2 ) = rxy (m1 − m2 ) − μx μy



(3.86)
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Example 3.19 Time-delay estimation Consider two signals y1 (m) and y2 (m), each composed of an information bearing signal x(m) and an additive noise, given by y1 (m) = x(m) + n1 (m)



(3.87)



y2 (m) = Ax(m − D) + n2 (m)



(3.88)



where A is an amplitude factor and D is a time-delay variable. The cross-correlation of the signals y1 (m) and y2 (m) yields ry1 y2 (k) = E [y1 (m) y2 (m + k)] = E {[x(m) + n1 (m)] [Ax(m − D + k) + n2 (m + k)]}



(3.89)



= Arxx (k − D) + rxn2 (k) + Arxn1 (k − D) + rn1 n2 (k) Assuming that the signal and noise are uncorrelated, we have ry1 y2 (k) = Arxx (k − D). As shown in Figure 3.26, the cross-correlation function has its maximum at the lag D. r xy (m )



D



C orrelation lag m



Figure 3.26 The peak of the cross-correlation of two delayed signals can be used to estimate the time delay D.



3.6.8 Cross-Power Spectral Density and Coherence The cross-power spectral density of two random processes X(m) and Y (m) is deﬁned as the Fourier transform of their cross-correlation function: PXY ( f ) = E [X( f )Y ∗ ( f )] =



∞ 



rxy (k)e−j2πfk



(3.90)



k=−∞



Cross-power spectral density of two processes is a measure of the similarity, or coherence, of their power spectra. The coherence, or spectral coherence, of two random processes is a normalised form of the cross-power spectral density, deﬁned as CXY ( f ) = √



PXY ( f ) PXX ( f ) PYY ( f )



(3.91)



The coherence function is used in applications such as time-delay estimation and signal-to-noise ratio measurements.



Statistics (Expected Values) of a Random Process



85



3.6.9 Ergodic Processes and Time-Averaged Statistics Ergodic theory has its origins in the work of Boltzmann in statistical mechanics problems where timeand space-distribution averages are equal. In many signal processing problems, there is only a single realisation of a random process from which its statistical parameters, such as the mean, the correlation and the power spectrum, can be estimated. In these cases, time-averaged statistics, obtained from averages along the time dimension of a single realisation of the process, are used instead of the ensemble averages obtained across the space of different realisations of the process. This section considers ergodic random processes for which time-averages can be used instead of ensemble averages. A stationary stochastic process is said to be ergodic if it exhibits the same statistical characteristics along the time dimension of a single realisation as across the space (or ensemble) of different realisations of the process. Over a very long time, a single realisation of an ergodic process takes on all the values, the characteristics and the conﬁgurations exhibited across the entire space of the process. For an ergodic process {x(m, s)}, we have statistical averages [x(m, s)] = statistical averages [x(m, s)] (3.92) across space s



along time m



where the statistical averages[·] function refers to any statistical operation such as the mean, the variance, the power spectrum, etc.



3.6.10 Mean-Ergodic Processes The time-averaged estimate of the mean of a signal x(m) obtained from N samples is given by μˆ X =



N−1 1  x(m) N m=0



(3.93)



A stationary process is mean-ergodic if the time-averaged value of an inﬁnitely long realisation of the process is the same as the ensemble-mean taken across the space of the process. Therefore, for a mean-ergodic process, we have lim E [μˆ X ] = μX



(3.94)



lim var [μˆ X ] = 0



(3.95)



N→∞



N→∞



where μX is the ensemble average of the process. The time-averaged estimate of the mean of a signal, obtained from a random realisation of the process, is itself a random variable, with it is own mean, variance and probability density function. If the number of observation samples N is relatively large then, from the central limit theorem, the probability density function of the estimate μˆ X is Gaussian. The expectation of μˆ X is given by   N−1 N−1 N−1 1  1  1  E [μˆ x ] = E x(m) = E [x(m)] = μx = μx (3.96) N m=0 N m=0 N m=0 From Equation (3.96), the time-averaged estimate of the mean is unbiased. The variance of μˆ X is given by Var [μˆ x ] = E [μˆ 2x ] − E2 [μˆ x ] = E [μˆ 2x ] − μ2x



(3.97)
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Now the term E [μˆ 2x ] in Equation (3.97) may be expressed as ⎡⎛ ⎞⎛ ⎞⎤ N−1 N−1    1 1 E μˆ 2x =E ⎣⎝ x(m1 )⎠ ⎝ x(m2 )⎠⎦ N m =0 N m =0 



1



=



1 N



2



  N−1  |k| 1− rxx (k) N k=−(N−1)



(3.98)



Substitution of Equation (3.98) in Equation (3.97) yields



 1 Var μˆ 2x = N 1 = N



  N−1  |k| 1− rxx (k) − μ2x N k=−(N−1)   N−1  |k| 1− cxx (k) N k=−(N−1)



(3.99)



The condition for a process to be mean-ergodic in the mean square error sense is 1 lim N→∞ N



  N−1  |k| 1− cxx (k) = 0 N k=−(N−1)



(3.100)



3.6.11 Correlation-Ergodic Processes The time-averaged estimate of the autocorrelation of a random process, estimated from a segment of N samples, is given by rˆxx (k) =



N−1 1  x(m)x(m + k) N k=0



(3.101)



The estimate of autocorrelation rˆxx (k) is itself a random variable with its own mean, variance and probability distribution. A process is correlation-ergodic, in the mean square error sense, if  



lim E rˆxx (k) = rxx (k)



N→∞ 







 lim Var rˆxx (k) = 0



N→∞



(3.102) (3.103)



where rxx (k) is the ensemble-averaged autocorrelation. Taking the expectation of rˆxx (k) shows that it is an unbiased estimate, since 



 N−1 N−1 1  1  E [ˆrxx (k)] = E x(m)x(m + k) = E [x(m)x(m + k)] = rxx (k) N m=0 N m=0



(3.104)



The variance of rˆxx (k) is given by  



 



Var rˆxx (k) = E rˆxx2 (k) − rxx2 (k)



(3.105)
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 The term E rˆxx2 (m) in Equation (3.105) may be expressed as 







E rˆxx2 (m) =



N−1 N−1 1  E [x(k)x(k + m)x( j)x( j + m)] N 2 k=0 j=0



=



N−1 N−1 1  E [z(k, m)z( j, m)] N 2 k=0 j=0



=



 N−1  1  |k| 1− rzz (k, m) N k=−N+1 N



(3.106)



where z(i, m) = x(i)x(i + m). The condition for correlation ergodicity, in the mean square error sense, is given by    N−1  1  |k| 2 lim 1− (3.107) rzz (k, m) − rxx (m) = 0 N→∞ N N k=−N+1



3.7 Some Useful Practical Classes of Random Processes In this section, we consider some important classes of random processes that are extensively used in communication signal processing for such applications as modelling trafﬁc, decoding, channel equalisation, modelling of noise and fading and pattern recognition.



3.7.1 Gaussian (Normal) Process The Gaussian process, also called the normal process, is the most widely applied of all probability models. Some advantages of Gaussian probability models are the following: (1) Gaussian pdfs can model the distribution of many processes including some important classes of signals and noise in communication systems. (2) Non-Gaussian processes can be approximated by a weighted combination (i.e. a mixture) of a number of Gaussian pdfs of appropriate means and variances. (3) Optimal estimation methods based on Gaussian models often result in linear and mathematically tractable solutions. (4) The sum of many independent random processes has a Gaussian distribution. This is known as the central limit theorem. A scalar-valued Gaussian random variable is described by the following probability density function:   1 (x − x )2 fX (x) = √ exp − (3.108) 2x2 2 x where μx and σx2 are the mean and the variance of the random variable x. Note that the argument of the exponential of a Gaussian function, (x − x )2 /2x2 , is a variance-normalised distance. The Gaussian process of Equation (3.108) is also denoted by N (x, μx , σx2 ). The maximum of a Gaussian pdf occurs at the mean μx , and is given by fX (μx ) =√



1 2πσx



(3.109)
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From Equation (3.108), the Gaussian pdf of x decreases exponentially with the distance of the variable x from the mean value μx . The cumulative distribution function (cdf) F(x) is given by FX (x) = √



x



1 2πσx



−∞



  (χ − μx )2 exp − dχ 2σx2



(3.110)



Figure 3.27 shows the bell-shaped pdf and the cdf of a Gaussian model. The most probable values of a Gaussian process happen around the mean value and the probability of a value decreases exponentially with the increasing distance from the mean value. The total area under the pdf curve is one. Note that the area under the pdf curve one standard deviation on each side of the mean value (μ ± σ ) is 0.682, the area two standard deviations on each side of the mean value (μ ± 2σ ) is 0.955 and the area three standard deviations on each side of the mean value (μ ± 3σ ) is 0.997. f(x)



F(x)



1 2πσx



1.0 0.841



0.607 2πσx 0.5



μx-σx Figure 3.27



μx



μx+σx



μx-σx



x



μx



μx+σx



x



Gaussian probability density and cumulative density functions.



3.7.2 Multivariate Gaussian Process Multivariate probability densities model vector-valued processes. Consider a P-variate Gaussian vector process x = [x(m0 ), x(m1 ), . . . , x(mP−1 )]T with mean vector μx , and covariance matrix Σ xx . The multivariate Gaussian pdf of x is given by   1 1 −1 T fX (x) = exp − (x − μx ) Σ xx (x − μx ) (3.111) 2 (2π)P/2 |Σ xx |1/2 where the mean vector μx is deﬁned as ⎡



⎤



E [x(m0 )] ⎢ E [x(m2 )] ⎥ ⎥ ⎢



μx = ⎢ ⎣



⎥ .. ⎦ . E [x(mP−1 )]



and the covariance matrix Σ xx is given by ⎡ cxx (m0 , m0 ) ⎢ cxx (m1 , m0 ) ⎢ Σ xx = ⎢ .. ⎣ . cxx (mP−1 , m0 )



cxx (m0 , m1 ) cxx (m1 , m1 ) .. . cxx (mP−1 , m1 )



⎤ · · · cxx (m0 , mP−1 ) · · · cxx (m1 , mP−1 ) ⎥ ⎥ ⎥ .. .. ⎦ . . · · · cxx (mP−1 , mP−1 )



(3.112)



(3.113)



Some Useful Practical Classes of Random Processes



89



where c(mi , mj ) is the covariance of elements mi and mj of the vector process. The Gaussian process of Equation (3.111) is also denoted by N(x, μx , Σ xx ). If the elements of a vector process are uncorrelated then the covariance matrix is a diagonal matrix with zeros in the off-diagonal elements. In this case the multivariate pdf may be described as the product of the pdfs of the individual elements of the vector:   P−1    1 [x(mi ) − μxi ]2 fX x = [x(m0 ), . . . , x(mP−1 )]T = exp − (3.114) √ 2 2σxi 2π σxi i=0



Example 3.20 Conditional multivariate Gaussian probability density function This is useful in situations when we wish to estimate the expectation of vector x(m) given a related vector y(m). Consider two vector realisations x(m) and y(m) from two vector-valued correlated stationary Gaussian processes N (x, μx , Σ xx ) and N (y, μy , Σ yy ). The joint probability density function of x(m) and y(m) is a multivariate Gaussian density function N ([x(m), y(m)], μ(x,y) , Σ (x,y) ), with mean vector and covariance matrix given by   μ μ(x,y) = x (3.115) μy   Σ xx Σ xy Σ (x,y) = (3.116) Σ yx Σ yy The conditional density of x(m) given y(m) is given from Bayes’ rule as     fX,Y x(m), y(m)   fX|Y x(m) |y(m) = fY y(m)



(3.117)



It can be shown that the conditional density is also a multivariate Gaussian density function with its mean vector and covariance matrix given by μ(x| y ) = E [x(m) | y(m) ] = μx + Σ xy Σ −1 yy (y − μy ) Σ (x|y ) = Σ xx − Σ xy Σ −1 yy Σ yx



(3.118) (3.119)



3.7.3 Gaussian Mixture Process The probability density functions of many random processes, such as speech, are non-Gaussian. A nonGaussian pdf may be approximated by a weighted sum (i.e. a mixture) of a number of Gaussian densities of appropriate mean vectors and covariance matrices. A mixture Gaussian density with M components is deﬁned as M  fX (x) = Pi Ni (x, μxi , Σ xxi ) (3.120) i=1



where Ni (x, μxi , Σ xxi ) is a multivariate Gaussian density with mean vector μxi and covariance matrix Σ xxi , and Pi are the mixing coefﬁcients. The parameter Pi is the prior probability of the ith component of the mixture, given by Ni Pi = M (3.121)  Nj j=1
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where Ni is the number of observations of the process associated with the mixture i. Figure 3.28 shows a non-Gaussian pdf modelled as a mixture of ﬁve Gaussian pdfs. Algorithms developed for Gaussian processes can be extended to mixture Gaussian densities. f (x)



μ1



μ2



μ3



μ4



μ5



x



Figure 3.28 A Gaussian mixture model (GMM) pdf.



3.7.4 Binary-State Gaussian Process A simple example of a binary-state process is the observations at the output of a communication system with the input signal consisting of a binary sequence (‘0’ and ‘1’) process. Consider a random process x(m) with two states s0 and s1 such that in the state s0 the process has a 2 Gaussian pdf with mean μx,0 and variance σx,0 , and in the state s1 the process is also Gaussian with mean 2 μx,1 and variance σx,1 . The state-dependent pdf of x(m) can be expressed as     2 1 1 



fX|S x(m) |si = √ exp − 2 x(m) − μx,i , i = 0, 1 (3.122) 2σx,i 2π σx,i The joint probability distribution of the binary-valued state si and the continuous-valued signal x(m) can be expressed as     fX, S x(m), si = fX|S x(m) |si PS (si )   (3.123) 2 1 1 



=√ exp − 2 x(m) − μx,i PS (si ) 2σ 2π σx,i x,i where PS (si ) is the state probability. For a multi-state process we have the following probabilistic relations between the joint and marginal probabilities:      fX, S x(m), si = fX x(m) (3.124) S







  fX, S x(m), si dx = PS (si )



(3.125)



X



and



 S



  fX, S x(m), si dx = 1



(3.126)



X



Note that in a multi-state model, the statistical parameters of the process switch between a number of different states, whereas in a single-state mixture pdf, a weighted combination of a number of pdfs models the process. In Chapter 5 on hidden Markov models we consider multi-state models with a mixture Gaussian pdf per state.
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3.7.5 Poisson Process – Counting Process The Poisson process is a continuous-time integer-valued counting process, used for modelling the probability of the number of occurrences of a random discrete event in various time intervals. An important area of application of the Poisson process is in the queuing theory for the analysis and modelling of the distribution of demand on a service facility such as a telephone network, a computer network, a ﬁnancial service, a transport network, a petrol station, etc. Other applications of the Poisson distribution include the counting of the number of particles emitted in particle physics, the number of times that a component may fail in a system, and the modelling of radar clutter, shot noise and impulsive noise. Consider an event-counting process X(t), in which the probability of occurrence of the event is governed by a rate function λ. t), such that the probability that an event occurs in a small time interval Δt is   Prob 1 occurrence in the interval (t, t + Δt) = λ(t)Δt (3.127) Assuming that in the small interval Δt, no more than one occurrence of the event is possible, the probability of no occurrence of the event in a time interval of Δt is given by   Prob 0 occurrence in the interval (t, t + Δt) = 1 − λ(t)Δt



(3.128)



When the parameter λ(t) is independent of time, λ(t) = λ, the process is called a homogeneous Poisson process. Now, for a homogeneous Poisson process, consider  the probability of k occurrences of an event in a time interval of t + Δt, denoted by P k, (0, t + Δt) :           P k, (0, t + Δt) = P k, (0, t) P 0, (t, t + Δt) + P k − 1, (0, t) P 1, (t, t + Δt)     = P k, (0, t) (1 − λΔt) + P k − 1, (0, t) λΔt



(3.129)



Rearranging Equation (3.129), and letting Δt tend to zero, we obtain the linear differential equation lim t→0



P(k, (0, t + t)) − P(k, (0, t)) dP(k, t) = = −λP(k, t) + λP(k − 1, t)



t dt



(3.130)



where P(k, t) = P(k, (0, t)). The solution of this differential equation is given by t P(k, t) = λe−λt



P(k − 1, τ ) eλτ dτ



(3.131)



0



Equation (3.131) can be solved recursively: starting with P(0, t) = e−λt and P(1, t) = λt e−λt , we obtain the Poisson density P(k, t) =



(λt)k −λt e k!



(3.132)



Figure 3.29 illustrates Poisson pdf. From Equation (3.132), it is easy to show that for a homogeneous Poisson process, the probability of k occurrences of an event in a time interval (t1 , t2 ) is given by P[k, (t1 , t2 )] =



[λ(t2 − t1 )]k −λ(t2 −t1 ) e k!



(3.133)



Equation (3.133) states the probability of k events in a time interval of t2 − t1 , in terms of the rate at which the process happens.
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k Figure 3.29 Illustration of Poisson process with increasing rate λ from 1 to 10. At each curve the maximum happens at the expected number of events i.e. rate × time interval. Note the probability exists for discrete values of k only.



A Poisson counting process X(t) is incremented by one every time the event occurs. From Equation (3.132), the mean and variance of a Poisson counting process X(t) are



E [X(t)] = λt



(3.134)



rXX (t1 , t2 ) = E [X(t1 )X( t2 )] = λ t1 t2 + λ min(t1 , t2 )



(3.135)



Var [X(t)] = E X 2 (t) − E2 [X(t)] = λt



(3.136)



2



Note that the variance of a Poisson process is equal to its mean value.



3.7.6 Shot Noise Shot noise results from randomness in directional ﬂow of particles, for example in the ﬂow of electrons from the cathode to the anode of a cathode ray tube, the ﬂow of photons in a laser beam, the ﬂow and recombination of electrons and holes in semiconductors, and the ﬂow of photoelectrons emitted in photodiodes. Shot noise has the form of a random pulse sequence that may be modelled as the response of a linear ﬁlter excited by a Poisson-distributed binary impulse sequence (Figure 3.30). h(m)



Figure 3.30



Shot noise is modelled as the output of a ﬁlter excited with a process.



Consider a Poisson-distributed binary-valued impulse process x(t). Divide the time axis into uniform short intervals of Δt such that only one occurrence of an impulse is possible within each time interval. Let x(mΔt) be ‘1’ if an impulse is present in the interval mΔt to (m + 1)Δt, and ‘0’ otherwise. For x(mΔt), we obtain the mean and correlation functions as     Ex(mΔt) = 1 × P x(mΔt) = 1 + 0 × P x(mΔt) = 0 = λΔt (3.137)
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  1 × P x(mΔt) = 1 = λΔt,      2 E [x(mΔt)x(nΔt)] = 1 × P x(mΔt) = 1 × P x(nΔt) = 1 = λΔt ,



m=n m = n



(3.138)



A shot noise process y(m) is modelled as the output of a linear system with an impulse response h(t), excited by a Poisson-distributed binary impulse input x(t): ∞ y(t) =



x(τ )h(t − τ ) dτ



−∞



(3.139)



∞ 



=



x(mΔt) h(t − mΔt)



k=−∞



where the binary signal x(mΔt) can assume a value of 0 or 1. In Equation (3.139) it is assumed that the impulses happen at the beginning of each interval. This assumption becomes more valid as Δt becomes smaller. The expectation of y(t) is obtained as ∞ 



E [y(t)] =



E [x(mΔt)] h(t − mΔt)



k=−∞ ∞ 



=



(3.140) λΔt h(t − mΔt)



k=−∞



and ryy (t1 , t2 ) = E [y(t1 )y(t2 )] =



∞ ∞  



E [x(mΔt)x(nΔt)] h(t1 − nΔt) h(t2 − mΔt)



(3.141)



m=−∞ n=−∞



Using Equation (3.138) in (3.141) the autocorrelation of y(t) can be obtained as ryy (t1 , t2 ) =



∞ 



(λ Δt) h(t1 − mΔt) h(t2 − mΔt)



m=−∞



+



∞ 



(3.142)



∞ 



(λ Δt) h(t1 − mΔt) h(t2 − nΔt) 2



m=−∞ n=−∞ n =m



3.7.7 Poisson–Gaussian Model for Clutters and Impulsive Noise An impulsive noise process consists of a sequence of short-duration pulses of random amplitude and random time of occurrence whose shape and duration depends on the characteristics of the channel through which the impulse propagates. A Poisson process can be used to model the random time of occurrence of impulsive noise, and a Gaussian process can model the random amplitude of the impulses. Finally, the ﬁnite duration character of real impulsive noise may be modelled by the impulse response of a linear ﬁlter. The Poisson–Gaussian impulsive noise model is given by x(m) =



∞  k=−∞



Ak h(m − τk )



(3.143)
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where h(m) is the response of a linear ﬁlter that models the shape of impulsive noise, Ak is a zero-mean Gaussian process of variance σx2 and τk denotes the instances of occurrences of impulses modelled by a Poisson process. The output of a ﬁlter excited by a Poisson-distributed sequence of Gaussian amplitude impulses can also be used to model clutters in radar. Clutters are due to reﬂection of radar pulses from a multitude of background surfaces and objects other than the intended radar target.



3.7.8 Markov Processes Markov processes are used to model the trajectory of a random process and to describe the dependency of the outcome of a process at any given time on the past outcomes of the process. Applications of Markov models include modelling the trajectory of a process in signal estimation and pattern recognition for speech, image and biomedical signal processing. A ﬁrst-order discrete-time Markov process is deﬁned as one in which the state or the value of the process at time m depends only on its state or value at time m − 1 and is independent of the states or values of the process before time m − 1. In probabilistic terms, a ﬁrst-order Markov process can be deﬁned as   fX x(m) = xm |x(m − 1) = xm−1 , . . . , x(m − N) = xm−N (3.144)   = fX x(m) = xm |x(m − 1) = xm−1 The marginal density of a Markov process at time m can be obtained by integrating the conditional density over all values of x(m − 1):   fX x(m) = xm =



∞



    fX x(m) = xm |x(m − 1) = xm−1 ) fX x(m − 1) = xm−1 dxm−1



(3.145)



−∞



A process in which the present state of the system depends on the past n states may be described in terms of n ﬁrst-order Markov processes and is known as an nth order Markov process. The term ‘Markov process’ usually refers to a ﬁrst-order process.



Example 3.21 A simple example of a Markov process is a ﬁrst-order auto-regressive process (Figure 3.31) deﬁned as x(m) = a x(m − 1) + e(m)



(3.146) x(m)



e(m)



a



Figure 3.31 A ﬁrst-order autoregressive (Markov) process; in this model the value of the process at time m, x(m) depends only on x(m − 1) and a radon input.



In Equation (3.146), x(m) depends on the previous value x(m − 1) and the input e(m). The conditional pdf of x(m) given the previous sample value can be expressed as     fX x(m) | x(m − 1), . . . , x(m − N) = fX x(m) | x(m − 1) (3.147)   = fE e(m) = x(m) − ax(m − 1)
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where fE (e(m)) is the pdf of the input signal. Assuming that input e(m) is a zero-mean Gaussian process with variance σe2 , we have     fX x(m) |x(m − 1), . . . , x(m − N) = fX x(m) |x(m − 1)   = fE x(m) − ax(m − 1) (3.148)   2 1 1  =√ exp − 2 x(m) − ax(m − 1) 2σe 2π σe When the input to a Markov model is a Gaussian process the output is known as a Gauss–Markov process.



3.7.9 Markov Chain Processes A discrete-time Markov process x(m) with N allowable states may be modelled by a Markov chain of N states (Figure 3.32). Each state can be associated with one of the N values that x(m) may assume. In a Markov chain, the Markovian property is modelled by a set of state transition probabilities deﬁned as   aij (m − 1, m) = Prob x(m) = j|x(m − 1) = i (3.149) where aij (m − 1, m) is the probability that at time m − 1 the process is in the state i and then at time m it moves to state j. In Equation (3.149), the transition probability is expressed in a general time-dependent form. The marginal probability that a Markov process is in state j at time m, Pj (m), can be expressed as Pj (m) =



N 



Pi (m − 1)aij (m − 1, m)



(3.150)



i=1



a 00



State 0



a 03



a 01 a 30
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a 31
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a 11



a 12 a 21



23



State 2



a 22 Figure 3.32 A Markov chain model of a four-state discrete-time Markov process.



A Markov chain is deﬁned by the following set of parameters: • number of states, N • state probability vector pT (m) = [p1 (m), p2 (m), . . . , pN (m)]
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• and the state transition matrix. ⎡



a11 (m − 1, m) ⎢ a21 (m − 1, m) ⎢ A(m − 1, m) = ⎢ .. ⎣ . aN1 (m − 1, m)



a12 (m − 1, m) a22 (m − 1, m) .. . aN2 (m − 1, m)



⎤ . . . a1N (m − 1, m) · · · a2N (m − 1, m) ⎥ ⎥ ⎥ .. .. ⎦ . . . . . aNN (m − 1, m)



3.7.10 Homogeneous and Inhomogeneous Markov Chains A Markov chain with time-invariant state transition probabilities is known as a homogeneous Markov chain. For a homogeneous Markov process, the probability of a transition from state i to state j of the process is independent of the time of the transition m, as expressed in the equation   Prob x(m) = j|x(m − 1) = i = aij (m − 1, m) = aij (3.151) Inhomogeneous Markov chains have time-dependent transition probabilities. In most applications of Markov chains, homogeneous models are used because they usually provide an adequate model of the signal process, and because homogeneous Markov models are easier to train and use. Markov models are considered in Chapter 5.



3.7.11 Gamma Probability Distribution The Gamma pdf is deﬁned as



⎧ ⎨



1 x a−1 e−x/b gamma(x, a, b) = b (a) ⎩ 0 a



for x ≥ 0



(3.152)



otherwise



where a and b are both greater than zero and the Gamma function (a) is deﬁned as ∞ x a−1 e−x dx



(a) =



(3.153)



0



Note that (1) = 1. The Gamma pdf is sometimes used in modelling speech and image signals. Figure 3.33 illustrates the Gamma pdf. 0.4 0.35
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Illustration of Gamma pdf with increasing value of a, b = 1.
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3.7.12 Rayleigh Probability Distribution The Rayleigh pdf, show in Figure 3.34, is deﬁned as   ⎧ 2 ⎨ x exp − x x≥ 0 2 2 p(x) =  2 ⎩ 0 x< 0



(3.154)



The Rayleigh pdf is often employed to describe the amplitude spectrum of signals. In mobile communication, channel fading is usually modelled with a Rayleigh distribution.



Figure 3.34



Illustration of Rayleigh process with increasing variance  2 from 1 to 15.



3.7.13 Chi Distribution A Chi pdf, Figure 3.35, is deﬁned as pk (x) =



f(x)



 2 21−k/2 x k−1 x exp − (k/2) 2



(3.155)
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Illustration of a Chi process pk (x) with increasing value of variable k.
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As shown in Figure 3.35 the parameter k controls the shape of the distribution. For k = 2 the Chi distribution is the same as the Rayleigh distribution (Equation (3.154)) with a standard deviation of σ = 1.



3.7.14 Laplacian Probability Distribution A Laplacian pdf, Figure 3.36, is deﬁned as p(x) =



  |x| 1 exp − 2 



(3.156)



where σ is the standard deviation. Speech signal samples in time domain have a distribution that can be approximated by a Laplacian pdf. The Laplacian pdf is also used for modelling image signals. 0.5
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Illustration of Laplacian pdfs with standard deviation from 1 to 9.



3.8 Transformation of a Random Process In this section we consider the effect of ﬁltering or transformation of a random process on its probability density function. Figure 3.37 shows a generalised mapping operator h(·) that transforms a random input process X into an output process Y . The input and output signals x(m) and y(m) are realisations of the random processes X and Y respectively. If x(m) and y(m) are both discrete-valued such that x(m) ∈ {x1 , . . . , xN } and y(m) ∈ {y1 , . . . , yM } then we have    PY y(m) = yj = PX (x(m) = xi ) (3.157) xi →yj



where the summation is taken over all values of x(m) that map to y(m) = yj . An example of discrete-valued mapping is quantisation from a larger codebook to a smaller codebook. Consider the transformation of a discrete-time continuous-valued process. The probability that the output process Y has a value in the range y(m) < Y < y(m) + Δy is    Prob[y(m) < Y < y(m) + Δy] = fX x(m) dx(m) (3.158) x(m)|y(m) θmax



(4.64)
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Figure 4.12 Illustration of the effects of a uniform prior on the estimate of a parameter observed in AWGN, where it is assumed that θmin ≤ θML ≤ θmax .



Note that the MAP estimate is constrained to the range θmin to θmax . This constraint is desirable and moderates the estimates that, due to say low signal-to-noise ratio, fall outside the range of possible values of θ . It is easy to see that the variance of an estimate constrained to a range of θmin to θmax is less than the variance of the ML estimate in which there is no constraint on the range of the parameter estimate: Var[θˆMAP ] =



θmax ∞ 2 ˆ ˆ (θMAP − θ ) fY|Θ (y|θ )dθ ≤ Var[θML ] = (θˆML − θ)2 fY|Θ (y|θ)dθ



θ min



(4.65)



−∞



Example 4.8 Estimation of a Gaussian-distributed parameter observed in AWGN In this example, Figure 4.13, we consider the effect of a Gaussian prior on the mean and the variance of the MAP estimate. Assume that the parameter θ is Gaussian-distributed with a mean μθ and a variance as * % 1 (θ − μθ )2 exp − f (θ) = (4.66) (2πσθ2 )1/2 2σθ2



Figure 4.13



Illustration of the posterior pdf as product of the likelihood and the prior.



From Bayes’ rule the posterior pdf is given as the product of the likelihood and the prior pdfs as f |Y (θ|y) =



1 fY| (y|θ )f (θ) fY (y)



+ , N−1 1 1 1 1 2 2 [y(m) − θ ] − 2 (θ − μθ ) = exp − 2 fY (y) (2πσn2 )N/2 (2πσθ2 )1/2 2σn m=0 2σθ



(4.67)



The maximum posterior solution is obtained by setting the derivative of the log-posterior function, with respect to θ to zero: σ2 σ 2 /N (4.68) θˆMAP (y) = 2 θ 2 y + 2 n 2 μθ σθ + σn /N σθ + σn /N
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where y =



-



N−1



y(m)/N.



m=0



Note that the MAP estimate is an interpolation between the ML estimate y and the mean of the prior pdf  , as shown in Figure 4.13. Also note that in Equation (4.68) the interpolation weights are dependent on signal-to-noise ratio and the length of the observation. As the variance (i.e. power) of noise decreases relative to the variance of the parameter and/or as the number of observations increases, the inﬂuence of the prior decreases; conversely, as the variance (i.e. power) of noise increases and/or as the number of observations decreases, the inﬂuence of the prior increases. The expectation of the MAP estimate is obtained by noting that the only random variable on the right-hand side of Equation (4.68) is the term y, and that E [y] = θ



E [θˆMAP (y)] =



σθ2 σ 2 /N θ + 2 n 2 μθ 2 σ + σn /N σθ + σn /N



(4.69)



2 θ



and the variance of the MAP estimate is given as / . Var θˆMAP (y) =



σθ2 σn2 /N × Var[y] = σθ2 + σn2 /N 1 + σn2 /Nσθ2



(4.70)



Substitution of Equation (4.61) in Equation (4.70) yields Var[θˆMAP (y)] =



Var[θˆML (y)] 1 + Var[θˆML (y)]/σθ2



(4.71)



Note that as the variance of the parameter θ increases, the inﬂuence of the prior decreases, and the variance of the MAP estimate tends towards the variance of the ML estimate.



4.2.7 Relative Importance of the Prior and the Observation A fundamental issue in the Bayesian inference method is the relative inﬂuence of the observation signal and the prior pdf on the outcome. The importance of the observation depends on the conﬁdence in the observation, and the conﬁdence in turn depends on the length of the observation and on the signal-to-noise ratio (SNR). In general, as the number of observation samples and the SNR increase, the variance of the estimate and the inﬂuence of the prior decrease. From Equation (4.68) for the estimation of a Gaussian distributed parameter observed in AWGN, as the length of the observation N increases, the importance of the prior decreases, and the MAP estimate tends to the ML estimate:    σn2 N σθ2 ˆ   limit θMAP (y) = limit y+ 2 (4.72) μθ = y = θˆML N→∞ N→∞ σθ2 + σn2 N σθ + σn2 N N 2 >> N1 N1
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Illustration of the effect of the increasing length of observation on the variance an estimator.
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As illustrated in Figure 4.14, as the length of the observation N tends to inﬁnity then both the MAP and the ML estimates of the parameter should tend to its true value θ .



Example 4.9 MAP estimation of a scalar Gaussian signal in additive noise Consider the estimation of a scalar-valued Gaussian signal x(m), observed in an additive Gaussian white noise n(m), and modelled as y(m) = x(m) + n(m)



(4.73)



The posterior pdf of the signal x(m) is given by   fX|Y x(m)|y(m) = = 



 2



  1   fY |X y(m)|x(m) fX (x(m)) fY y(m)   1  fN y(m) − x(m) fX (x(m)) fY y(m)       







Likelihood



(4.74)



Prior



 2



where fX (x(m)) = N x(m), μx , σx and fN (n(m)) = N n(m), μn , σn are the Gaussian pdfs of the signal and noise respectively. Substitution of the signal and noise pdfs in Equation (4.74) yields     [y(m) − x(m) − μn ]2 1 1 √ exp − fX|Y x(m)|y(m) =  2σn2 fY y(m) 2πσn   [x(m) − μx ]2 1 exp − ×√ (4.75) 2σx2 2πσx This equation can be rewritten as   fX|Y x(m)|y(m) =



1 1   × fY y(m) 2n x    2 [y(m) − x(m) − n ]2 + n2 [x(m) − x ]2 exp − x 2x2 n2



(4.76)



To obtain the MAP estimate we set the derivative of the log-likelihood function ln fX|Y (x(m)|y(m)) with respect to the estimate xˆ (m) to zero as 



  ∂ ln fX|Y x(m)|y(m) −2σx2 [y(m) − x(m) − μn ] + 2σn2 [x(m) − μx ] =− =0 (4.77) ∂ xˆ (m) 2σx2 σn2 From Equation (4.77) the MAP signal estimate is given by xˆ (m) =



σx2 σn2 [y(m) − μ ] + μx n σx2 + σn2 σx2 + σn2



(4.78)



Note that the estimate xˆ (m) is a weighted linear interpolation between the unconditional mean of x(m), μx , and the observed value (y(m) − μn ). At a very poor SNR, i.e. when σx2 2 the distribution is sub-Gaussian. Assuming that the signals to be separated are super-Gaussian, independent component analysis may be achieved by ﬁnding a transformation that maximises kurtosis. Figure 18.4 shows examples of Gaussian, subGaussian and subGaussian pdfs.



18.4.9 Fast-ICA Methods Prior to application of a FastICA method, the data are sphered with PCA as explained in Section 18.3, so that the covariance matrix of the data is an identity matrix.
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SuperGaussian



Gaussian SubGaussian



Figure 18.4 Super-Guassian pdfs are more peaky than Gaussian, whereas subGaussian pdfs are less peaky that Gaussian pdf.



The fast-ICA methods are the most popular methods of independent component analysis. Fast-ICA methods are iterative optimisation search methods for solving the ICA problem of ﬁnding a demixing matrixW that is the inverse of the mixing matrix A (within a scalar multiplier and an unknown permutation matrix). These iterative search methods ﬁnd a demixing transformation W that optimises a nonlinear contrast function. The optimisation methods are typically based on a gradient search or the Newton optimisation method that search for the optimal point of a contrast (objective) function G(WX), where X = [x(0), x(1), . . . , x(N − 1)] is the sequence of observation vectors. At the optimal point of the contrast function the components of y(m) =Wx(m) are expected to be independent. 18.4.9.1 Gradient search optimisation method For gradient search optimisation the iterative update methods for estimation of the demixing matrix W is of the general form Wn+1 =Wn + μg(Wn X) (18.48) where g(Wn X) = dWd n G(Wn X) is the ﬁrst derivative of the contrast function and  is an adaptation step size. 18.4.9.2 Newton optimisation method For Newton optimisation the iterative methods for estimation of W is of the form Wn+1 =Wn − μ



g(Wn X) g (Wn X)



(18.49)



where g(Wn X) is the ﬁrst derivative of the contrast function and g (Wn X) is the second derivative of the contrast function. The derivative of the contrast function, g(Wn X), is also known as the inﬂuence function.



18.4.10 Fixed-point Fast ICA In the ﬁxed-point FastICA a batch or block of data (consisting of a large number of samples) are used in each step of the estimation of the demixing matrix. Hence, each step is composed of the iterations on the
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samples that constitute the batch or block of data for that sample. In this section we consider the one-unit FastICA method where at each step one of the sources is estimated or demixed from the observation mixture, i.e. at each step one row vector w of the demixing matrix W is estimated. A popular version of the fast ICA  is based on a constrained optimization of the objective function G(wx) subject to the constraint E (wT x(m))2 = w 2 = 1. The solution is given by   E x(m) g(wT x(m)) − βw = 0 (18.50) At the optimal value of w0 , multiplying both sides of Equation (18.50) by wT0 and noting that wT0 w0 =



w0 = 1 yields   β = E wT0 x(m)g(wT0 x(m)) (18.51) To obtain a Newton type solution, the Jacobian matrix of Equation (18.50) (the 2nd derivative w.r.t w in this case) is obtained as   JF(w) = E x(m)xT (m)g (wT x(m)) − βI = 0 (18.52) where F(w) denotes the left-hand-side of Equation (18.50) and g (wT x(m)) is the derivative of g(wT x(m)) and the second derivative of G(wT x(m)). Since it is assumed that prior to FastICAthe data has been sphered so that E (x(m)xT (m)) = I, the ﬁrst term of Equation(18.52) can be approximated as         E x(m)xT (m)g (wT x(m)) ≈ E x(m)xT (m) E g (wT x(m)) = E g (wT x(m)) (18.53) Hence the Newton optimisation method, at the nth iteration, can be written as !   "# !  T  " E g (wn x(m)) − βI wn+1 = wn − μ E xg(wTn x(m)) − βwn wn+1 = wn+1 / wn+1 



(18.54)



where here wn+1 on the l.h.s represents the new value of the estimate at the nth iteration.



18.4.11 Contrast Functions and Inﬂuence Functions The nonlinear contract functions G(Wx(m)) are the objective functions for optimisation of ICA transform W: the optimal matrix W is a maxima (or minima) of G(Wx(m)). The nonlinearity of the contrast function exploits the non-Gaussian distribution of the signal and facilitates decorrelation of the higher order statistics of the process after the second order statistics are decorrelated by a PCA pre-processing stage. Optimisation of G(Wx(m)) is achieved using either the gradient of the contrast function in an iterative optimisation search methods such as the gradient ascent (or descent) methods or the Newton optimisation method. The gradient of the contrast function is given by g(Wx(m)) =



∂ G(Wx(m)) ∂W



(18.55)



g(Wx(m)) is also known as the inﬂuence function. In general for a variable y with probability density function p(y) ∝ exp(|y|α ) the contrast function would be of the form G(y) = [|y|α ] (18.56) Hence for α = 2, i.e. a Gaussian process G(y) = E[|y|2 ]. For a super-Gaussian process 0 < α < 2. For sub-Gaussian processes  > 2. For highly super-Gaussian process when α < 1, the contrast function shown in Equation (18.64) is not differentiable at y = 0 because in this case the differentiation of y would produce a ratio function with y at the denominator. Hence, for super-Gaussian functions, differentiable approximations to the contrast function are used. One such approximation is log(cosh(y)) whose deriv2 ative is tanh(y). Another choice of nonlinearity for contrast function is G(y) = −e−y /2 whose derivative
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2



is g(y) = ye−y /2 . For sub-Gaussian functions G(y) = y4 , Kurtosis, can be used as an appropriate choice of a contrast function. Some of the most popular contrast and inﬂuence functions are as follows:



Contrast function



Inﬂuence function



Appropriate process



G(y) = log(cosh(y)) 2 G(y) = −e−y /2 4 G(y) = y



g(y) = tanh(y) 2 g(y) = ye−y /2 3 g(y) = y



General purpose Highly super-Gaussian Sub-Gaussian



Figure (18.5) illustrates three contrast functions and their respective inﬂuence functions. Note that the inﬂuence functions are similar to nonlinearities used in neural networks. Note that it may be the case, perhaps it is often the case, that the process subjected to ICA is not identically distributed: that is different elements of the input vector process may have different forms of distributions, hence there is a case for using different contrast functions for different elements of the vector. This can be particularly useful for ﬁne tuning stage of ICA, after application of a conventional ICA to the process. Of course one the needs to estimate the form of the distribution of each component and hence the appropriate contrast and inﬂuence functions.



18.4.12 ICA Based on Kurtosis Maximization – Projection Pursuit Gradient Ascent The demixing of mixed signal may be achieved through iterative estimation of a demixing matrix W using an objective criterion that maximizes the kurtosis of the transformed signal vector. Let x(m) be the observation signal vector. In general each element of x(m) is a mixture of the source signals and hence x(m) has a non-diagonal covariance matrix. The signal x(m) is ﬁrst decorrelated and diagonalised using the eigen vectors of the correlation matrix of x(m). Furthermore, the diagonalised process is sphered (i.e. made to have unit variance for each element of the vector process) by using a normalizing eigenvalue matrix. Let z(m) be the sphered (its covariance diagonalised and normalised) version of x(m) z(m) = Λ−0.5 UT x(m)



(18.57)



where the matrices U and Λ are the eigen vectors and eigenvalues of the correlation matrix of x. As explained diagonalisation of the covariance matrix alone is not sufﬁcient to achieve demixing. For demixing of a mixed observation we need to diagonalise the higher order cumulants of the signals. One way to achieve this is to search for a transform that maximises kurtosis which in the context of ICA is a measure of non-Gaussianity and independence. Now assume that wi is the ith row vector of a demixing matrix W and that it demixes an element of z(m) as yi (m) = wTi z(m)



(18.58)



The fourth order of cumulant of yi (m) is given by   k(yi (m)) = E(yi4 (m)) − 3E(yi2 (m)) = E (wTi z(m))4 − 3E((wTi z(m))2 )



(18.59)



Assuming the signal is normalized, the instantaneous rate of change (differential) of kurtosis with wi is given by  3 ∂k(yi (m)) = 4z(m) wTi z(m) (18.60) ∂wi
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Figure 18.5 illustrations of three contrast functions and their respective inﬂuence functions, the x-axis represents the input to the inﬂuence/contrast functions.



An iterative gradient ascent identiﬁcation method, for the demixing vector wi , based on kurtosis maximisation can be deﬁned at iteration n as ∂k(yi (m)) wi (n) = wi (n − 1) + μ ∂wi (n − 1)  3 = wi (n − 1) + 4μz(m) wTi z(m) (18.61)
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where ∂k(yi (m))/∂wi (n − 1) is the rate of change of kurtosis with the transform coefﬁcient vector. At the completion of each update wi (n) is normalised as wi (n)/|wi (n)|. Figure 18.6 illustrates a brain image and set of image basis functions obtained from ICA of the brain image. Contrasting these with the eigen-images of Figure 9.7 obtained from PCA method shows that ICA is more efﬁcient as most of the information is packed into fewer independent subimages. ORIGINAL IMAGE



Figure 18.6 Top: a brain image, below: ICA based independent image basis functions obtained from the brain image of Figure 12.7. Contrast these with the eigen images of Figure 9.7 obtained from PCA method. Reproduced by permission of © 2008 Oldrich Vysata M.D., Neurocenter Caregroup, Rychnov nad Kneznou, Prague.



18.4.13 Jade Algorithm – Iterative Diagonalisation of Cumulant Matrices The Jade algorithm (Cardoso and Saouloumiac) is an ICA method for identiﬁcation of the demixing matrix. Jade method is based on a two stage process: (1) diagonalisation of the covariance matrix, this is the same as PCA and (2) diagonalisations of the kurtosis matrices of the observation vector sequence.
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The Jade method is composed of the following stages: (1) Initial PCA stage. At this stage ﬁrst the covariance matrix of the signal X is formed. Eigen analysis of the covariance matrix yields a whitening (sphereing) matrix W = Λ−0.5 UT , where the matrices U and Λ are composed of the eigen vectors and eigenvalues of the covariance of X. The signal is sphered by transformation through the matrix W as Y =WX. Note that the covariance matrix of Y is E [YYT ] = E [WXXTWT ] = Λ−0.5 UT U ΛUT U Λ−0.5 = I. (2) Calculation of kurtosis matrices. At this stage the fourth order (kurtosis) cumulant matrices Qi of the signal are formed. (3) Diagonalisation of kurtosis matrices. At this stage a single transformation matrix V is obtained such that all the cumulant matrices are as diagonal as possible. This is achieved by ﬁnding a matrix V that minimises the off-diagonal elements. (4) Apply ICA for signal separation. At this stage a separating matrix is formed as WVT and applied to the original signal. As mentioned, the diagonalisation and sphereing of the covariance matrix of the observation process is performed using principal component analysis. The diagonalisation of the cumulant matrices is a more complicated process compared to PCA mainly due to the four-dimensional tensorial nature of the 4th order cumulant matrices which have in the order of O(N 4 ) parameters. Instead of using four dimensional matrices, the cumulant matrices are expressed in terms of a set of two-dimensional matrices with each element of the matrix expressed as Qij =



M 



cum(Xi , Xj , Xk , Xl )



(18.62)



k,l=1



Given T samples from each of the M sensors, a set of cumulant matrices can be computed as follows. Assume that the matrix X denotes an M × T matrix containing the samples from all the M sensors and that vectors xi and xj (the ith and jth row of X) denote the T samples from sensors i and j respectively. The Jade algorithm calculates a series of M × M cumulant matrix Qij as Qij = (xi .xj .X)XT



1 ≤ i ≤ M,



1≤j 
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