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Preface The applications of DSP are numerous and include multimedia technology, audio signal processing, video signal processing, cellular mobile communication, adaptive network management, radar systems, pattern analysis, pattern recognition, medical signal processing, financial data forecasting, artificial intelligence, decision making systems, control systems and information search engines. The theory and application of signal processing is concerned with the identification, modelling and utilisation of patterns and structures in a signal process. The observation signals are often distorted, incomplete and noisy. Hence, noise reduction and the removal of channel distortion and interference are important parts of a signal processing system. Since the publication of the first edition of this book in 1996, digital signal processing (DSP) in general and noise reduction in particular, have become even more central to the research and development of efficient, adaptive and intelligent mobile communication and information processing systems. The third edition of this book has been revised extensively and improved in several ways to take account of the recent advances in theory and application of digital signal processing. The existing chapters have been updated with new materials added. Two new chapters have been introduced; one for speech enhancement in mobile noisy conditions and the other for modelling and combating noise and fading in wireless communication systems. The aim of this book is to provide a coherent and structured presentation of the theory and applications of statistical signal processing and noise reduction methods and is organised in 17 chapters. Chapter 1 begins with an introduction to signal processing, and provides a brief review of signal processing methodologies and applications. The basic operations of sampling and quantisation are reviewed in this chapter. Chapter 2 provides an introduction to noise and distortion. Several different types of noise, including thermal noise, shot noise, acoustic noise, electromagnetic noise and channel distortions, are considered. The chapter concludes with an introduction to the modelling of noise processes. Chapter 3 provides an introduction to the theory and applications of probability models and stochastic signal processing. The chapter begins with an introduction to random signals, stochastic processes, probabilistic models and statistical measures. The concepts of stationary,
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nonstationary and ergodic processes are introduced in this chapter, and some important classes of random processes, such as Gaussian, mixture Gaussian, Markov chains and Poisson processes, are considered. The effects of transformation of a signal on its statistical distribution are considered. Chapter 4 is on Bayesian estimation and classification. In this chapter the estimation problem is formulated within the general framework of Bayesian inference. The chapter includes Bayesian theory, classical estimators, the estimate–maximise method, the Cramer– Rao bound on the minimum–variance estimate, Bayesian classification, and the modelling of the space of a random signal. This chapter provides a number of examples on Bayesian estimation of signals observed in noise. Chapter 5 considers hidden Markov models (HMMs) for nonstationary signals. The chapter begins with an introduction to the modelling of nonstationary signals and then concentrates on the theory and applications of hidden Markov models. The hidden Markov model is introduced as a Bayesian model, and methods of training HMMs and using them for decoding and classification are considered. The chapter also includes the application of HMMs in noise reduction. Chapter 6 considers Wiener filters. The least square error filter is formulated first through minimisation of the expectation of the squared error function over the space of the error signal. Then a block-signal formulation of Wiener filters and a vector space interpretation of Wiener filters are considered. The frequency response of the Wiener filter is derived through minimisation of mean square error in the frequency domain. Some applications of the Wiener filter are considered, and a case study of the Wiener filter for removal of additive noise provides useful insight into the operation of the filter. Chapter 7 considers adaptive filters. The chapter begins with the state-space equation for Kalman filters. The optimal filter coefficients are derived using the principle of orthogonality of the innovation signal. The recursive least square (RLS) filter, which is an exact sampleadaptive implementation of the Wiener filter, is derived in this chapter. Then the steepestdescent search method for the optimal filter is introduced. The chapter concludes with a study of the LMS adaptive filters. Chapter 8 considers linear prediction and sub-band linear prediction models. Forward prediction, backward prediction and lattice predictors are studied. This chapter introduces a modified predictor for the modelling of the short-term and the pitch period correlation structures. A maximum a posteriori (MAP) estimate of a predictor model that includes the prior probability density function of the predictor is introduced. This chapter concludes with the application of linear prediction in signal restoration. Chapter 9 considers frequency analysis and power spectrum estimation. The chapter begins with an introduction to the Fourier transform, and the role of the power spectrum in identification of patterns and structures in a signal process. The chapter considers nonparametric spectral estimation, model-based spectral estimation, the maximum entropy method, and high-resolution spectral estimation based on eigenanalysis. Chapter 10 considers interpolation of a sequence of unknown samples. This chapter begins with a study of the ideal interpolation of a band-limited signal, a simple model for the effects of a number of missing samples, and the factors that affect interpolation. Interpolators are divided into two categories: polynomial and statistical interpolators. A general form of polynomial interpolation as well as its special forms (Lagrange, Newton, Hermite and cubic spline interpolators) is considered. Statistical interpolators in this chapter include maximum
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a posteriori interpolation, least square error interpolation based on an autoregressive model, time–frequency interpolation, and interpolation through the search of an adaptive codebook for the best signal. Chapter 11 considers spectral subtraction. A general form of spectral subtraction is formulated and the processing distortions that result from spectral subtraction are considered. The effects of processing distortions on the distribution of a signal are illustrated. The chapter considers methods for removal of the distortions and also nonlinear methods of spectral subtraction. This chapter concludes with an implementation of spectral subtraction for signal restoration. Chapters 12 and 13 cover the modelling, detection and removal of impulsive noise and transient noise pulses. In Chapter 12, impulsive noise is modelled as a binary-state nonstationary process and several stochastic models for impulsive noise are considered. For removal of impulsive noise, median filters and a method based on a linear prediction model of the signal process are considered. The materials in Chapter 13 closely follow Chapter 12. In Chapter 13, a template-based method, an HMM-based method and an AR model-based method for removal of transient noise are considered. Chapter 14 covers echo cancellation. The chapter begins with an introduction to telephone line echoes, and considers line echo suppression and adaptive line echo cancellation. Then the problem of acoustic echoes and acoustic coupling between loudspeaker and microphone systems is considered. The chapter concludes with a study of a sub-band echo cancellation system. Chapter 15 covers blind deconvolution and channel equalisation. This chapter begins with an introduction to channel distortion models and the ideal channel equaliser. Then the Wiener equaliser, blind equalisation using the channel input power spectrum, blind deconvolution based on linear predictive models, Bayesian channel equalisation and blind equalisation for digital communication channels are considered. The chapter concludes with equalisation of maximum phase channels using higher-order statistics. Chapter 16 covers speech enhancement methods. Speech enhancement in noisy environments improves the quality and intelligibility of speech for human communication and increases the accuracy of automatic speech recognition systems. Noise reduction systems are increasingly important in a range of applications such as mobile phones, hands-free phones, teleconferencing systems and in-car cabin communication systems. This chapter provides an overview of the main methods for single-input and multiple-input speech enhancement in noise. Chapter 17 covers the issue of noise in wireless communication. Noise, fading and limited radio bandwidth are the main factors that constrain the capacity and the speed of communication on wireless channels. Research and development of communications systems aim to increase the spectral efficiency, defined as the data bits per second per Hertz bandwidth of a communication channel. For improved efficiency, modern mobile communications systems rely on signal processing methods at almost every stage from source coding to the allocation of time bandwidth and space resources. In this chapter we consider how communications signal processing methods are employed for improving the speed and capacity of communications systems. As an additional resource, this book is supported by a companion website on which lecturers and instructors can find electronic versions of the figures. Please go to ftp://ftp.wiley.co.uk/pub/books/vaseghi3e. Saeed V. Vaseghi
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Signal processing provides the basic analysis, modelling and synthesis tools for a diverse area of technological fields, including telecommunication, artificial intelligence, biological computation and system identification. Signal processing is concerned with the modelling, detection, identification and utilisation of patterns and structures in a signal process. Applications of signal processing methods include audio hi-fi, digital TV and radio, cellular mobile phones, voice recognition, vision, radar, sonar, geophysical exploration, medical electronics, bio-signal processing and in general any system that is concerned with the communication or processing and retrieval of information. Signal processing theory plays a central role in the development of digital telecommunication and automation systems, and in the efficient transmission, reception and decoding of information. This chapter begins with a definition of signals, and a brief introduction to various signal processing methodologies. We consider several key applications of digital signal processing in adaptive noise reduction, channel equalisation, pattern classification/recognition, audio signal coding, signal detection, spatial processing for directional reception of signals, Dolby noise reduction and radar.



1.1 SIGNALS AND INFORMATION A signal is the variation of a quantity by which information is conveyed regarding the state, the characteristics, the composition, the trajectory, the evolution, the course of action or the
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intention of the information source. A signal is a means of conveying information regarding the state(s) of a variable. The information conveyed in a signal may be used by humans or machines for communication, forecasting, decision-making, control, geophysical exploration, medical diagnosis, forensics, etc. The types of signals that signal processing deals with include textual data, audio, ultrasonic, subsonic, image, electromagnetic, medical, biological, financial and seismic signals. Figure 1.1 illustrates a communication system composed of an information source, It, followed by a system, T ·, for transformation of the information into variation of a signal, xt, a communication channel, h·, for propagation of the signal from the transmitter to the receiver, additive channel noise, nt, and a signal processing unit at the receiver for extraction of the information from the received signal. In general, there is a mapping operation that maps the output, It, of an information source to the signal, xt, that carries the information; this mapping operator may be denoted as T · and expressed as xt = T It



(1.1)



The information source It is normally discrete-valued, whereas the signal xt that carries the information to a receiver may be continuous or discrete. For example, in multimedia communication the information from a computer, or any other digital communication device, is in the form of a sequence of binary numbers (ones and zeros), which would need to be transformed into voltage or current variations and modulated to the appropriate form for transmission in a communication channel over a physical link. As a further example, in human speech communication the voice-generating mechanism provides a means for the speaker to map each discrete word into a distinct pattern of modulation of the acoustic vibrations of air that can propagate to the listener. To communicate a word, w, the speaker generates an acoustic signal realisation of the word, xt; this acoustic signal may be contaminated by ambient noise and/or distorted by a communication channel, or impaired by the speaking abnormalities of the talker, and received as the noisy, distorted and/or incomplete signal yt, modelled as yt = hxt + nt



(1.2)



In addition to conveying the spoken word, the acoustic speech signal has the capacity to convey information on the prosody (i.e. pitch, intonation and stress patterns in pronunciation) of speech and the speaking characteristics, accent and emotional state of the talker. The listener extracts this information by processing the signal yt. Noise n(t) Information source I(t)



Information to signal mapping T [·]



Signal x(t)



Noisy signal Channel h [·]



h[x(t)]



+



y(t)



Digital signal processor



Signal and information



ˆ ˆ I(t) x(t),



Figure 1.1 Illustration of a communication and signal processing system.
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In the past few decades, the theory and applications of digital signal processing have evolved to play a central role in the development of modern telecommunication and information technology systems. Signal processing methods are central to efficient communication, and to the development of intelligent man–machine interfaces in areas such as speech and visual pattern recognition for multimedia systems. In general, digital signal processing is concerned with two broad areas of information theory: (1) efficient and reliable coding, transmission, reception, storage and representation of signals in communication systems; and (2) extraction of information from noisy signals for pattern recognition, detection, forecasting, decision-making, signal enhancement, control, automation, etc. In the next section we consider four broad approaches to signal processing.



1.2 SIGNAL PROCESSING METHODS Signal processing methods have evolved in algorithmic complexity, aiming for optimal utilisation of the information in order to achieve the best performance. In general the computational requirement of signal processing methods increases, often exponentially, with the algorithmic complexity. However, the implementation cost of advanced signal processing methods has been offset and made affordable by the consistent trend in recent years of a continuing increase in the performance, coupled with a simultaneous decrease in the cost, of signal processing hardware. Depending on the method used, digital signal processing algorithms can be categorised into one or a combination of four broad categories. These are transform-based signal processing, model-based signal processing, Bayesian statistical signal processing and neural networks, as illustrated in Figure 1.2. These methods are briefly described below.



1.2.1 TRANSFORM-BASED SIGNAL PROCESSING The purpose of a transform is to describe a signal or a system in terms of a combination of a set of elementary simple signals (such as sinusoidal signals) that lend themselves to
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Figure 1.2 A broad categorisation of some of the most commonly used signal processing methods.
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relatively easy analysis, interpretation and manipulation. Transform-based signal processing methods include Fourier transform, Laplace transform, z-transform and wavelet transforms. The most widely applied signal transform is the Fourier transform, which is effectively a form of vibration analysis, in that a signal is expressed in terms of a combination of the sinusoidal vibrations that make up the signal. Fourier transform is employed in a wide range of applications, including popular music coders, noise reduction and feature extraction for pattern recognition. The Laplace transform, and its discrete-time version the z-transform, are generalisations of the Fourier transform and describe a signal or a system in terms of a set of sinusoids with exponential amplitude envelopes. In Fourier, Laplace and z-transform, the different sinusoidal basis functions of the transforms all have the same duration and differ in terms of their frequency of vibrations and amplitude envelopes. In contrast, the wavelets are multi-resolution transforms in which a signal is described in terms of a combination of elementary waves of different durations. The set of basis functions in a wavelet is composed of contractions and dilations of a single elementary wave. This allows non-stationary events of various durations in a signal to be identified and analysed.



1.2.2 MODEL-BASED SIGNAL PROCESSING Model-based signal processing methods utilise a parametric model of the signal generation process. The parametric model normally describes the predictable structures and the expected patterns in the signal process, and can be used to forecast the future values of a signal from its past trajectory. Model-based methods normally outperform nonparametric methods, since they utilise more information in the form of a model of the signal process. However, they can be sensitive to the deviations of a signal from the class of signals characterised by the model. The most widely used parametric model is the linear prediction model, described in Chapter 8. Linear prediction models have facilitated the development of advanced signal processing methods for a wide range of applications such as low-bit-rate speech coding in cellular mobile telephony, digital video coding, high-resolution spectral analysis, radar signal processing and speech recognition.



1.2.3 BAYESIAN SIGNAL PROCESSING The fluctuations of a purely random signal, or the distribution of a class of random signals in the signal space, cannot be modelled by a predictive equation, but can be described in terms of the statistical average values, and modelled by a probability distribution function in a multidimensional signal space. For example, as described in Chapter 10, a linear prediction model driven by a random signal can provide a source-filter model of the acoustic realisation of a spoken word. However, the random input signal of the linear prediction model, or the variations in the characteristics of different acoustic realisations of the same word across the speaking population, can only be described in statistical terms and in terms of probability functions. The Bayesian inference theory provides a generalised framework for statistical processing of random signals, and for formulating and solving estimation and decision-making problems. Chapter 4 describes the Bayesian inference methodology and the estimation of random processes observed in noise.
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1.2.4 NEURAL NETWORKS Neural networks are combinations of relatively simple nonlinear adaptive processing units, arranged to have a structural resemblance to the transmission and processing of signals in biological neurons. In a neural network several layers of parallel processing elements are interconnected by a hierarchically structured connection network. The connection weights are trained to perform a signal processing function such as prediction or classification. Neural networks are particularly useful in nonlinear partitioning of a signal space, in feature extraction and pattern recognition and in decision-making systems. In some hybrid pattern recognition systems neural networks are used to complement Bayesian inference methods. Since the main objective of this book is to provide a coherent presentation of the theory and applications of statistical signal processing, neural networks are not discussed in this book



1.3 APPLICATIONS OF DIGITAL SIGNAL PROCESSING In recent years, the development and commercial availability of increasingly powerful and affordable digital computers has been accompanied by the development of advanced digital signal processing algorithms for a wide variety of applications such as noise reduction, telecommunications, radar, sonar, video and audio signal processing, pattern recognition, geophysics explorations, data forecasting, and the processing of large databases for the identification, extraction and organisation of unknown underlying structures and patterns. Figure 1.3 shows a broad categorisation of some digital signal processing (DSP) applications. This section provides a review of several key applications of DSP methods.



1.3.1 ADAPTIVE NOISE CANCELLATION In speech communication from a noisy acoustic environment such as a moving car or train, or over a noisy telephone channel, the speech signal is observed in an additive random noise.
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Figure 1.3 A classification of the applications of digital signal processing.
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In signal measurement systems the information-bearing signal is often contaminated by noise from its surrounding environment. The noisy observation, ym, can be modelled as ym = xm + nm



(1.3)



where xm and nm are the signal and the noise, and m is the discrete-time index. In some situations, for example when using a mobile telephone in a moving car, or when using a radio communication device in an aircraft cockpit, it may be possible to measure and estimate the instantaneous amplitude of the ambient noise using a directional microphone. The signal, xm, may then be recovered by subtraction of an estimate of the noise from the noisy signal. Figure 1.4 shows a two-input adaptive noise cancellation system for enhancement of noisy speech. In this system a directional microphone takes as input the noisy signal xm + nm, and a second directional microphone, positioned some distance away, measures the noise nm + . The attenuation factor, , and the time delay, , provide a rather over-simplified model of the effects of propagation of the noise to different positions in the space where the microphones are placed. The noise from the second microphone is processed by an adaptive digital filter to make it equal to the noise contaminating the speech signal, and then subtracted from the noisy signal to cancel out the noise. The adaptive noise canceller is more effective in cancelling out the low-frequency part of the noise, but generally suffers from the nonstationary character of the signals, and from the over-simplified assumption that a linear filter can model the diffusion and propagation of the noise sound in the space.



1.3.2 ADAPTIVE NOISE REDUCTION In many applications, for example at the receiver of a telecommunication system, there is no access to the instantaneous value of the contaminating noise, and only the noisy signal is available. In such cases the noise cannot be cancelled out, but it may be reduced, in an
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Figure 1.4 Configuration of a two-microphone adaptive noise canceller.
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Noisy signal y(m) = x(m) + n(m) Y(0)
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Figure 1.5 A frequency-domain Wiener filter for reducing additive noise.



average sense, using the statistics of the signal and the noise process. Figure 1.5 shows a bank of Wiener filters for reducing additive noise when only the noisy signal is available. The filter bank coefficients attenuate each noisy signal frequency in inverse proportion to the signal-to-noise ratio at that frequency. The Wiener filter bank coefficients, derived in Chapter 6, are calculated from estimates of the power spectra of the signal and the noise processes.



1.3.3 BLIND CHANNEL EQUALISATION Channel equalisation is the recovery of a signal distorted in transmission through a communication channel with a nonflat magnitude or a nonlinear phase response. When the channel response is unknown, the process of signal recovery is called ‘blind equalisation’. Blind equalisation has a wide range of applications, for example in digital telecommunications for removal of inter-symbol interference due to nonideal channel and multipath propagation, in speech recognition for removal of the effects of the microphones and communication channels, in correction of distorted images, in analysis of seismic data and in de-reverberation of acoustic gramophone recordings. In practice, blind equalisation is feasible only if some useful statistics of the channel input are available. The success of a blind equalisation method depends on how much is known about the characteristics of the input signal and how useful this knowledge can be in the channel identification and equalisation process. Figure 1.6 illustrates the configuration of a decision-directed equaliser. This blind channel equaliser is composed of two distinct sections: an adaptive equaliser that removes a large part of the channel distortion, followed by a nonlinear decision device for an improved estimate of the channel input. The output of the decision device is the final estimate of the channel input, and it is used as the desired
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Figure 1.6 Configuration of a decision-directed blind channel equaliser.



signal to direct the equaliser adaptation process. Blind equalisation is covered in detail in Chapter 15.



1.3.4 SIGNAL CLASSIFICATION AND PATTERN RECOGNITION Signal classification is used in detection, pattern recognition and decision-making systems. For example, a simple binary-state classifier can act as the detector of the presence, or the absence, of a known waveform in noise. In signal classification, the aim is to design a minimum-error system for labelling a signal with one of a number of likely classes of signal. To design a classifier, a set of models is trained for the classes of signals that are of interest in the application. The simplest form that the models can assume is a bank, or code book, of waveforms, each representing the prototype for one class of signals. A more complete model for each class of signals takes the form of a probability distribution function. In the classification phase, a signal is labelled with the nearest or the most likely class. For example, in communication of a binary bit stream over a band-pass channel, the binary phase-shift keying (BPSK) scheme signals the bit ‘1’ using the waveform Ac sin c t and the bit ‘0’ using −Ac sin c t. At the receiver, the decoder has the task of classifying and labelling the received noisy signal as a ‘1’ or a ‘0’. Figure 1.7 illustrates a correlation receiver for a BPSK signalling
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Figure 1.7 A block diagram illustration of the classifier in a binary phase-shift keying demodulation.
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Figure 1.8 Configuration of a speech recognition system; fY i  is the likelihood of the model i given an observation sequence Y.



scheme. The receiver has two correlators, each programmed with one of the two symbols representing the binary states for the bit ‘1’ and the bit ‘0’. The decoder correlates the unlabelled input signal with each of the two candidate symbols and selects the candidate that has a higher correlation with the input. Figure 1.8 illustrates the use of a classifier in a limited-vocabulary, isolated-word speech recognition system. Assume there are V words in the vocabulary. For each word a model is trained, on many different examples of the spoken word, to capture the average characteristics and the statistical variations of the word. The classifier has access to a bank of V + 1 models, one for each word in the vocabulary and an additional model for the silence periods. In the speech-recognition phase, the task is to decode and label an acoustic speech feature sequence, representing an unlabelled spoken word, as one of the V likely words or silence. For each candidate word the classifier calculates a probability score and selects the word with the highest score.



1.3.5 LINEAR PREDICTION MODELLING OF SPEECH Linear predictive models are widely used in speech processing applications such as lowbit-rate speech coding in cellular telephony, speech enhancement and speech recognition. Speech is generated by inhaling air into the lungs, and then exhaling it through the vibrating
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Figure 1.9 Linear predictive model of speech.



glottis cords and the vocal tract. The random, noise-like, air flow from the lungs is spectrally shaped and amplified by the vibrations of the glottal cords and the resonance of the vocal tract. The effect of the vibrations of the glottal cords and the vocal tract is to introduce a measure of correlation and predictability to the random variations of the air from the lungs. Figure 1.9 illustrates a source-filter model for speech production. The source models the lung and emits a random excitation signal which is filtered, first by a pitch filter model of the glottal cords and then by a model of the vocal tract. The main source of correlation in speech is the vocal tract modelled by a linear predictor. A linear predictor forecasts the amplitude of the signal at time m xm, using a linear combination of P previous samples xm − 1 · · ·  xm − P as xˆ m =



P  k=1



ak xm − k



(1.4)



where xˆ m is the prediction of the signal xm, and the vector aT = a1   aP  is the coefficients vector of a predictor of order P. The prediction error em, i.e. the difference between the actual sample, xm, and its predicted value, xˆ m, is defined as em = xm −



P  k=1



ak xm − k



(1.5)



The prediction error em may also be interpreted as the random excitation or the so-called innovation content of xm. From Equation (1.5) a signal generated by a linear predictor can be synthesised as xm =



P  k=1



ak xm − k + em



(1.6)



1.3.6 DIGITAL CODING OF AUDIO SIGNALS In digital audio, the memory required to record a signal, the bandwidth required for signal transmission and the signal-to-quantisation noise ratio are all directly proportional to the number of bits per sample. The objective in the design of a coder is to achieve high fidelity with as few bits per sample as possible, at an affordable implementation cost. Audio signal coding schemes utilise the statistical structures of the signal and a model of the signal generation, together with information on the psychoacoustics and the masking effects of hearing. In general, there are two main categories of audio coders: model-based coders, used
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Figure 1.10 Block diagram configuration of a model-based speech (a) coder and (b) decoder.



for low-bit-rate speech coding in applications such as cellular telephony, and transform-based coders used in high-quality coding of speech and digital hi-fi audio. Figure 1.10 shows a simplified block diagram configuration of a speech coder-decoder of the type used in digital cellular telephones. The speech signal is modelled as the output of a filter excited by a random signal. The random excitation models the air exhaled through the lung, and the filter models the vibrations of the glottal cords and the vocal tract. At the transmitter, speech is segmented into blocks about 30 ms long, during which speech parameters can be assumed to be stationary. Each block of speech samples is analysed to extract and transmit a set of excitation and filter parameters that can be used to synthesise the speech. At the receiver, the model parameters and the excitation are used to reconstruct the speech. A transform-based coder is shown in Figure 1.11. The aim of transformation is to convert the signal into a form that lends itself to more convenient and useful interpretation and manipulation. In Figure 1.11 the input signal is transformed to the frequency domain using
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Figure 1.11 Illustration of a transform-based coder.
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a filter bank, or a discrete Fourier transform, or a discrete cosine transform. The three main advantages of coding a signal in the frequency domain are: (1) The frequency spectrum of a signal has a relatively well-defined structure, for example most of the signal power is usually concentrated in the lower regions of the spectrum. (2) A relatively low-amplitude frequency would be masked in the near vicinity of a large-amplitude frequency and can therefore be coarsely encoded without any audible degradation. (3) The frequency samples are orthogonal and can be coded independently with different precisions. The number of bits assigned to each frequency of a signal is a variable that reflects the contribution of that frequency to the reproduction of a perceptually high-quality signal. In an adaptive coder, the allocation of bits to different frequencies is made to vary with the time variations of the power spectrum of the signal.



1.3.7 DETECTION OF SIGNALS IN NOISE In the detection of signals in noise, the aim is to determine if the observation consists of noise alone, or if it contains a signal. The noisy observation, ym, can be modelled as ym = bmxm + nm



(1.7)



where xm is the signal to be detected, nm is the noise and bm is a binary-valued state indicator sequence such that bm = 1 indicates the presence of the signal, xm, and bm = 0 indicates that the signal is absent. If the signal, xm, has a known shape, then a correlator or a matched filter can be used to detect the signal, as shown in Figure 1.12. The impulse response hm of the matched filter for detection of a signal, xm, is the time-reversed version of xm given by hm = xN − 1 − m



0 ≤ m ≤ N −1



(1.8)



where N is the length of xm. The output of the matched filter is given by zm =



N −1 



hm − kym



(1.9)
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Figure 1.12 Configuration of a matched filter followed by a threshold comparator for detection of signals in noise.
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Table 1.1 Four possible outcomes in a signal detection problem. ˆ bm 0 0 1 1



bm



Detector decision



0 1 0 1



Signal Signal Signal Signal



absent Correct absent (Missed) present (False alarm) present Correct



The matched filter output is compared with a threshold and a binary decision is made as 



1 ˆ bm = 0



ifzm ≥ Threshold otherwise



(1.10)



ˆ where bm is an estimate of the binary state indicator sequence bm, and may be erroneous, particularly if the signal-to-noise ratio is low. Table 1.1 lists four possible outcomes that, ˆ together, bm and its estimate, bm, can assume. The choice of the threshold level affects the sensitivity of the detector. The higher the threshold, the lower the likelihood that noise would be classified as signal is, so the false alarm rate falls, but the probability of misclassification of signal as noise increases. The risk in choosing a threshold value can be expressed as  Threshold =  = PFalse



Alarm   + PMiss  



(1.11)



The choice of the threshold reflects a trade-off between the misclassification rate PMiss   and the false alarm rate PFalse Alarm  .



1.3.8 DIRECTIONAL RECEPTION OF WAVES: BEAM-FORMING Beam-forming is the spatial processing of plane waves received by an array of sensors such that the waves’ incidents at a particular spatial angle are passed through, whereas those arriving from other directions are attenuated. Beam-forming is used in radar and sonar signal processing (Figure 1.13) to steer the reception of signals towards a desired direction, and in speech processing to reduce the effects of ambient noise. To explain the process of beam-forming, consider a uniform linear array of sensors as illustrated in Figure 1.14. The term linear array implies that the array of sensors is spatially arranged in a straight line and with equal spacing, d, between the sensors. Consider a sinusoidal far-field plane wave with a frequency F0 propagating towards the sensors at an incidence angle of , as illustrated in Figure 1.14. The array of sensors samples the incoming wave as it propagates in space. The time delay for the wave to travel a distance of d between two adjacent sensors is given by =



d sin 



c



(1.12)
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Figure 1.13 Sonar: detection of objects using the intensity and time delay of reflected sound waves.
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Figure 1.14 Illustration of a beam-former, for directional reception of signals.



where c is the speed of propagation of the wave in the medium. The phase difference corresponding to a delay of  is given by  = 2 



d sin 



 = 2 F0 T0 c



(1.13)
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where T0 is the period of the sine wave. By inserting appropriate corrective time delays in the path of the samples at each sensor, and then averaging the outputs of the sensors, the signals arriving from direction will be time-aligned and coherently combined, whereas those arriving from other directions will suffer cancellations and attenuations. Figure 1.14 illustrates a beam-former as an array of digital filters arranged in space. The filter array acts as a two-dimensional space-time signal processing system. The space filtering allows the beam-former to be steered in a desired direction, for example in the direction along which the incoming signal has the maximum intensity. The phase of each filter controls the time delay, and can be adjusted to coherently combine the signals. The magnitude frequency response of each filter can be used to remove the out-of-band noise.



1.3.9 DOLBY NOISE REDUCTION Dolby noise-reduction systems work by boosting the energy and the signal-to-noise ratio of the high-frequency spectrum of audio signals. The energy of audio signals is mostly concentrated in the low-frequency part of the spectrum (below 2 kHz). The higher frequencies that convey quality and sensation have relatively low energy, and can be degraded by even a small amount of noise. For example, when a signal is recorded on a magnetic tape, the tape ‘hiss’ noise affects the quality of the recorded signal. On playback, the higher-frequency parts of an audio signal recorded on a tape have a smaller signal-to-noise ratio than the lowfrequency parts. Therefore noise at high frequencies is more audible and less masked by the signal energy. Dolby noise reduction systems broadly work on the principle of emphasising and boosting the low energy of the high-frequency signal components prior to recording the signal. When a signal is recorded, it is processed and encoded using a combination of a pre-emphasis filter and dynamic range compression. At playback, the signal is recovered using a decoder based on a combination of a de-emphasis filter and a decompression circuit. The encoder and decoder must be well matched and cancel each other out in order to avoid processing distortion. Dolby developed a number of noise-reduction systems designated Dolby A, Dolby B and Dolby C. These differ mainly in the number of bands and the pre-emphasis strategy that that they employ. Dolby A, developed for professional use, divides the signal spectrum into four frequency bands: band 1 is low-pass and covers 0 to 80 Hz; band 2 is band-pass and covers 80 Hz to 3 kHz; band 3 is high-pass and covers above 3 kHz; and band 4 is also high-pass and covers above 9 kHz. At the encoder the gain in each band is adaptively adjusted to boost low-energy signal components. Dolby A provides a maximum gain of 10–15 dB in each band if the signal level falls 45 dB below the maximum recording level. The Dolby B and Dolby C systems are designed for consumer audio systems, and use two bands instead of the four bands used in Dolby A. Dolby B provides a boost of up to 10 dB when the signal level is low (less than 45 dB below the maximum reference) and Dolby C provides a boost of up to 20 dB, as illustrated in Figure 1.15.



1.3.10 RADAR SIGNAL PROCESSING: DOPPLER FREQUENCY SHIFT Figure 1.16 shows a simple diagram of a radar system that can be used to estimate the range and speed of an object such as a moving car or aeroplane. A radar system consists of a



16



INTRODUCTION



Relative gain (dB)



–25 –30 –35 –40 –45



0.1



1.0 Frequency (kHz)



10



Figure 1.15 Illustration of the pre-emphasis response of Dolby C: up to 20 dB boost is provided when the signal falls 45 dB below maximum recording level.
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Figure 1.16 Illustration of a radar system.



transceiver (transmitter/receiver) that generates and transmits sinusoidal pulses at microwave frequencies. The signal travels with the speed of light and is reflected back from any object in its path. The analysis of the echo received provides information such as range, speed and acceleration. The received signal has the form xt = At cos 0 t − 2rt/c



(1.14)



where At, the time-varying amplitude of the reflected wave, depends on the position and characteristics of the target, rt is the time-varying distance of the object from the radar and c is the velocity of light. The time-varying distance of the object can be expanded in a Taylor series as rt = r0 + r˙ t +



1 2 1 ... 3 r¨ t + r t + · · · 2! 3!



(1.15)
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where r0 is the distance, r˙ the velocity, r¨ the acceleration, etc. Approximating rt with the first two terms of the Taylor series expansion, we have rt ≈ r0 + r˙ t



(1.16)



Substituting Equation (1.15) in Equation (1.13) yields xt = At cos0 − 2˙r 0 /ct − 20 r0 /c



(1.17)



Note that the frequency of reflected wave is shifted by an amount d = 2˙r 0 /c



(1.18)



This shift in frequency is known as the Doppler frequency. If the object is moving towards the radar then the distance rt is decreasing with time, r˙ is negative, and an increase in the frequency is observed. Conversely, if the object is moving away from the radar, then the distance rt is increasing, r˙ is positive, and a decrease in the frequency is observed. Thus the frequency analysis of the reflected signal can reveal information on the direction and speed of the object. The distance r0 is given by r0 = 05 T × c



(1.19)



where T is the round-trip time for the signal to hit the object and arrive back at the radar and c is the velocity of light.



1.4 SAMPLING AND ANALOGUE-TO-DIGITAL CONVERSION A digital signal is a sequence of real-valued or complex-valued numbers, representing the fluctuations of an information-bearing quantity with time, space or some other variable. The basic elementary discrete-time signal is the unit-sample signal, m, defined as  1 m=0 m = (1.20) 0 m = 0 where m is the discrete time index. A digital signal, xm, can be expressed as the sum of a number of amplitude-scaled and time-shifted unit samples as xm =



 



xkm − k



(1.21)



k=−



Figure 1.17 illustrates a discrete-time signal. Many random processes, such as speech, music, radar and sonar, generate signals that are continuous in time and continuous in amplitude. Continuous signals are termed ‘analogue’ because their fluctuations with time are analogous to the variations of the signal source. For digital processing, analogue signals are sampled, and each sample is converted into an n-bit digit. The digitisation process should be performed such that the original signal can be recovered from its digital version with no loss of
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Figure 1.17 A discrete-time signal and its envelope of variation with time.
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Figure 1.18 Configuration of a digital signal processing system.



information, and with as high a fidelity as is required in an application. Figure 1.18 illustrates a block diagram configuration of a digital signal processor with an analogue input. The lowpass filter (LPF) removes out-of-band signal frequencies above a pre-selected range. The sample-and-hold (S/H) unit periodically samples the signal to convert the continuous-time signal into a discrete-time signal. The analogue-to-digital converter (ADC) maps each continuous amplitude sample into an n-bit digit. After processing, the digital output of the processor can be converted back into an analogue signal using a digital-to-analogue converter (DAC) and a low-pass filter, as illustrated in Figure 1.18.



1.4.1 SAMPLING AND RECONSTRUCTION OF ANALOGUE SIGNALS The conversion of an analogue signal to a sequence of n-bit digits consists of two basic steps of sampling and quantisation. The sampling process, when performed with sufficiently high speed, can capture the fastest fluctuations of the signal, and can be a loss-less operation in that the analogue signal can be recovered through interpolation of the sampled sequence, as described in Chapter 10. The quantisation of each sample into an n-bit digit involves some irrevocable error and possible loss of information. However, in practice the quantisation error can be made negligible by using an appropriately high number of bits as in a digital audio hi-fi. A sampled signal can be modelled as the product of a continuous-time signal, xt, and a periodic impulse train, pt, as xsampled t = xtpt =



  m=−



xt t − mTs 



(1.22)



SAMPLING AND ANALOGUE-TO-DIGITAL CONVERSION



19



where Ts is the sampling interval and the sampling function, pt, is defined as  



pt =



t − mTs 



(1.23)



m=−



The spectrum, Pf , of the sampling function, pt, is also a periodic impulse train given by Pf  =



 



f − kFs 



(1.24)



k=−



where Fs = 1/Ts is the sampling frequency. Since multiplication of two time-domain signals is equivalent to the convolution of their frequency spectra, we have Xsampled f  = FT xtpt = Xf ∗ Pf  =



 



f − kFs 



(1.25)



k=−



where the operator FT  denotes the Fourier transform. In Equation (1.25) the convolution of a signal spectrum Xf  with each impulse, f − kFs , shifts Xf  and centres it on kFs . Hence, as expressed in Equation (1.25), the sampling of a signal xt results in a periodic repetition of its spectrum Xf  centred on frequencies 0 ±Fs  ±2Fs  When the sampling frequency, Fs , is higher than twice the maximum frequency content of the signal, BH2 (i.e. Fs > 2B), then the repetitions of the signal spectra are separated, as shown in Figure 1.19. In this case, the analogue signal can be recovered by passing the sampled signal through an analogue low-pass filter with a cut-off frequency of just above BH2 . If the sampling frequency is less than 2B (i.e. Fs < 2B), then the adjacent repetitions of the spectrum overlap and the original spectrum cannot be recovered. The distortion, due to an insufficiently high sampling rate, is irrevocable and is known as aliasing. This observation is the basis of the Nyquist sampling theorem, which states: a bandlimited continuous-time signal, with a highest frequency content (bandwidth) of B Hz, can be recovered from its samples provided that the sampling frequency Fs > 2B samples per second. In practice, sampling is achieved using an electronic switch that allows a capacitor to charge up or down to the level of the input voltage once every Ts seconds, as illustrated in Figure 1.20. As illustrated in Figure 1.19, the staircase shape of a sample-and-hold signal can be obtained by filtering the idealised impulse-train sampled signal through a filter with a rectangular impulse response.



1.4.2 QUANTISATION For digital signal processing, continuous-amplitude samples from the sample-and-hold are quantised and mapped into n-bit binary digits. For quantisation to n bits, the amplitude range of the signal is divided into 2n discrete levels, and each sample is quantised to the nearest quantisation level, and then mapped to the binary code assigned to that level. Figure 1.21 illustrates the quantisation of a signal into four discrete levels. Quantisation is a many-to-one mapping, in that all the values that fall within the continuum of a quantisation band are
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Figure 1.19 Sample-and-hold signal modelled as impulse-train sampling followed by convolution with a rectangular pulse. R2 x(t)
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Figure 1.20 A simplified sample-and-hold circuit diagram.



mapped to the centre of the band. The mapping between an analogue sample, xa m, and its quantised value, xm, can be expressed as xm = Qxa m where Q· is the quantising function.



(1.26)
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Figure 1.21 Illustration of offset-binary scalar quantisation.



The performance of a quantiser is measured by signal-to-quantisation noise ratio, SQNR, per bit. The quantisation noise is defined as em = xm − xa m



(1.27)



Now consider an n-bit quantiser with an amplitude range of ±V volts. The quantisation step size is  = 2V/2n . Assuming that the quantisation noise is a zero-mean uniform process with an amplitude range of ±/2, we can express the noise power as 







E e m = 2
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−/2
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(1.28)



2 −2n



V 2  = 12 3 2



where fE em = 1/ is the uniform probability density function of the noise. Using Equation (1.27), the signal-to-quantisation noise ratio is given by    PSignal E x2 m = 10 log SQNR n = 10 log10 10 E e2 m V 2 2−2n /3  2 V (1.29) = 10 log10 3 − 10 log10 + 10 log10 22n PSignal = 477 −  + 6n where Psignal is the mean signal power and  is the ratio in decibels of the peak signal power, V 2 , to the mean signal power, Psignal . Therefore, from Equation (1.28), every additional bit in an analogue-to-digital converter results in 6 dB improvement in signal-to-quantisation noise ratio.
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Noise can be defined as an unwanted signal that interferes with the communication or measurement of another signal. A noise itself is a signal that conveys information regarding the source of the noise. For example, the noise from a car engine conveys information regarding the state of the engine and how smoothly it is running. The sources of noise are many and varied and include thermal noise intrinsic to electric conductors, shot noise inherent in electric current flows, audio-frequency acoustic noise emanating from moving, vibrating or colliding sources such as revolving machines, moving vehicles, computer fans, keyboard clicks, wind, rain, etc. and radio-frequency electromagnetic noise that can interfere with the transmission and reception of voice, image and data over the radio-frequency spectrum. Signal distortion is the term often used to describe a systematic undesirable change in a signal and refers to changes in a signal due to the nonideal characteristics of the communication channel, reverberations, echo, multipath reflections and missing samples. Noise and distortion are the main factors limiting the capacity of data transmission in telecommunications and accuracy in signal measurement systems. Therefore the modelling and removal of the effects of noise and distortions have been at the core of the theory and
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practice of communications and signal processing. Noise reduction and distortion removal are important problems in applications such as cellular mobile communications, speech recognition, image processing, medical signal processing, radar and sonar, and in any application where the signals cannot be isolated from noise and distortion. In this chapter, we study the characteristics and modelling of several different forms of noise.



2.1 INTRODUCTION Noise may be defined as any unwanted signal that interferes with the communication, measurement, perception or processing of an information-bearing signal. Noise is present in various degrees in almost all environments. For example, in a digital cellular mobile telephone system, there may be several varieties of noise that could degrade the quality of communication, such as acoustic background noise, thermal noise, shot noise, electromagnetic radio-frequency noise, co-channel radio interference, radio-channel distortion, acoustic and line echoes, multipath reflection, fading and signal processing noise. Noise can cause transmission errors and may even disrupt a communication process; hence noise processing is an important and integral part of modern telecommunications and signal processing systems. The success of a noise processing method depends on its ability to characterise and model the noise process, and to use the noise characteristics advantageously to differentiate the signal from the noise. Depending on its source, a noise can be classified into a number of categories, indicating the broad physical nature of the noise, as follows: (1) Acoustic noise – emanates from moving, vibrating or colliding sources and is the most familiar type of noise present to various degrees in everyday environments. Acoustic noise is generated by such sources as moving cars, air-conditioners, computer fans, traffic, people talking in the background, wind, rain, etc. (2) Thermal noise and shot noise – thermal noise is generated by the random movements of thermally energised particles in an electric conductor. Thermal noise is intrinsic to all conductors and is present without any applied voltage. Shot noise consists of random fluctuations of the electric current in an electrical conductor and is intrinsic to current flow. Shot noise is caused by the fact that the current is carried by discrete charges (i.e. electrons) with random fluctuations and random arrival times. (3) Electromagnetic noise – present at all frequencies and in particular at the radio frequency range (kHz to GHz range) where telecommunications take place. All electric devices, such as radio and television transmitters and receivers, generate electromagnetic noise. (4) Electrostatic noise – generated by the presence of a voltage with or without current flow. Fluorescent lighting is one of the more common sources of electrostatic noise. (5) Channel distortions, echo and fading – due to nonideal characteristics of communication channels. Radio channels, such as those at GHz frequencies used by cellular mobile phone operators, are particularly sensitive to the propagation characteristics of the channel environment and fading of signals. (6) Processing noise – the noise that results from the digital-to-analogue processing of signals, e.g. quantisation noise in digital coding of speech or image signals, or lost data packets in digital data communication systems.



WHITE NOISE



25



Depending on its frequency spectrum or time characteristics, a noise process can be further classified into one of several categories as follows: (1) White noise – purely random noise that has a flat power spectrum. White noise theoretically contains all frequencies in equal intensity. (2) Band-limited white noise – a noise with a flat spectrum and a limited bandwidth that usually covers the limited spectrum of the device or the signal of interest. (3) Narrowband noise – a noise process with a narrow bandwidth such as a 50–60 Hz ‘hum’ from the electricity supply. (4) Coloured noise – nonwhite noise or any wideband noise whose spectrum has a nonflat shape; examples are pink noise, brown noise and autoregressive noise. (5) Impulsive noise – consists of short-duration pulses of random amplitude and random duration. (6) Transient noise pulses – consists of relatively long duration noise pulses.



2.2 WHITE NOISE White noise is defined as an uncorrelated random noise process with equal power at all frequencies (Figure 2.1). A random noise that has the same power at all frequencies in the range of ± would necessarily need to have infinite power, and is therefore only a theoretical concept. However a band-limited noise process, with a flat spectrum covering the frequency range of a band-limited communication system, is to all intents and purposes from the point of view of the system a white noise process. For example, for an audio system with a bandwidth of 10 kHz, any flat-spectrum audio noise with a bandwidth of equal to or greater than 10 kHz looks like white noise. The autocorrelation function of a continuous-time zero-mean white noise process with a variance of  2 is a delta function [Figure 2.1(b)] given by rNN  = E NtNt +  =  2 
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Figure 2.1 (a) Illustration of white noise. (b) Its autocorrelation function is a delta function. (c) Its power spectrum is constant.
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The power spectrum of a white noise, obtained by taking the Fourier transform of Equation (2.1), is given by PNN f =







rNN t e−j2ft dt =  2



(2.2)



−



Equation (2.2) and Figure 2.1(c) show that a white noise has a constant power spectrum.



2.2.1 BAND-LIMITED WHITE NOISE Pure white noise is a theoretical concept, since it would need to have infinite power to cover an infinite range of frequencies. Furthermore, a discrete-time signal by necessity has to be band-limited, with its highest frequency less than half the sampling rate. A more practical concept is band-limited white noise, defined as a noise with a flat spectrum in a limited bandwidth. The spectrum of band-limited white noise with a bandwidth of B Hz is given by   2 f  ≤ B (2.3) PNN f  = 0 otherwise Thus the total power of a band-limited white noise process is 2B 2 . The autocorrelation function of a discrete-time band-limited white noise process has the shape of a sinc function and is given by rNN Ts k = 2B 2



sin2BTs k 2BTs k



(2.4)



where Ts is the sampling period. For convenience of notation, Ts is usually assumed to be unity. For the case when Ts = 1/2B, i.e. when the sampling rate is equal to the Nyquist rate, Equation (2.4) becomes rNN Ts k = 2B 2



sink = 2B 2 k k



(2.5)



In Equation (2.5) the autocorrelation function is a delta function.



2.3 COLOURED NOISE Although the concept of white noise provides a reasonably realistic and mathematically convenient and useful approximation to some predominant noise processes encountered in telecommunications systems, many other noise processes are nonwhite. The term ‘coloured noise’ refers to any broadband noise with a nonwhite spectrum. For example most audiofrequency noise, such as the noise from moving cars, noise from computer fans, electric drill noise and people talking in the background, has a nonwhite predominantly low-frequency spectrum. Also, a white noise passing through a channel is ‘coloured’ by the shape of the frequency response of the channel. Two classic varieties of coloured noise are so-called ‘pink noise’ and ‘brown noise’, shown in Figures 2.2 and 2.3.
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Figure 2.2 (a) A pink noise signal and (b) its magnitude spectrum.
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Figure 2.3 (a) A brown noise signal and (b) its magnitude spectrum.



2.4 IMPULSIVE NOISE Impulsive noise consists of random short-duration ‘on/off’ noise pulses, caused by a variety of sources, such as switching noise, electromagnetic interference, adverse channel environment in a communication system, drop-outs or surface degradation of audio recordings, clicks from computer keyboards, etc. Figure 2.4(a) shows an ideal impulse and its frequency spectrum. In communication systems, a real impulsive-type noise has a duration that is normally more than one sample long. For example, in the context of audio signals, short-duration, sharp pulses, of up to 3 ms (60 samples at a 20 kHz sampling rate) may be considered as impulsive noise. Figure 2.4(b) and (c) illustrates two examples of short-duration pulses and their respective spectra. In a communications system, an impulsive noise originates at some point in time and space, and then propagates through the channel to the receiver. The received noise is timedispersed and shaped by the channel, and can be considered as the channel impulse response. In general, the characteristics of a communication channel may be linear or nonlinear,



28



NOISE AND DISTORTION



ni1(m) = δ(m)



Ni1(f)



⇔



(a) m



f



ni2(m)



Ni2(f)



⇔



(b) m



f



ni3(m)



Ni3(f)



⇔



(c) m



f



Figure 2.4 Time and frequency sketches of: (a) an ideal impulse; (b) and (c) short-duration pulses.
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Figure 2.5 Illustration of variations of the impulse response of a nonlinear system with increasing amplitude of the impulse.



stationary or time-varying. Furthermore, many communications systems exhibit a nonlinear characteristic in response to a large-amplitude impulse. Figure 2.5 illustrates some examples of impulsive noise, typical of that observed on an old gramophone recording. In this case, the communication channel is the playback system, and may be assumed to be time-invariant. The figure also shows some variations of the channel characteristics with the amplitude of impulsive noise. For example, in Figure 2.5(c) a large impulse excitation has generated a decaying transient pulse with time-varying period. These variations may be attributed to the nonlinear characteristics of the playback mechanism.



TRANSIENT NOISE PULSES



29



2.5 TRANSIENT NOISE PULSES Transient noise pulses, observed in most communications systems, are caused by interference. Transient noise pulses often consist of a relatively short, sharp initial pulse followed by decaying low-frequency oscillations, as shown in Figure 2.6. The initial pulse is usually due to some external or internal impulsive interference, whereas the oscillations are often due to the resonance of the communication channel excited by the initial pulse, and may be considered as the response of the channel to the initial pulse. In a telecommunications system, a noise pulse originates at some point in time and space, and then propagates through the channel to the receiver. The noise pulse is shaped by the channel characteristics, and may be considered as the channel pulse response. Thus, we should be able to characterize the transient noise pulses with a similar degree of consistency as in characterizing the channels through which the pulses propagate. As an illustration of the shape of a transient noise pulse, consider the scratch pulses from a damaged gramophone record shown in Figure 2.6(a) and (b). Scratch noise pulses are acoustic manifestations of the response of the stylus and the associated electromechanical playback system to a sharp physical discontinuity on the recording medium. Since scratches are essentially the impulse response of the playback mechanism, it is expected that, for a given system, various scratch pulses exhibit similar characteristics. As shown in Figure 2.6(b), a typical scratch pulse waveform often exhibits two distinct regions: (1) the initial high-amplitude pulse response of the playback system to the physical discontinuity on the record medium; followed by (2) decaying oscillations that cause additive distortion; the initial pulse is relatively short and has a duration on the order of 1–5 ms, whereas the oscillatory tail has a longer duration and may last up to 50 ms or more. Note in Figure 2.6(b) that the frequency of the decaying oscillations decreases with time. This behaviour may be attributed to the nonlinear modes of response of the electromechanical playback system excited by the physical scratch discontinuity. Observations of many scratch waveforms from damaged gramophone records reveals that they have a well-defined profile, and can be characterised by a relatively small number of typical templates. Scratch pulse modelling and removal is considered in detail in Chapter 13.
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Figure 2.6 (a) A scratch pulse and music from a gramophone record. (b) The averaged profile of a gramophone record scratch pulse.
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2.6 THERMAL NOISE Thermal noise, also referred to as Johnson noise (after its discoverer, J.B. Johnson), is generated by the random movements of thermally energised (agitated) particles inside an electric conductor. Thermal noise is intrinsic to all resistors and is not a sign of poor design or manufacture, although some resistors may also have excess noise. Thermal noise cannot be circumvented by good shielding or grounding. Note that thermal noise happens at equilibrium without the application of a voltage. The application of a voltage and the movement of current in a conductor cause an additional random fluctuation known as shot noise, as described in the next section. The concept of thermal noise has its roots in thermodynamics and is associated with the temperature-dependent random movements of free particles such as gas molecules in a container or electrons in a conductor. Although these random particle movements average to zero, the fluctuations about the average constitute the thermal noise. For example, the random movements and collisions of gas molecules in a confined space produce random fluctuations about the average pressure. As the temperature increases, the kinetic energy of the molecules and the thermal noise increase. Similarly, an electrical conductor contains a very large number of free electrons, together with ions that vibrate randomly about their equilibrium positions and resist the movement of the electrons. The free movement of electrons constitutes random spontaneous currents, or thermal noise, that average to zero since, in the absent of a voltage, electrons move in different directions. As the temperature of a conductor, from heat provided by its surroundings, increases, the electrons move to higher-energy states and the random current flow increases. For a metallic resistor, the mean square value of the instantaneous voltage due to the thermal noise is given by v2 = 4kTRB



(2.6)



where k = 1 38 × 10−23 J/k is the Boltzmann constant, T is the absolute temperature in degrees Kelvin, R is the resistance in ohms and B is the bandwidth. From Equation (2.6) and the preceding argument, a metallic resistor sitting on a table can be considered as a generator of thermal noise power, with a mean square voltage v2 and an internal resistance R. From circuit theory, the maximum available power delivered by a ‘thermal noise generator’, dissipated in a matched load of resistance R, is given by PN = i 2 R = R=



v2 4R



v



rms



2



2R



= kTB



W



(2.7)



where vrms is the root mean square voltage. The spectral density of thermal noise is given by PN f  =



kT W/Hz 2



(2.8)



From Equation (2.8), the thermal noise spectral density has a flat shape, i.e. thermal noise is a white noise. Equation (2.8) holds well up to very high radio-frequencies of 1013 Hz.
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2.7 SHOT NOISE Shot noise consists of random fluctuations of the electric current in a conductor. Shot noise is caused by the fact that a current is carried by discrete electronic charges (i.e. electrons) with random arrival times. The strength of this noise increases with the increasing average current flowing through the conductor. The term shot noise arose from the analysis of random variations in the emission of electrons from the cathode of a vacuum tube. Discrete electron particles in a current flow arrive at random times, and therefore there will be fluctuations about the average particle flow. The fluctuations in the rate of particle flow constitute the shot noise. Other instances of shot noise arise in the flow of photons in a laser beam, the flow and recombination of electrons and holes in semiconductors, and the flow of photoelectrons emitted in photodiodes. Note that shot noise is different from thermal noise, described in Section 2.6. Thermal noise is due to ‘unforced’ random fluctuations of current (movement of particles) related to temperature and happens without any applied voltage or average current flowing. Shot noise, however, happens when there is a voltage difference and a current flow. Shot noise cannot be eliminated as it is an intrinsic part of the movement of charges that constitutes a current. In contrast, thermal noise can be reduced by reducing the operating temperature of the device. The concept of randomness of the rate of emission or arrival of particles implies that the random variations of shot noise can be modelled by a Poisson probability distribution (see Chapter 3). The most basic statistics of shot noise, namely the mean and variance of the noise, were reported by Campbell in 1909. Rice provided an analysis of shot noise when the underlying Poisson process has a constant intensity and showed that, as the intensity of the current tends to infinity, i.e. when the average number of arrivals of charges during the observing time is large, the probability distribution of the shot noise tends to a Gaussian distribution. Now consider an electric current as the flow of discrete electric charges. As explained, the flow of electrons is not smooth and there will be random fluctuations in the form of shot of noise. If the charges act independently of each other, it can be shown that noise current is given by INoise rms = 2eIB1/2



(2.9)



where e = 1 6 × 10−19 C is the electron charge, I is the current and B is the measurement bandwidth. For example, a ‘steady’ current I of 1 A in a bandwidth 1 MHz has an rms fluctuation of 0 57 A. Equation (2.9) assumes that the charge carriers making up the current act independently. That is the case for charges crossing a barrier, such as, for example, the current in a junction diode, where the charges move by diffusion; however, it is not true for metallic conductors, where there are long-range correlations between charge carriers.



2.8 ELECTROMAGNETIC NOISE Electromagnetic waves present in the environment constitute a level of background noise that can interfere with the operation of communication and signal processing systems. Electromagnetic waves may emanate from man-made devices or natural sources. The primary natural source of electromagnetic waves is the Sun. In the order of decreasing wavelength
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and increasing frequency, various types of electromagnetic radiation include: electric motors (kHz), radio waves (kHz to GHz), microwaves 1011 Hz, infrared radiation 1013 Hz, visible light 1014 Hz, ultraviolet radiation 1015 Hz, X-rays 1020 Hz and -radiation 1023 Hz. Virtually every electrical device that generates, consumes or transmits power is a source of pollution of radio spectrum and a potential source of electromagnetic noise interference for other systems. In general, the higher the voltage or the current level, and the closer the proximity of electrical circuits/devices, the greater will be the induced noise. The common sources of electromagnetic noise are transformers, radio and television transmitters, mobile phones, microwave transmitters, a.c. power lines, motors and motor starters, generators, relays, oscillators, fluorescent lamps and electrical storms. Electrical noise from these sources can be categorized into two basic types: electrostatic and magnetic. These two types of noise are fundamentally different, and thus require different noise-shielding measures. Unfortunately, most of the common noise sources listed above produce combinations of the two noise types, which can complicate the noise reduction problem. Electrostatic fields are generated by the presence of voltage, with or without current flow. Fluorescent lighting is one of the more common sources of electrostatic noise. Magnetic fields are created either by the flow of electric current or by the presence of permanent magnetism. Motors and transformers are examples of the former, and the Earth’s magnetic field is an instance of the latter. In order for noise voltage to be developed in a conductor, magnetic lines of flux must be cut by the conductor. Electric (and noise) generators function on this basic principle. In the presence of an alternating field, such as that surrounding a 50–60 Hz power line, voltage will be induced into any stationary conductor as the magnetic field expands and collapses. Similarly, a conductor moving through the Earth’s magnetic field has a noise voltage generated in it as it cuts the lines of flux. The main sources of electromagnetic interference in mobile communications systems are the radiations from the antennas of other mobile phones and base stations. The electromagnetic interference by mobile users and base stations can be reduced by the use of narrow-beam adaptive antennas, the so-called ‘smart antennas’, as described in Chapter 17.



2.9 CHANNEL DISTORTIONS On propagating through a channel, signals are shaped, delayed and distorted by the frequency response and the attenuating (fading) characteristics of the channel. There are two main manifestations of channel distortions: magnitude distortion and phase distortion. In addition, in radio communication, we have the multipath effect, in which the transmitted signal may take several different routes to the receiver, with the effect that multiple versions of the signal with different delay and attenuation arrive at the receiver. Channel distortions can degrade or even severely disrupt a communication process, and hence channel modelling and equalization are essential components of modern digital communications systems. Channel equalization is particularly important in modern cellular communications systems, since the variations of channel characteristics and propagation attenuation in cellular radio systems are far greater than those of the landline systems. Figure 2.7 illustrates the frequency response of a channel with one invertible and two noninvertible regions. In the noninvertible regions, the signal frequencies are heavily attenuated and lost to the channel noise. In the invertible region, the signal is distorted but recoverable.
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Figure 2.7 Illustration of channel distortion: (a) the input signal spectrum; (b) the channel frequency response; (c) the channel output.



This example illustrates that the channel inverse filter must be implemented with care in order to avoid undesirable results such as noise amplification at frequencies with a low signal-to-noise ratio. Channel equalization is covered in detail in Chapter 15.



2.10 ECHO AND MULTIPATH REFLECTIONS Multipath and echo are distortions due to reflections of signals from points where the physical characteristics of the medium through which the signals propagates change. Multipath and echo happen for both acoustic and electromagnetic signals. Echo implies that part of the signal is returned to the source. Telephone line echoes are due to the reflection of the electric signals at the point of mismatch where the two-wire subscriber line is converted to the four-wire trunk lines. Acoustic echoes are due to feedback between the speakers and microphones. Cancellation of line and acoustic echoes remain important issues in modern communications systems and are discussed in Chapter 14. Multipath implies that the transmitted signal arrives at the destination after reflections from several different points or surfaces and through a number of different paths. In room acoustics, multipath propagation of sound waves causes reverberation of sounds. In cellular mobile communications environments, multipath propagation can cause severe distortion of the signals if it is not modelled and compensated for. Chapter 17 provides an introduction to multipath effects in mobile communications systems.



2.11 MODELLING NOISE The objective of modelling is to characterise the structures and the patterns in a signal or a noise process. To model a noise accurately, we need a structure for modelling both the temporal and the spectral characteristics of the noise. Accurate modelling of noise statistics is the key to high-quality noisy signal classification and enhancement. Even the seemingly simple task of signal/noise classification is crucially dependent on the availability of good signal and noise models, and on the use of these models within a Bayesian framework. Hidden Markov models (described in Chapter 5) are a good structure for modelling signals or noise.
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Figure 2.8 Illustration of: (a) the time-waveform of a drill noise, and (b) the frequency spectrum of the drill noise.



One of the most useful and indispensable tools for gaining insight into the structure of a noise process is the use of Fourier transform for frequency analysis. Figure 2.8 illustrates the noise from an electric drill, which, as expected, has a periodic structure. The spectrum of the drilling noise shown in Figure 2.8(a) reveals that most of the noise energy is concentrated in the lower-frequency part of the spectrum. In fact, it is true of most audio signals and noise that they have a predominantly low-frequency spectrum. However, it must be noted that the relatively lower-energy high-frequency part of audio signals plays an important part in conveying sensation and quality. Figures 2.9(a) and (b) show examples of the spectra of car noise recorded from a BMW and a Volvo. The noise in a car is nonstationary and varied, and may include as sources quasiperiodic noise from the car engine and the revolving mechanical parts of the car: (1) noise from the surface contact of wheels and the road surface; (2) noise from the air flow into the car through the air ducts, windows, sunroof, etc.; (3) noise from passing/overtaking vehicles.
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The characteristic of car noise varies with speed, road surface conditions, weather and the environment within the car. The simplest method for noise modelling, often used in current practice, is to estimate the noise statistics from the signal-inactive periods. In optimal Bayesian signal processing
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Figure 2.9 Power spectra of car noise: (a) a BMW at 70 mph and (b) a Volvo at 70 mph.
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methods, a set of probability models, such as hidden Markov models (HMMs) or Gaussian mixture models (GMMs), is trained for the signal and the noise processes. The models are then used for the decoding of the underlying states of the signal and noise, and for noisy signal recognition and enhancement. Indeed, modelling noise is not, in principle, different 85 90
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Figure 2.10 Illustration of the mean (left) and standard deviation (right) of the magnitude spectra of: (a) car noise; (b) train noise; and (c) street noise.
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from modelling speech and the Bayesian inference method described in Chapter 4 and HMMs described in Chapter 5 can be applied to estimation of noise models. Figure 2.10 illustrates the variations of the envelopes of the spectra of car noise, train noise and street noise. The spectral envelopes were obtained as the magnitude frequency responses of linear prediction models of the noise. Also shown are the mean values and the variance of the envelopes.



2.11.1 ADDITIVE WHITE GAUSSIAN NOISE MODEL In classical communication theory, it is often assumed that the noise is a stationary additive white Gaussian (AWGN) process. Although for some problems this is a valid assumption and leads to mathematically convenient and useful solutions, in practice the noise is often time-varying, correlated and non-Gaussian. This is particularly true for impulsive-type noise and for acoustic noise, which are nonstationary and non-Gaussian and hence cannot be modelled using the AWGN assumption. Nonstationary and non-Gaussian noise processes can be modelled by a Markovian chain of stationary subprocesses as described briefly in the next section and in detail in Chapter 5.



2.11.2 HIDDEN MARKOV MODEL FOR NOISE Most noise processes are nonstationary; that is the statistical parameters of the noise, such as its mean, variance and power spectrum, vary with time. Nonstationary processes may be modelled using the HMMs described in detail in Chapter 5. An HMM is essentially a finitestate Markov chain of stationary subprocesses. The implicit assumption in using HMMs for noise is that the noise statistics can be modelled by a Markovian chain of stationary subprocesses. Note that a stationary noise process can be modelled by a single-state HMM. For a nonstationary noise, a multistate HMM can model the time variations of the noise process with a finite number of stationary states. For non-Gaussian noise, a mixture Gaussian density model can be used to model the space of the noise within each state. In general, the number of states per model and number of mixtures per state required to accurately model a noise process depends on the nonstationary character of the noise. An example of a nonstationary noise is the impulsive noise of Figure 2.11(a). Figure 2.11(b) shows a two-state HMM of the impulsive noise sequence: the state S0 models the ‘impulseoff’ periods between the impulses, and state S1 models an impulse. In those cases where a01 = α a11 = α S11
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Figure 2.11 (a) An impulsive noise sequence. (b) A binary-state model of impulsive noise.



BIBLIOGRAPHY



37



each impulse has a well-defined temporal structure, it may be beneficial to use a multi-state HMM to model the pulse itself. HMMs are used in Chapter 12 for modelling impulsive noise, and in Chapter 15 for channel equalisation.
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Information is knowledge or data about the states of a random variable. Information theory allows prediction and estimation through modelling the history of the dependencies of the state sequence of a random process. For example, the history of fluctuations of random variables, such as weather, the demand on a cellular mobile system or stock market prices may be used to obtain a finite-state model of these random variables. In communication signal processing, an information model is essentially a probability model of the transitions between the states of a random process and the distribution of the variable within each state of the process. Probability models form the foundation of information theory. Information is quantified in units of ‘bits’ in terms of a logarithmic function of probability. Probability models are used in communications and signal processing systems to characterise and predict random signals in a diverse areas of applications such as: speech/image recognition, audio/video coding, bioengineering, weather forecasting, financial data modelling, noise reduction,
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communication networks and prediction of the call demand on a service facility such as a mobile phone network. This chapter introduces the concept of random process and probability models and explores the relationship between probability and information. The concept of entropy is introduced as a measure for quantification of information, and its application in Huffman coding is presented. Finally, several different forms of probability models and their applications in communication signal processing are considered.



3.1 INTRODUCTION Probability models form the foundation of information theory. As shown in Figure 3.1, many applications of information theory, such as data and signal compression, pattern recognition, decision-making, search engines and artificial intelligence, are based on the use of probability models. As shown later in this chapter, information is measured and quantified in units of ‘bits’ in terms of a logarithmic function of probability. It would be impossible to develop advanced communication systems without the use of probability and information theory. Information theory deals with signals that are random such as text, speech, image, noise and time series. Indeed, a signal cannot convey information without being random in the sense that a predictable signal has no information and conversely the future values of an information-bearing signal are not predictable from the past values. The modelling, quantification and ranking of information in communication systems require appropriate mathematical tools to model the randomness of information-bearing signals, and the main tools for modelling randomness in a signal are those offered by statistics and probability theory. In communication signal processing, an information model is essentially a probability model that models the transitions between the states of a random variable and the distribution of the variable and noise within each state of the process.
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Figure 3.1 A tree-structure illustration of probability models leading to information theory and applications in information management, entropy coding and pattern recognition.
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This chapter begins with a study of random processes and probability models. Probability models are used in communications and signal processing systems to characterise and predict random signals in diverse areas of applications such as speech/image recognition, audio/video coding, bioengineering, weather forecasting, financial data modelling, noise reduction, communication networks and prediction of the call demand on a service facility such as a mobile phone network. The concepts of randomness, information and entropy are introduced and their close relationships explored. A random process can be completely described in terms of a probability model, but may also be characterised with relatively simple statistics, such as the mean, the correlation and the power spectrum. We study stationary, nonstationary and finitestate processes. We consider some widely used classes of random processes, and study the effect of filtering or transformation of a signal on its probability distribution. Finally, several applications of probability models in communication signal processing are considered.



3.2 RANDOM SIGNALS Signals, in terms of one of their most fundamental characteristics, can be classified into two broad categories: (1) deterministic signals such as sine waves that on their own have no information content but can be modulated by a random information-bearing signal; (2) Random signals, such as speech and image, that have information. In each class, a signal may be continuous or discrete in time, may have continuous-valued or discrete-valued amplitudes and may be one-dimensional or multidimensional. A deterministic signal has a predetermined trajectory in time and/or space. The exact fluctuations of a deterministic signal can be described in terms of a function of time, and its exact value at any time is predictable from the functional description and the past history of the signal. For example, a sine wave xt can be modelled, and accurately predicted either by a second-order linear predictive model or by the more familiar equation xt = A sin2ft + . Note that a deterministic signal carries no information other than its own shape and parameters. Deterministic signals are a theoretical concept. Random signals have unpredictable fluctuations; hence it is not possible to formulate an equation that can predict the exact future value of a random signal. Most signals of interest such as speech, music and noise are at least partly random. The concept of randomness is closely associated with the concepts of information, bandwidth and noise. For a signal to have a capacity to convey information, it must have a degree of randomness: a predictable signal conveys no information. Therefore the random part of a signal is either the information content of the signal, or noise, or a mixture of information and noise. In telecommunications it is a waste of resources such as time, power and bandwidth to retransmit the predictable part of a signal. Hence signals are randomised (de-correlated) before transmission. Although a random signal is not predictable, it often exhibits a set of well-defined statistical values such as maximum, minimum, mean, median, variance, power spectrum and higherorder statistics. A random process is described in terms of its statistics, and most completely in terms of a probability model from which its statistics can be calculated.
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Figure 3.2 Illustration of deterministic and random signal models: (a) a deterministic signal model; (b) a random signal model.



Example 3.1: A Deterministic Signal Model Figure 3.2(a) shows a model of a deterministic discrete-time signal. The model generates an output signal, xm, from P past samples as xm = h1 xm − 1 xm − 2     xm − P + m



(3.1)



where the function h1 may be a linear or a nonlinear model and m is a delta function that acts as an initial ‘kick-start’ impulse input. Note that there is no sustained input. A functional description of the model h1 , together with the P initial sample values, is all that is required to generate or predict the future values of the signal xm. For example for a digital sinusoidal signal generator (i.e. a digital oscillator), Equation (3.1) becomes xm = a1 xm − 1 + a2 xm − 2 + m



(3.2)



where the parameter a1 = 2 cos2F0 /Fs  determines the oscillation frequency F0 of the sinusoid at a sampling frequency of Fs . Example 3.2: A Random Signal Model Figure 3.2(b) is a model for a random signal given by xm = h2 xm − 1 xm − 2     xm − P + em



(3.3)



where the random input em models the part of the signal xm that is unpredictable, and the function h2 models the part of the signal that is correlated with and predictable from the past samples. For example, a narrowband, second-order autoregressive process can be modelled as xm = a1 xm − 1 + a2 xm − 2 + em



(3.4)



where the choice of the model parameters a1 and a2 will determine the centre frequency and the bandwidth of the process.



RANDOM SIGNALS



43



3.2.1 RANDOM AND STOCHASTIC PROCESSES A random process generates random signals. The term ‘stochastic process’ is broadly used to describe a random process that generates sequential random signals such as sequence of speech samples, a video sequence, a sequence of noise samples, a sequence of stock market fluctuations or a DNA sequence. In signal processing terminology, a random or stochastic process is also a probability model of a class of random signals, e.g. Gaussian process, Markov process, Poisson process, binomial process or multinomial process. In this chapter, we are mainly concerned with discrete-time random processes that may occur naturally or may be obtained by sampling a continuous-time band-limited random process. The term ‘discrete-time stochastic process’ refers to a class of discrete-time random signals, Xm, characterised by a probabilistic model. Each realisation of a discrete-time stochastic process, Xm, may be indexed in time and space as xm s, where m is the discrete time index, and s is an integer variable that designates a space index to each realisation of the process.



3.2.2 THE SPACE OF A RANDOM PROCESS The collection of all realisations of a random process is known as the space, or the ensemble, of the process. For an illustration, consider a random noise process over a communications network, as shown in Figure 3.3. The noise on each telephone line fluctuates randomly with time, and may be denoted nm s, where m is the discrete-time index and s denotes the line index. The collection of noise on different lines forms the space of the noise process, denoted Nm = nm s, where nm s denotes a realisation of the noise process Nm on the line s. The ‘true’ statistics of a random process are obtained from the averages taken over the space of many different realisations of the process. However, in many practical cases, only one or a finite number of realisations of a process are available. In Sections 3.6.8–3.6.10, we consider the ergodic processes in which time-averaged statistics, from a single realisation of a process, may be used instead of the ensemble-averaged statistics.



m n(m, s – 1) m n(m, s) m n(m, s + 1)



Sp



ac



e



e



Tim



Figure 3.3 Illustration of three different realisations in the space of a random noise process, Nm.
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3.2.2.1 Notation In this chapter Xm, in capitals, denotes a random process, the signal xm s is a particular realisation of the process Xm, the signal xm is any realisation of Xm, and the collection of all realisations of Xm, denoted xm s, forms the ensemble or the space of the process Xm.



3.3 PROBABILITY MODELS Probability models, initially devised to calculate the odds for the random outcomes in a chance game, provide a complete mathematical description of the distribution of a random process. In its simplest form, a probability model provides a numerical value, between 0 and 1, for the likelihood of a discrete-valued random variable assuming a particular state or value. The probability of an outcome of a variable should reflect the fraction of times that the outcome is observed to occur. It is common to quantify belief in the probability of the outcome of a process in terms of a number between 0 and 1, or in terms of its equivalent percentage. The choice of 0 for the probability of occurance of an infinitely improbable state or event is necessary it the laws of probability are to hold. The choice of 1, for the probability of a state or event that happens with certainty, is arbitrary, but it is a convenient and established choice. Probability models enable the estimation of the likely values of a process from noisy or incomplete observations. As illustrated in Figure 3.4, probability models can describe random processes that are discrete-valued, continuous- valued or finite-state continuousvalued. Figure 3.4 lists the most commonly used probability models. Probability models are often functions of the statistical parameters of the random process, such as exponential functions of the mean value and covariance of the process. At this point it is useful to define the difference between a random variable and a random process. A random variable is a variable that assumes random values such as the outcomes of a chance game or the values of a speech sample or an image pixel or the outcome of a sport match. A random process, such as a Markov process, generates random variables, usually as functions of time and space. Also a time or space series, such as a sequence of speech or an image, is often called a random process. Consider a random process that generates a time-sequence of numbers, xm. Let xm s denote a collection of different sequences generated by the same process, where m denotes
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Figure 3.4 A categorisation of different classes and forms of probability models.
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time and s is the sequence index. For a given time instant, m, the sample realisations of a random process xm s is a random variable that takes on various values across the space, s, of the process. The main difference between a random variable and a random process is that the latter generates random time/space series. Therefore the probability models used for random variables are also applied to random processes. We continue this section with the definitions of the probability functions for a random variable.



3.3.1 PROBABILITY AND RANDOM VARIABLES Classical examples of random variables are the random outcomes in a chance process, or gambling game, such as the outcomes of throwing a coin or a pair of dice, or dealing cards in a game. The space of a random variable is the collection of all the values, or outcomes, that the variable can assume. The space of a random variable can be partitioned, according to some criteria, into a number of subspaces. A subspace is a collection of signal values with a common attribute, such as a cluster of closely spaced samples, or the collection of samples with their values within a given band of values, for example the percentage of students attaining a certain grade in examinations. N A



PA =



All events i



Ni



(3.5)



Each subspace is called an event, and the probability of an event A, PA, is the ratio of the number of observed outcomes from the space of A, NA , divided by the total number of observations: From Equation (3.5), it is evident that the sum of the probabilities of all likely events in an experiment is 1: 



PA = 1



(3.6)



All events A



Example 3.3 The space of two discrete numbers obtained as outcomes of throwing a pair of dice is shown in Figure 3.5. This space can be partitioned in different ways; for example, the two subspaces A and B shown in Figure 3.5 are associated with the pair of numbers that in the case of subspace A add up to a value of greater than 8, and in the case of subspace B add up to value of less than or equal to 8. In this example, assuming that the dice are not loaded, all numbers are equally likely and the probability of each event is proportional to the total number of outcomes in the space of the event, as shown in the figure.



3.3.2 PROBABILITY MASS FUNCTION For a discrete random variable X that can assume values from a finite set of N numbers or symbols x1  x2      xN , each outcome, xi , may be considered an event and assigned a
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Figure 3.5 A two-dimensional representation of the outcomes of two dice, and the subspaces associated with the events corresponding to the sum of the dice being greater than 8, or less than or equal to 8. PA + PB = 1.



probability of occurrence. For example, if the variable is the outcome of tossing a coin, then the outcomes are heads H and tails T, hence X = H T and PX = H = PX = T = 0 5. The probability that a discrete-valued random variable X takes on a value of xi , PX = xi , is called the probability mass function (pmf). For two such random variables X and Y , the probability of an outcome in which X takes on a value of xi and Y takes on a value of yj  PX = xi  Y = yj , is called the joint probability mass function. The joint pmf can be described in terms of the conditional and the marginal probability mass functions as PXY xi  yj  = PY X yj xi PX xi  = PXY xi yj PY yj 



(3.7)



where PY X yj xi  is the conditional probability of the random variable Y taking on a value of yj conditioned on the variable X having taken a value of xi , and the so-called marginal pmf of X is obtained as PX xi  = =



M  j=1 M  j=1



PXY xi  yj  (3.8) PXY xi yj PY yj 



where M is the number of values, or outcomes, in the space of the discrete random variable Y . 3.3.2.1 Bayes’s Rule Assume we wish to find the probability that a random variable, X, takes a value of xi given that a related variable, Y , has taken a value of yj . From Equations (3.7) and (3.8), we have
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Bayes’s rule, for the conditional probability mass function, given by PXY xi yj  = =



1 P y x P x  PY yj  Y X j i X i PY X yj xi PX xi  M  i=1



(3.9)



PY X yj xi PX xi 



Bayes’s rule forms the foundation of probabilistic estimation and classification theory, introduced in Chapter 4.



Example 3.4: Probability of the Sum of Two Random Variables Figure 3.6(a) shows the pmf of a die. Now, let the variables x y represent the outcomes of throwing a pair of dice. The probability that the sum of the outcomes of throwing two dice is equal to A, is given by Px + y = A =



6 



Px = iPy = A − i



(3.10)



i=1



The pmf of the sum of two dice is plotted in Figure 3.6(b). Note from Equation (3.10) that the probability of the sum of two random variables is the convolution sum of the probability functions of the individual variables.



3.3.3 PROBABILITY DENSITY FUNCTION A continuous-valued random variable can assume an infinite number of values, in even a very small range of values, and hence the probability that it takes on any given value is infinitely small and vanishes to zero.



P(x + y)



P(x) 1 6



1 6



1



2



3



4 (a)



5



6



x



2



3



4



5



6



7



8



9 10 11 12



x+y



(b)



Figure 3.6 The probability mass function (pmf) of (a) a die, and (b) the sum of a pair of dice.
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For a continuous-valued random variable X the cumulative distribution function (cdf) is defined as the probability that the outcome is less than x: FX x = Prob X ≤ x



(3.11)



where Prob· denotes probability. The probability that a random variable X takes on a value within a range of values centred on x can be expressed as 1 1 Probx − /2 ≤ X ≤ x + /2 = ProbX ≤ x + /2 − ProbX ≤ x − /2 



1 = FX x + /2 − FX x − /2 (3.12)



Note that both sides of Equation (3.12) are divided by . As the interval tends to zero, we obtain the probability density function (pdf) as 1 F x FX x + /2 − FX x − /2 = X



→0 x



fX x = lim



(3.13)



Since FX x increases with x, the pdf of x is a non- negative-valued function, i.e. fX x ≥ 0. The integral of the pdf of a random variable X in the range ± is unity: 



fX x dx = 1



(3.14)



−



The conditional and marginal probability functions and the Bayes’ rule of Equations (3.7)– (3.9) also apply to pdfs of continuous-valued variables.



3.3.4 PROBABILITY DENSITY FUNCTIONS OF RANDOM PROCESSES The probability models obtained for random variables can be applied to random processes such as time series, speech and images. For a continuous-valued random process, Xm, the simplest probabilistic model is the univariate pdf fXm x, which is the pdf of a sample from the random process Xm taking on a value of x. A bi-variate pdf, fXmXm+n x1  x2 , describes the pdf of two samples of the process X at time instants m and m + n taking on the values x1 and x2 , respectively. In general, an M-variate pdf, fXm1 Xm2 ···XmM  x1  x2      xM , describes the pdf of a vector of M samples of a random process taking on specific values at specific time instants. For an M-variate pdf, we can write  −



fXm1 ···XmM  x1      xM  dxM = fXm1 ···XmM−1  x1      xM−1 



(3.15)
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and the sum of the pdfs of all realisations of a random process is unity, i.e.  −



···







fXm1 ···XmM  x1      xM  dx1    dxM = 1



(3.16)



−



The probability of the value of a random process at a specified time instant may be conditioned on the value of the process at some other time instant, and expressed as a conditional probability density function as fXmXn xm xn  =



fXnXm xn xm  fXm xm  fXn xn 



(3.17)



Equation (3.17) is the Bayes’ rule. If the outcome of a random process at any time is independent of its outcomes at other time instants, then the random process is uncorrelated. For an uncorrelated process a multivariate pdf can be written in terms of the products of univariate pdfs as M     fXm1 ···XmM Xn1 ···XnN   xm1      xmM xn1      xnN = fXmi  xmi 



(3.18)



i=1



Discrete-valued random processes can only assume values from a finite set of allowable numbers, x1  x2      xn . An example is the output of a binary digital communication system that generates a sequence of 1s and 0s. Discrete-time, discrete-valued, stochastic processes are characterised by multivariate probability mass functions (pmf) denoted Pxm1 ···xmM  xm1  = xi      xmM  = xk 



(3.19)



The probability that a discrete random process Xm takes on a value of xm at a time instant m can be conditioned on the process taking on a value xn at some other time instant n, and expressed in the form of a conditional pmf as PXmXn xm xn  =



PXnXm xn xm  PXm xm  PXn xn 



(3.20)



and for a statistically independent process we have M      PXm1 ···XmM Xn1 ···XnN  xm1      xmM xn1      xnN = PXmi  Xmi  = xmi



(3.21)



i=1



3.3.4.1 Histogram A histogram is a graph that shows the number of times the value of a random variable occurs in each uniform interval in a given set of observations of the variables. Given a set of observations of a random variable, the range of values of the variable is divided into N equal width bins and the number of times that the variable falls within each bin is calculated. A histogram shows the form of the probability distribution of a variable as indicated by a set of observations. Figure 3.7 shows the histogram and the probability model of Gaussian signal.
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Figure 3.7 Histogram (dashed line) and probability model of a Gaussian signal.
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Figure 3.8 The scatter plot of a two-dimensional Gaussian distribution.



Figure 3.8 shows the scatter plot of a two-dimensional Gaussian process superimposed on an ellipse which represents the standard deviation contour.



3.4 INFORMATION MODELS Information is knowledge regarding the states of a random variable. Information is discrete in nature and can be represented in a binary format in terms M of states of a variable. The states of an information-bearing variable may be arranged in a binary tree structure, as shown later in Example 3.10.
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We shall show in this section that information is measured in terms of units of bits. One bit of information is equivalent to two equal-probability states. Note that the observation from which information is obtained may be continuous-valued or discrete-valued. The information conveyed by a random process is associated with its state sequence. Examples are the states of weather, health, emotion, market share price indices, communication symbols and DNA or protein sequences. The concepts of information, randomness and probability models are closely related. For a signal to have information it must satisfy two conditions: (1) it must posses two or more states or values; (2) it must move between the states in a random manner. For example, the outcome of tossing a coin is an unpredictable binary state (heads/tails) event, a digital communications system with N -bit codewords has 2N states and the outcome of a weather forecast can be one or more of the following states: sun, cloud, cold, warm, hot, rain, snow, storm, etc.. Random processes are modelled with probability functions. It is therefore natural that information is modelled as a function of probability. The expected (average) information content of a state xi of a random variable is quantified as Ixi  = −PX xi  log PX xi  bits



(3.22)



where the base of logarithm is 2. For a binary source the information conveyed by the two states x1  x2  can be described as HX = Ix1  + Ix2 



(3.23)



= −Px1  log Px1  − Px2  log Px2  Alternatively HX in Equation (3.23) can be written as HX = −Pxi  log Pxi  − 1 − Pxi  log1 − Pxi 



i = 1 or 2



(3.24)



Note from Figure 3.9 that the information content of a variable has a value of 0 for an event whose probability is 0, i.e. an impossible event, and its value is also 0 for an event that happens with probability of 1.



3.4.1 ENTROPY Entropy gives a measure of the quantity of the information content of a random variable in terms of the minimum number of bits per symbol required to encode the variable. Entropy can be used to calculate the theoretical minimum capacity or bandwidth required for the storage or transmission of an information source such as text, image, music, etc. In his pioneering work: ‘A mathematical theory of communication’ (Bell Syst. Tech. J., 27: 379–423, 623–656),
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Figure 3.9 Illustration of Ixi  vs Pxi ; for a binary source the maximum information content is one bit, when the two states have equal probability of 0.5. Note: Px1  = P1 and Px2  = P2 .



C.E. Shannon derived the entropy measure, H, as a function that satisfies the following conditions: (1) entropy H should be a continuous function of Pi ; (2) for Pi = 1/M H should be a monotonically increasing function of M; (3) if the communication symbols are broken into two (or more) sets the entropy of the original set should be equal to the probability-weighted sum of the entropy of the subsets.



HX = −



M  i=1



Pxi  log Pxi  bits



(3.25)



Consider a random variable X with M states x1  x2      xM  and state probabilities p1  p2      pM  where PX xi  = pi ; the entropy of X is defined as where the base of the logarithm is 2. The log function has several useful properties. Log 1 is 0, which is a useful mapping, as an event with probability of 1 has 0 information. Furthermore, with the use of logarithm, the addition of a binary state to M existing binary states doubles the number of choices from 2M to 2M+1 but increases the logarithm of the number of states by one. Hence 1 bit of information corresponds to two equal probability states, 2 bits correspond to four states, and so on. The base 2 of the logarithm reflects the binary nature of information. Information is discrete and can be represented as a set of binary symbols. Entropy is measured in units of bits. It is bounded as 0 ≤ HX ≤ log2 M



(3.26)



where HX = 0 if one symbol, xi , has a probability of 1 and all other symbols have probabilities of 0, and M denotes the number of symbols in the set X. The entropy of a set
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attains a maximum value of log2 M bits for a uniformly distributed M-valued variable with each outcome having a probability of 1/M. Entropy gives the minimum number of bits per symbol required for binary coding of different values of a random variable X. This theoretical minimum is usually approached by encoding N samples of the process simultaneously with K bits where the number of bits per sample K/N ≥ HX. As N becomes large, for an efficient coder the number of bits per sample K/N approaches the entropy HX of X (see Huffman code in Section 3.4.3).



3.4.1.1 Shannon’s Source Coding Theorem N independent identically distributed (IID) random variables each with entropy H can be compressed into more than NH bits with negligible loss of quality as N → .



Example 3.5: Entropy of the English Alphabet Calculate the entropy of the set of the English alphabet [A, B, C, D,    , Z], assuming that all letters are equally likely. Hence, calculate the theoretical minimum number of bits required to code a text file of 2000 words with an average of five letters per word. For the English alphabet the number of symbols N = 26, and, assuming that all symbols are equally likely, the probability of each symbol becomes pi = 1/26. Using Equation (3.25) we have HX = −



26  1 1 log2 = 4 7 bits 26 26 i=1



(3.27)



The total number of bits for encoding 2000 words = 4 7 × 2000 × 5 = 47 kbits. Note that different letter type cases (upper case, lower case, etc.) and symbols (!, ?, etc) are not taken into account and also note that the actual distribution of the letters is non-uniform, resulting in an entropy of less than 4.7 bits/symbol.



Example 3.6: Entropy of the English Alphabet Using Estimates of Probabilities of Letters of the Alpahabet Use the set of probabilities of alphabet shown in Figure 3.10: PA = 0 0856, PB = 0 0139, PC = 0 0279, PD = 0 0378, PE = 0 1304, PF = 0 0289, PG = 0 0199, PH = 0 0528, PI = 0 0627, PJ = 0 0013, PK = 0 0042, PL = 0 0339, PM = 0 0249, PN = 0 0707, PO = 0 0797, PP = 0 0199, PQ = 0 0012, PR = 0 0677, PS = 0 0607, PT = 0 1045, PU = 0 0249, PV = 0 0092, PW = 0 0149, PX = 0 0017, PY = 0 0199, PZ = 0 0008. The entropy of this set is given by HX = −



26  i=1



Pi log2 Pi = 4 13 bits/symbol



(3.28)
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Figure 3.10 The probability of the English alphabet, A–Z.



Example 3.7: Entropy of the English Phonemes Spoken English is constructed from about 40 basic acoustic symbols, known as phonemes (or phonetic units), and these are used to construct words, sentences, etc. For example the word ‘signal’ is transcribed in phonemic form as ‘s iy g n aa l’. Assuming that all phonemes are equiprobable, the average speaking rate is 120 words per minute and the average word has four phonemes, calculate the minimum number of bits per second required to encode speech at the average speaking rate. For speech, N = 40, assume Pi = 1/40. The entropy of phonemes is given by HX = −



40  1 1 log2 = 5 3 bits/symbol 40 i=1 40



(3.29)



Number of bits/s = 120/60 words per second × 4 phonemes per word ×5 3bits per phoneme = 43 4 bps Note that the actual distribution of phonemes is non-uniform, resulting in an entropy of less than 5.3 bits. Furthermore, the above calculation ignores the information (and the hence entropy) in speech, due to contextual variations of phonemes, speaker identity, accent, pitch intonation and emotion signals.



3.4.2 MUTUAL INFORMATION Consider two correlated random variables X and Y ; the conditional entropy of X given Y is defined as HXY = −



Mx My   i=1 j=1



Pxi  yj  log Pxi yj 



(3.30)
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HXY is equal to HX if Y is uncorrelated with X and is equal to 0 if Y has the same information as X. The information that the variable Y contains about the variable X is given by IX Y = HX − HXY



(3.31)



Substituting Equation (3.30) in Equation (3.31) and also using the relation HX = −



Mx  i=1



Pxi  log Pxi  = −



Mx My   i=1 j=1



Pxi  yj  log Pxi 



(3.32)



yields IX Y =



Mx My   i=1 j=1



Pxi  yj  log



Pxi  yj  Pxi Pyj 



(3.33)



Note from Equation (3.33) that IX Y = IY X, that is the information that Y has about X is the same as that X has about Y , hence IX Y is mutual information. As shown next, mutual information has a minimum of 0, IX Y = 0, for independent variables and a maximum of IX Y = HX = HY when X and Y have identical information. Example 3.8: Upper and Lower Bounds on Mutual Information Obtain the bounds on mutual information of two random variables X and Y . The upper bound is given when X and Y contain identical information; in this case, substituting Pxi  yj  = Pxi  and Pyj  = Pxi  in Equation (3.33) and assuming that each xi has a mutual relation with only one yj , we have IX Y =



Mx  i=1



Pxi  log



Pxi  = HX Pxi Pxi 



(3.34)



The lower bound is given by the case when X and Y are independent: IX Y =



Mx My   i=1 j=1



Pxi Pyj  log



Pxi Pyj  =0 Pxi Pyj 



(3.35)



Example 3.9 Show that the mutual entropy of two independent variables X and Y is additive. Assume X and Y are M-valued and N -valued variables, respectively. The entropy of two random variables is given by HX Y =



M  N  i=1 j=1



PX xi  yj  log



1 PXY xi  yj 



(3.36)
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Substituting Pxi  yj  = Pyi Pyj  in Equation (3.34) yields HX Y =



M  N  i=1 j=1



=−



PX xi  yj  log



N M   i=1 j=1



=−



M  i=1



1 PXY xi  yj 



PX xi PY yj  log PX xi  −



PX xi  log PX xi  −



N  j=1



N M   i=1 j=1



PX xi PY yj  log PY yj 



PY yj  log PY yj 



= HX + HY



(3.37)



where we have used the following relations M  j=1



PY yj PX xi  log PX xi  = PX xi  log PX xi 



M  j=1



PY yj  = PX xi  log PX xi 



(3.38)



and for two independent variables log1/PXY xi  yj  = − log PX xi  − log PY yj 



(3.39)



3.4.3 ENTROPY CODING Entropy gives the minimum number of bits required to encode an information source. This theoretical minimum may be approached by encoding N samples of a signal simultaneously with K bits where K/N ≥ HX. As N becomes large, for an efficient coder K/N approaches the entropy HX of X. The efficiency of a coding scheme in terms of its entropy is defined as HX/N . When N = HX then the entropy coding efficiency of the code is HX/N = 1 or 100%. The average number of bits per symbol, also known as the ‘average code length’, CL, can be expressed as CL =



M  i=1



Pxi Lxi 



(3.40)



where Lxi  is the length of the binary codeword used to encode symbol xi and Pxi  is the probability of xi . A comparison of Equation (3.40) with the entropy Equation (3.25) shows that, for an optimal code, Lxi  is − log2 xi . The aim of the design of minimum length code is that the average code length should approach the entropy. The simplest method to encode an M-valued variable is to use a fixed-length code that assigns N binary digits to each of the M values with N = Nintlog2 M, where Nint denotes the nearest integer round-up function. When the source symbols are not equally probable, a more efficient method is entropy encoding. Entropy coding is a variable-length coding method which assigns codewords of variable lengths to communication alphabet symbols [xk ] such that the more probable symbols, which
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occur more frequently, are assigned shorter codewords and the less probable symbols, which happen less frequently, are assigned longer code words. An example of such a code is Morse Code, which dates back to the nineteenth century. Entropy coding can be applied to the coding of music, speech, image, text and other forms of communication symbols. If the entropy coding is ideal, the bit rate at the output of a uniform M-level quantiser can be reduced by an amount of log2 M − HX compared with fixed-length coding.



3.4.3.1 Huffman Code A simple and efficient form of entropy coding is the Huffman code, which creates a set of prefix codes (no code is part of the beginning of another code) for a given text. Huffman devised his code while he was a student at Massachusetts Institute of Technology. The ease with which Huffman codes can be created and used makes this code a popular tool for data compression. In one form of Huffman tree code, illustrated in Figure 3.11, the symbols are arranged in decreasing order of probabilities in a column. The two symbols with the lowest probabilities are combined by drawing a straight line to connect them. This combination is combined with the next symbol and the procedure is repeated to cover all symbols. Binary codewords are assigned by moving from the root of the tree at the right-hand side to the left in the tree and assigning a 1 to the lower branch and a 0 to the upper branch where all pairs of symbols have been combined.
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Figure 3.11 (a) Illustration of Huffman coding tree; the source entropy is 2.1219 bits/sample and Huffman code gives 2.2 bits/sample. (b) Alternative illustration of the Huffman tree.
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Example 3.10 Given five symbols, x1 , x2 ,    , x5 , with probabilities of Px1  = 0 4, Px2  = Px3  = 0 2 and Px4  = Px5  = 0 1, design a binary variable length code for this source. The entropy of X is HX = 2 122 bits/symbol. Figure 3.11 illustrates the design of a Huffman code for this source. For this tree we have: The average codeword length = 1 × 0 4 + 2 × 0 2 + 4 × 0 1 + 4 × 0 1 + 3 × 0 2 = 2 2 bits/symbol The average codeword length of 2.2 bits/symbol is close to the entropy of 2.1219 bits/symbol. We can get closer to the minimum average codeword length by encoding pairs of symbols or blocks of more than two symbols at a time (with added complexity). The Huffman code has a useful prefix condition property whereby no codeword is a prefix or an initial part of another codeword. Thus codewords can be readily concatenated (in a comma-free fashion) and be uniquely (unambiguously) decoded. Figure 3.12 illustrates an alternative Huffman code tree created by a series of successive binary division of the symbols into two sets with as near set probabilities as possible. At each node the set splitting process is repeated until the leaf node containing a single symbol is reached. Binary bits of 0 and 1 are assigned to tree branches as shown. Each end-node with a single symbol represents a leaf node and is assigned a binary code which is read from the top (root) node to the leaf node.



Example 3.11 Given four symbols, x1 , x2 , x3 and x4 , with probabilities of Px1  = 0 4, Px2  = 0 3, Px3  = 0 2 and Px4  = 0 1, design a variable length coder to encode two symbols at a time.



[x1,x2,x3,x4,x5] Symbol, Probability x1, 0.4 x2, 0.2 x3, 0.2 x4, 0.1 x5, 0.1
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Figure 3.12 A binary Huffman coding tree. From the top node at each stage the set of symbols is divided into two sets with as near set probability (maximum entropy) as possible. Each end-node with a single symbol represents a leaf and is assigned a binary code which is read from the top node to the leaf node.
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The entropy of the four symbols is obtained from Equation (3.25) as 1.8464 bits/symbol. Assuming the symbols are independent, the probability of 16 pairs of symbols can be written as in the following matrix: Px1  x1  = 0 16 Px1  x2  = 0 12 Px1  x3  = 0 08 Px1  x4  = 0 04 Px2  x1  = 0 12 Px2  x2  = 0 09 PPx2  x3  = 0 06 Px2  x4  = 0 03 Px3  x1  = 0 08 Px3  x2  = 0 06 PPx3  x3  = 0 04 Px3  x4  = 0 02 Px4  x1  = 0 04 Px4  x2  = 0 03 PPx4  x3  = 0 02 Px4  x4  = 0 01 The 16 pairs of symbols and their probabilities can be used in a Huffman tree code similar to those illustrated in Figures 3.11 and 3.12.



3.5 STATIONARY AND NONSTATIONARY RANDOM PROCESSES Although the amplitude of a signal fluctuates with time m, the parameters of the process that generates the signal may be time-invariant (stationary) or time-varying (nonstationary). Examples of nonstationary processes are speech and music, whose loudness and spectral composition change continuously as the speaker and/or instrument generate various sounds. A process is stationary if the parameters of the probability model of the process are timeinvariant; otherwise it is nonstationary (Figure 3.13). The stationary property implies that all the statistical parameters, such as the mean, the variance, the power spectral composition and the higher-order moments of the process, are constant. In practice, there are various degrees of stationarity: it may be that one set of the statistics of a process is stationary whereas another set is time-varying. For example, a random process may have a time-invariant mean, but a time-varying power.



Figure 3.13 Examples of a quasistationary voiced speech (above) and a nonstationary speech composed of unvoiced and voiced segments.
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Example 3.12 In this example we consider the time-averaged values of the mean and the power of: (a) a stationary signal, A sin t, and (b) a transient exponential signal, Ae−t . The mean and power of the sinusoid, integrated over one period, are 1 A sin t dt = 0 constant (3.41) Mean A sin t = T T



A2 1 2 2  A sin t dt = Power A sin t = T 2



constant



(3.42)



T



where T is the period of the sine wave. The mean and the power of the transient signal are given by: MeanAe



−t



t+T 1  A 1 − e−T e−t  = Ae− d = T T



time-varying



(3.43)



t



Power Ae



−t



t+T  1  2 −2 A2  = 1 − e−2T e−2t  Ae d = T 2T



time-varying (3.44)



t



In Equations (3.43) and (3.44), the signal mean and power are exponentially decaying functions of the time variable t. Example 3.13: A Binary State Nonstationary Random Process Consider a nonstationary signal, ym, generated by a binary-state random process described by the following equation: ym = s¯ mx0 m + smx1 m



(3.45)



where sm is a binary-valued state-indicator variable and s¯ m is the binary complement of sm. From Equation (3.45), we have 



x m ifsm = 0 (3.46) ym = 0 x1 m ifsm = 1 Let x0 and Px0 denote the mean and the power of the signal x0 m, and x1 and Px1 the mean and the power of x1 m respectively. The expectation of ym, given the state sm, is obtained as E ymsm  = s¯ mE x0 m + smE x1 m = s¯ mx0 + smx1



(3.47)



In Equation (3.47), the mean of ym is expressed as a function of the state of the process at time m. The power of ym is given by    E y2 msm = s¯ mE x02 m + smE x12 m (3.48) = s¯ mPx0 + smPx1
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Although most signals are nonstationary, the concept of a stationary process plays an important role in the development of signal processing methods. Furthermore, most nonstationary signals such as speech can be considered as approximately stationary for a short period of time. In signal processing theory, two classes of stationary processes are defined: (a) strict-sense stationary processes; and (b) wide-sense stationary processes, which is a less strict form of stationarity, in that it only requires that the first-order and second-order statistics of the process should be time-invariant.



3.5.1 STRICT-SENSE STATIONARY PROCESSES A random process Xm is said to be strict-sense stationary if all its distributions and statistics are time-invariant. Strict-sense stationarity implies that the nth order distribution is translation-invariant for all n = 1 2 3    : Probxm1  ≤ x1  xm2  ≤ x2      xmn  ≤ xn 



(3.49)



= Probxm1 +  ≤ x1  xm2 +  ≤ x2      xmn +  ≤ xn 



where  is any arbitrary shift along the time axis. From Equation (3.49) the statistics of a strict-sense stationary process are time-invariant. In general we have k



E xk1 m1  xk2 m1 + 1      xkL m1 + L  = E xk1 m2  xk2 m2 + 2      xt2L+L m2 + L  (3.50) where k1      kL are arbitrary powers. For a strict- sense stationary process, all the moments of a signal are time-invariant. The first-order moment, i.e. the mean, and the second order moments, i.e. the correlation and power spectrum, of a stationary process are given by E xm = x



(3.51)



E xmxm + k = rxx k



(3.52)



E Xf m2  = E Xf 2  = PXX f 



(3.53)



and



where x  rxx k and PXX f  are the mean value, the autocorrelation and the power spectrum of the signal xm, respectively, and Xf m denotes the frequency–time spectrum of xm.



3.5.2 WIDE-SENSE STATIONARY PROCESSES The strict-sense stationarity condition requires that all statistics of the process should be timeinvariant. A less restrictive form of a stationary process is called ‘wide-sense stationarity’. A process is said to be wide-sense stationary if the mean and the autocorrelation functions (first- and second-order statistics) of the process are time-invariant: E xm = x E xmxm + k = rxx k



(3.54) (3.55)
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Figure 3.14 Two models for non-stationary processes: (a) a stationary process drives the parameters of a continuously time-varying model; (b) a finite-state model with each state having a different set of statistics.



From the definitions of strict-sense and wide-sense stationary processes, it is clear that a strict-sense stationary process is also wide-sense stationary, whereas the reverse is not necessarily true.



3.5.3 NONSTATIONARY PROCESSES A random process is said to be a nonstationary process if its statistics vary with time. Most stochastic processes such as video and audio signals, financial data, meteorological data and biomedical signals are nonstationary, as they are generated by systems whose contents, environments and parameters vary or evolve over time. For example, speech is a nonstationary process generated by a time-varying articulatory system. The loudness and the frequency composition of speech change over time. Time-varying processes may be modelled by some combination of stationary random models as illustrated in Figure 3.14. In Figure 3.14(a) a nonstationary process is modelled as the output of a time-varying system whose parameters are controlled by a stationary process. In Figure 3.14(b) a time-varying process is modelled by a Markov chain of time-invariant states, with each state having a different set of statistics or probability distributions. Finitestate statistical models for time-varying processes are discussed in detail in Chapter 5.



3.6 STATISTICS (EXPECTED VALUES) OF A RANDOM PROCESS The expected values of a random process, also known as its statistics, are the mean, variance, correlation, power spectrum and the higher-order statistics of the process. Expected values play an indispensable role in signal processing. Furthermore, the probability models of a random process are usually expressed as functions of the expected values. For example, a Gaussian pdf is defined as an exponential function centred about the mean and with width and orientation determined by the covariance of the process, and a Poisson pdf is defined in terms of the mean of the process. In signal processing applications, we often have a suitable statistical model of the process, e.g. a Gaussian pdf, and to complete the model we need the values of the expected parameters.
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Furthermore, for many algorithms, such as noise reduction filters or linear prediction, what we essentially need is an estimate of the mean or the correlation function of the process. The expected value of a function hX of random process X, hXm1  Xm2      XmM , is defined as E hXm1      XmM  =







···



−







hx1      xM fXm1 ···XmM  x1      xM dx1      dxM



−



(3.56) The most important, and widely used, expected values are the first-order moment, namely the mean value, and the second-order moments, namely the correlation, the covariance and the power spectrum.



3.6.1 THE MEAN VALUE The mean value of a process plays an important part in signal processing and parameter estimation from noisy observations. For example, the optimal linear estimate of a signal from a noisy observation is a weighted interpolation between the mean value and the observed value of the noisy signal. The mean value of a vector process Xm1      XmM  is its average value across the space of the process, defined as E Xm1      XmM  =







−











x1      xM fXm1     XmM  x1      xM dx1      dxM



−



(3.57) For a segment of N samples of a signal xm, an estimate of the mean value is obtained as  ˆx =



−1 1 N xm N m=0



(3.58)



Note that the estimate of the mean  ˆ x in Equation (3.58), from a finite number of N samples, is itself a random variable with its own mean value, variance and probability distribution.



3.6.2 AUTOCORRELATION The correlation function and its Fourier transform, the power spectral density, are extensively used in modelling and identification of patterns and structures in a signal process. Correlators play a central role in signal processing and telecommunication systems, including digital decoders, predictive coders, digital equalisers, delay estimators, classifiers and signal restoration systems. The autocorrelation function of a random process Xm, denoted by rxx m1  m2 , is defined as rxx m1  m2  = E xm1 xm2  =



 



− −



xm1 xm2 fXm1 Xm1  xm1  xm2  dxm1 dxm2 



(3.59)
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The autocorrelation function rxx m1  m2  is a measure of the similarity, or the mutual relation, of the outcomes of the process X at time instants m1 and m2 . If the outcome of a random process at time m1 bears no relation to that at time m2 , then Xm1  and Xm2  are said to be independent or uncorrelated and rxx m1  m2  = 0. For a wide-sense stationary process, the autocorrelation function is time-invariant and depends on the time difference m = m1 − m2 : rxx m1 +  m2 +  = rxx m1  m2  = rxx m1 − m2  = rxx m



(3.60)



The autocorrelation function of a real-valued wide-sense stationary process is a symmetric function with the following properties: rxx −m = rxx m



(3.61)



rxx m ≤ rxx 0



(3.62)



For a segment of N samples of signal xm, the autocorrelation function is obtained as rxx m =



1 N



N −1−m 



xkxk + m



(3.63)



k=0



Note that for a zero-mean signal, rxx 0 is the signal power. Autocorrelation of a signal can be obtained as the inverse Fourier transform of the magnitude spectrum as rxx m =



−1 1 N Xf2 e−j2mk/N N k=0



(3.64)



Example 3.14: Autocorrelation of a Periodic Signal – Estimation of Period Autocorrelation can be used to calculate the repetition period T of a periodic signal such as the heart beat pulses shown in Figure 3.15(a). Figure 3.15(b) and (c) shows the estimate of the periods and the autocorrelation function, respectively, of the signal in Figure 3.15(a). Note that largest peak of the autocorrelation function occurs at a lag of zero at rxx 0 and the second largest peak ocurrs at a lag of T at rxx T. Hence the difference of the time indices of the first and second peaks of the autocorrelation function provides an estimate of the period of a signal.



Example 3.15 Autocorrelation of the output of a linear time-invariant (LTI) system. Let xm, ym and hm denote the input, the output and the impulse response of an LTI system, respectively. The input–output relation is given by ym =



 i



hixm − i



(3.65)
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Figure 3.15 (a) Heart beat signal, electrocardiograph (ECG); (b) variation of period with time; (c) autocorrelation function of ECG.



The autocorrelation function of the output signal ym can be related to the autocorrelation of the input signal, xm, by ryy k =E ymym + k  hihjE xm − ixm + k − j = =



i



j



i



j







(3.66)



hihjrxx k + i − j



When the input xm is an uncorrelated zero-mean random signal with a unit variance, its autocorrelation is given by 



1 l=0 rxx l = (3.67) 0 l = 0 then rxx k + i − j = 1 when j = k + i and Equation (3.66) becomes  ryy k = hihk + i i



(3.68)
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3.6.3 AUTOCOVARIANCE The autocovariance function cxx m1  m2  of a random process Xm is measure of the scatter, or the dispersion, of the process about the mean value, and is defined as cxx m1  m2  = E xm1  − x m1  xm2  − x m2  = rxx m1  m2  − x m1 x m2 



(3.69)



where x m is the mean of Xm. Note that for a zero- mean process, the autocorrelation and the autocovariance functions are identical. Note also that cxx m1  m1  is the variance of the process. For a stationary process the autocovariance function of Equation (3.69) becomes cxx m1  m2  = cxx m1 − m2  = rxx m1 − m2  − 2x



(3.70)



3.6.4 POWER SPECTRAL DENSITY The power spectral density (PSD) function, also called the power spectrum, of a process gives the spectrum of the distribution of power at different frequencies of vibrations along the frequency axis. It can be shown that the power spectrum of a wide-sense stationary process, Xm, is the Fourier transform of the autocorrelation function: PXX f = EXfX ∗ f =



  m=−



rxx ke−j2fm



(3.71)



where rxx m and PXX f are the autocorrelation and power spectrum of xm, respectively, and f is the frequency variable. For a real-valued stationary process, the autocorrelation is symmetric, and the power spectrum may be written as PXX f = rxx 0 +



  m=1



2rxx m cos2fm



(3.72)



The power spectral density is a real-valued non-negative function, expressed in units of watts per hertz. From Equation (3.71), the autocorrelation sequence of a random process may be obtained as the inverse Fourier transform of the power spectrum as rxx m =



1/2



PXX fej2fm df



(3.73)



−1/2



Note that the autocorrelation and the power spectrum represent the second-order statistics of a process in time and frequency domains, respectively.
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Figure 3.16 Autocorrelation and power spectrum of white noise.



Example 3.16 Power spectrum and autocorrelation of white noise (Figure 3.16). A noise process with uncorrelated independent samples is called a ‘white noise process’. The autocorrelation of a stationary white noise nm is defined as: 



Noise power k = 0 (3.74) rnn k = E nmnm + k = 0 k = 0 Equation (3.74) is a mathematical statement of the definition of an uncorrelated white noise process. The equivalent description in the frequency domain is derived by taking the Fourier transform of rnn k: PNN f =



 



rnn ke−j2fk = rnn 0 = noise power



(3.75)



k=−



From Equation (3.75), the power spectrum of a stationary white noise process is spread equally across all time instances and across all frequency bins. White noise is one of the most difficult types of noise to remove, because it does not have a localised structure in either the time domain or the frequency domain. Example 3.17 Power spectrum and autocorrelation of a discrete-time impulse. The autocorrelation of a discrete-time impulse with amplitude A, A m, is defined as: 



A2 k = 0 (3.76) r k = E A2 m m + k = 0 k = 0 The power spectrum of the impulse is the obtained by taking the Fourier transform of r k as: P



f =



  k=−



r ke−j2fk = A2



(3.77)



Example 3.18 Autocorrelation and power spectrum of impulsive noise. Impulsive noise is a random, binarystate (‘on/off’) sequence of impulses of random amplitudes and random time of occurrence.
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A random impulsive noise sequence, ni m, can be modelled as an amplitude-modulated random binary sequence as ni m = nmbm



(3.78)



where bm is a binary-state random sequence that indicates the presence or absence of an impulse, and nm is a random noise process. Assuming that impulsive noise is an uncorrelated process, the autocorrelation of impulsive noise can be defined as a binary-state process as rnn k m = E ni mni m + k = n2 kbm



(3.79)



where n2 is the noise variance. Note that, in Equation (3.79), the autocorrelation is expressed as a binary-state function that depends on the on/off state of impulsive noise at time m. The power spectrum of an impulsive noise sequence is obtained by taking the Fourier transform of the autocorrelation function as PNN f m = n2 bm



(3.80)



3.6.5 JOINT STATISTICAL AVERAGES OF TWO RANDOM PROCESSES In many signal processing problems, for example in processing the outputs of an array of sensors, we have more than one random process. Joint statistics and joint distributions are used to describe the statistical inter-relationship between two or more random processes. For two discrete-time random processes, xm and ym, the joint pdf is denoted by fXm1     XmM Yn1     YnN  x1      xM  y1      yN 



(3.81)



When two random processes, Xm and Ym, are uncorrelated, the joint pdf can be expressed as product of the pdfs of each process as fXm1     XmM Yn1     YnN  x1      xM  y1      yN  = fXm1     XmM  x1      xM fYn1     YnN  y1      yN 



(3.82)



3.6.6 CROSS-CORRELATION AND CROSS-COVARIANCE The cross-correlation of two random process xm and ym is defined as rxy m1  m2  = E xm1 ym2  =



 



− −



xm1 ym2 fXm1 Ym2  xm1  ym2  dxm1  dym2 



(3.83)
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For wide-sense stationary processes, the cross-correlation function rxy m1  m2  depends only on the time difference m = m1 − m2 : rxy m1 +  m2 +  = rxy m1  m2  = rxy m1 − m2  = rxy m The cross-covariance function is defined as   cxy m1  m2  =E xm1  − x m1  ym2  − y m2  =rxy m1  m2  − x m1 y m2 



(3.84)



(3.85)



Note that for zero-mean processes, the cross-correlation and the cross-covariance functions are identical. For a wide-sense stationary process the cross-covariance function of Equation (3.85) becomes cxy m1  m2  = cxy m1 − m2  = rxy m1 − m2  − x y



(3.86)



Example 3.19: Time-delay Estimation Consider two signals, y1 m and y2 m, each composed of an information bearing signal, xm, and an additive noise, given by y1 m = xm + n1 m



(3.87)



y2 m = Axm − D + n2 m



(3.88)



where A is an amplitude factor and D is a time delay variable. The cross-correlation of the signals, y1 m and y2 m, yields ry1 y2 k =E y1 my2 m + k = E xm + n1 m Axm − D + k + n2 m + k



(3.89)



= Arxx k − D + rxn2 k + Arxn1 k − D + rn1 n2 k Assuming that the signal and noise are uncorrelated, we have ry1 y2 k = Arxx k − D. As shown in Figure 3.17, the cross-correlation function has its maximum at the lag D. rxy(m)



D



Correlation lag, m



Figure 3.17 The peak of the cross-correlation of two delayed signals can be used to estimate the time delay, D.
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3.6.7 CROSS-POWER SPECTRAL DENSITY AND COHERENCE The cross-power spectral density of two random processes, Xm and Ym, is defined as the Fourier transform of their cross-correlation function: PXY f  = E Xf Y ∗ f   



=



m=−



rxy me−j2fm



(3.90)



Cross-power spectral density of two processes is a measure of the similarity, or coherence, of their power spectra. The coherence, or spectral coherence, of two random processes is a normalised form of the cross-power spectral density, defined as CXY f  = 



PXY f  PXX f PYY f 



(3.91)



The coherence function is used in applications such as time-delay estimation and signal-tonoise ratio measurements.



3.6.8 ERGODIC PROCESSES AND TIME-AVERAGED STATISTICS In many signal processing problems, there is only a single realisation of a random process from which its statistical parameters, such as the mean, the correlation and the power spectrum, can be estimated. In these cases, time-averaged statistics, obtained from averages along the time dimension of a single realisation of the process, are used instead of the ensemble averages obtained across the space of different realisations of the process. This section considers ergodic random processes for which time- averages can be used instead of ensemble averages. A stationary stochastic process is said to be ergodic if it exhibits the same statistical characteristics along the time dimension of a single realisation as across the space (or ensemble) of different realisations of the process. Over a very long time, a single realisation of an ergodic process takes on all the values, the characteristics and the configurations exhibited across the entire space of the process. For an ergodic process xm s, we have Statistical averages xm s = Statistical averages xm s acrossspace s



alongtime m



(3.92)



where the statistical averages · function refers to any statistical operation such as the mean, the variance, the power spectrum, etc.



3.6.9 MEAN-ERGODIC PROCESSES The time-averaged estimate of the mean of a signal xm obtained from N samples is given by  ˆX =



−1 1 N xm N m=0



(3.93)
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A stationary process is mean-ergodic if the time-averaged value of an infinitely long realisation of the process is the same as the ensemble-mean taken across the space of the process. Therefore, for a mean-ergodic process, we have ˆ X  = X lim E 



N →



ˆ X = 0 lim var



N →



(3.94) (3.95)



where X is the ensemble average of the process. The time- averaged estimate of the mean of a signal, obtained from a random realisation of the process, is itself a random variable, with it is own mean, variance and probability density function. If the number of observation samples, N , is relatively large, then, from the central limit theorem, the probability density ˆ X is given by function of the estimate  ˆ X is Gaussian. The expectation of   E  ˆ x = E



 −1 −1 −1 1 N 1 N 1 N xm = E xm =  = x N m=0 N m=0 N m=0 x



(3.96)



From Equation (3.96), the time-averaged estimate of the mean is unbiased. The variance of  ˆ X is given by Var ˆ x  = E  ˆ 2x  − E 2  ˆ x = E ˆ 2x  − 2x



(3.97)



Now the term E  ˆ 2x  in Equation (3.97) may be expressed as







  N −1 N −1   1 1 E  ˆ 2x  = E xm xk N m=0 N k=0   −1 1 N m = 1− rxx m N m=−N −1 N



(3.98)



Substitution of Equation (3.98) in Equation (3.97) yields 



 m rxx m − 2x N m=−N −1   −1 1 N m = 1− cxx m N m=−N −1 N



Var ˆ 2x  =



1 N



N −1 



1−



(3.99)



The condition for a process to be mean-ergodic in the mean square error sense is 1 lim N → N



  m 1− cxx m = 0 N m=−N −1 N −1 



(3.100)
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3.6.10 CORRELATION-ERGODIC PROCESSES The time-averaged estimate of the autocorrelation of a random process, estimated from a segment of N samples, is given by rˆxx m =



−1 1 N xkxk + m N k=0



(3.101)



The estimate of autocorrelation rˆxx m is itself a random variable with its own mean, variance and probability distribution. A process is correlation-ergodic, in the mean square error sense, if lim E ˆrxx m = rxx m



N →



lim Varˆrxx m = 0



N →



(3.102) (3.103)



where rxx m is the ensemble-averaged autocorrelation. Taking the expectation of rˆxx m shows that it is an unbiased estimate, since 



 −1 −1 1 N 1 N E ˆrxx m = E xkxk + m = E xkxk + m = rxx m N k=0 N k=0



(3.104)



The variance of rˆxx m is given by 2 2 m − rxx m Varˆrxx m = E ˆrxx



(3.105)



2 m in Equation (3.105) may be expressed as The term E ˆrxx



2 E ˆrxx m =



−1 −1 N  1 N E xkxk + mxjxj + m 2 N k=0 j=0



−1 −1 N  1 N E zk mzj m N 2 k=0 j=0  −1  1 N k = 1− rzz k m N k=−N +1 N



=



(3.106)



where zi m = xixi + m. The condition for correlation ergodicity, in the mean square error sense, is given by  lim



N →



1 N



   k 2 1− rzz k m − rxx m = 0 N k=−N +1 N −1 



(3.107)
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3.7 SOME USEFUL CLASSES OF RANDOM PROCESSES In this section, we consider some important classes of random processes that are extensively used in communication signal processing for such applications as decoding, channel equalisation, modelling of noise and fading and pattern recognition.



3.7.1 GAUSSIAN (NORMAL) PROCESS The Gaussian process, also called the normal process, is the most widely applied of all probability models. Some advantages of Gaussian probability models are the following: (1) Gaussian pdfs can model the distribution of many processes, including some important classes of signals and noise; (2) non-Gaussian processes can be approximated by a weighted combination (i.e. a mixture) of a number of Gaussian pdfs of appropriate means and variances; (3) optimal estimation methods based on Gaussian models often result in linear and mathematically tractable solutions; (4) the sum of many independent random processes has a Gaussian distribution; this is known as the central limit theorem. A scalar-valued Gaussian random variable is described by the following probability density function:   1 x − x 2 exp − (3.108) fX x = √ 2x2 2x where x and x2 are the mean and the variance of the random variable x. Note that the argument of the exponential of a Gaussian function, x − x 2 /2x2 , is a variance-normalised distance. The Gaussian process of Equation (3.108) is also denoted by  x x  x2 . The maximum of a Gaussian pdf occurs at the mean x , and is given by 1 fX x  = √ 2x



(3.109)



From Equation (3.108), the Gaussian pdf of x decreases exponentially with the distance x from the mean value x . The cumulative distribution function Fx is given by    − x 2 d exp − FX x = √ 2x2 2x − 1



x



(3.110)



Figure 3.18 shows the bell-shaped pdf and the cdf of a Gaussian model. The most probable values of a Gaussian process happen around the mean, and the probability of a value decreases exponentially with increasing distance from the mean value. The total area under the pdf curve is 1. Note that the area under the pdf curve one standard deviation on each side of the mean value  ±  is 0.682, the area two standard deviations on each side the mean value  ± 2 is 0.955 and the area three standard deviations on each side the mean value  ± 3 is 0.997.
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Figure 3.18 Gaussian probability density and cumulative density functions.



3.7.2 MULTIVARIATE GAUSSIAN PROCESS Multivariate densities model vector-valued processes. Consider a P-variate Gaussian vector process, x = xm0  xm1      xmP−1 T , with mean vector x , and covariance matrix xx . The multivariate Gaussian pdf of x is given by fX x =







1 2P/2 xx 1/2







1 exp − x − x T −1 xx x − x  2



(3.111)



where the mean vector x is defined as    x =  



E xm0  E xm2  



    



(3.112)



E xmP−1  and the covariance matrix xx is given by 



 cxx m0  m1  · · · cxx m0  mP−1   cxx m1  m1  · · · cxx m1  mP−1     xx =     cxx mP−1  m0  cxx mP−1  m1  · · · cxx mP−1  mP−1  cxx m0  m0  cxx m1  m0  



(3.113)



The Gaussian process of Equation (3.111) is also denoted by  x x  xx . If the elements of a vector process are uncorrelated then the covariance matrix is a diagonal matrix with zeros in the off-diagonal elements. In this case the multivariate pdf may be described as the product of the pdfs of the individual elements of the vector:     P−1 1 xmi  − xi 2 exp − fX x = xm0      xmP−1 T = √ 2xi2 2xi i=0



(3.114)
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Example 3.20 Conditional multivariate Gaussian probability density function. Consider two vector realisations xm and ym from two vector-valued correlated stationary Gaussian processes,  x x  xx  and   y y  yy . The joint probability density function of xm and ym is a multivariate Gaussian density,  xm ymk xy  xy , with mean vector and covariance matrix given by    (3.115) xy = x y     (3.116) xy = xx xy yx yy The conditional density of xm given ymk is given from Bayes’ rule as fXY  xm ym  =



fXY xm ym fY ym



(3.117)



It can be shown that the conditional density is also a multivariate Gaussian with its mean vector and covariance matrix given by xy  = E xm ym  = x + xy −1 yy y − y  xy  = xx − xy −1 yy yx



(3.118)



(3.119)



3.7.3 MIXTURE GAUSSIAN PROCESS The probability density functions of many random processes, such as speech, are nonGaussian. A non-Gaussian pdf may be approximated by a weighted sum (i.e. a mixture) of a number of Gaussian densities of appropriate mean vectors and covariance matrices. A mixture Gaussian density with M components is defined as fX x =



M  i=1



Pi i x xi  xxi 



(3.120)



where i x xi  xxi  is a multivariate Gaussian density with mean vector xi and covariance matrix xxi , and Pi are the mixing coefficients. The parameter Pi is the prior probability of the ith component of the mixture, given by Pi =



Ni M  Nj



(3.121)



j=1



where Ni is the number of observations, of the process, associated with the mixture i. Figure 3.19 shows a non-Gaussian pdf modelled as a mixture of five Gaussian pdfs. Algorithms developed for Gaussian processes can be extended to mixture Gaussian densities.
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Figure 3.19 A Gaussian mixture model (GMM) pdf.



3.7.4 A BINARY-STATE GAUSSIAN PROCESS A simple example of a binary-state process is the observations at the output of communication system with the input signal consisting of a binary sequence (‘0’ and ‘1’) process. Consider a random process, xm, with two states, s0 and s1 , such that in the state s0 the 2 , and in the state s1 the process process has a Gaussian pdf with mean x0 and variance x0 2 is also Gaussian with mean x1 and variance x0 . The state-dependent pdf of xm can be expressed as   1 1 (3.122) exp − 2 xm − xi 2  i = 0 1 fXS xmsi  = √ 2xi 2xi The joint probability distribution of the binary-valued state si and the continuous-valued signal xm can be expressed as fXS xm si  = fXS xm si  PS si    2 1 1  PS si  =√ exp − 2 xm − xi 2xi 2xi



(3.123)



where PS si  is the state probability. For a multistate process we have the following probabilistic relations between the joint and marginal probabilities:  fXS xm si  = fX xm (3.124) 



S



fXS xm si  dx = PS si 



(3.125)



X



and



 S X



fXS xm si  dx = 1



(3.126)



Note that, in a multistate model, the statistical parameters of the process switch between a number of different states, whereas in a single-state mixture pdf, a weighted combination of a number of pdfs models the process. In Chapter 5 on hidden Markov models we consider multistate models with a mixture Gaussian pdf per state.
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3.7.5 POISSON PROCESS The Poisson process is a continuous-time integer-valued counting process, used for modelling the occurrences of a random discrete event in various time intervals. An important area of application of the Poisson process is in the queuing theory for the analysis and modelling of the distributions of demand on a service facility such as a telephone network, a computer network, a financial service, a transport network, a petrol station, etc. Other applications of the Poisson distribution include the counting of the number of particles emitted in particle physics, the number of times that a component may fail in a system, and the modelling of radar clutter, shot noise and impulsive noise. Consider an event-counting process, Xt, in which the probability of occurrence of the event is governed by a rate function t, such that the probability that an event occurs in a small time interval t is Prob 1occurrence in the intervalt t + t = t t



(3.127)



Assuming that, in the small interval t, no more than one occurrence of the event is possible, the probability of no occurrence of the event in a time interval t is given by Prob 0 occurrence in the intervalt t + t = 1 − t t



(3.128)



When the parameter t is independent of time, t = , the process is called a ‘homogeneous Poisson process’. Now, for a homogeneous Poisson process, consider the probability of k occurrences of an event in a time interval t + t, denoted by Pk 0 t + t: P k 0 t + t = P k 0 t P 0 t t + t + P k − 1 0 t P 1 t t + t = P k 0 t 1 −  t + P k − 1 0 t  t



(3.129)



Rearranging Equation (3.129), and letting t tend to zero, we obtain the following linear differential equation: lim t→0



Pk0 t + t − Pk0 t dPk t = = −Pk t + Pk − 1 t



t dt



(3.130)



where Pk t = Pk 0 t. The solution of this differential equation is given by Pk t = e



−t



t



Pk − 1  e d



(3.131)



0



Equation (3.131) can be solved recursively: starting with P0 t = e−t and P1 t = te−t , we obtain the Poisson density Pk t =



tk −t e k!



(3.132)



From Equation (3.132), it is easy to show that, for a homogenous Poisson process, the probability of k occurrences of an event in a time interval t1  t2  is given by Pk t1  t2  =



t2 − t1 k −t2 −t1  e k!



(3.133)
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A Poisson counting process Xt is incremented by one every time the event occurs. From Equation (3.132), the mean and variance of a Poisson counting process Xt are E Xt = t



(3.134)



r XX t1  t2  = E Xt1 Xt2  =  t1 t2 +  mint1  t2 



(3.135)



VarXt = E X t − E Xt = t



(3.136)



2



2



2



Note that the variance of a Poisson process is equal to its mean value.



3.7.6 SHOT NOISE Shot noise results from randomness in directional flow of particles, for example in the flow of electrons from the cathode to the anode of a cathode ray tube, the flow of photons in a laser beam, the flow and recombination of electrons and holes in semiconductors, and the flow of photoelectrons emitted in photodiodes. Shot noise has the form of a random pulse sequence that may be modelled as the response of a linear filter excited by a Poisson-distributed binary impulse sequence (Figure 3.20). Consider a Poisson-distributed binary-valued impulse process, xt. Divide the time axis into uniform short intervals, t, such that only one occurrence of an impulse is possible within each time interval. Let xm t be ‘1’ if an impulse is present in the interval m t to m + 1 t, and ‘0’ otherwise. For xm t, we obtain the mean and correlation functions as E xm t = 1 × P xm t = 1 + 0 × P xm t = 0 =  t



(3.137)



and 



E xm txn t =



1 × P xm t = 1 =  t m=n  n 1 × P xm t = 1 × P xn t = 1 =  t2  m =



(3.138)



A shot noise process ym is modelled as the output of a linear system with an impulse response ht, excited by a Poisson-distributed binary impulse input xt: yt =







xht −  d



−



=



(3.139)



 



xm tht − m t



k=−



h(m)



Figure 3.20 Shot noise is modelled as the output of a filter excited with a process.
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where the binary signal xm t can assume a value of 0 or 1. In Equation (3.139) it is assumed that the impulses happen at the beginning of each interval. This assumption becomes more valid as t becomes smaller. The expectation of yt is obtained as E yt =



 



E xm t ht − m t



k=−



=



 



(3.140)  tht − m t



k=−



and ryy t1  t2  = E yt1 yt2  =



 



 



E xm txn t ht1 − n tht2 − m t



(3.141)



m=− n=−



Using Equation (3.138) in Equation (3.141), the autocorrelation of yt can be obtained as ryy t1  t2  =



 



 tht1 − m tht2 − m t



n=−



+



    m=− n=− n=m



 t2 ht1 − m tht2 − n t



(3.142)



3.7.7 POISSON–GAUSSIAN MODEL FOR CLUTTERS AND IMPULSIVE NOISE An impulsive noise process consists of a sequence of short-duration pulses of random amplitude and random time of occurrence whose shape and duration depends on the characteristics of the channel through which the impulse propagates. A Poisson process can be used to model the random time of occurrence of impulsive noise, and a Gaussian process can model the random amplitude of the impulses. Finally, the finite duration character of real impulsive noise may be modelled by the impulse response of linear filter. The Poisson– Gaussian impulsive noise model is given by xm =



  k=−



Ak hm − k 



(3.143)



where hm is the response of a linear filter that models the shape of impulsive noise, Ak is a zero-mean Gaussian process of variance x2 and k denotes the instances of occurrences of impulses modelled by a Poisson process. The output of a filter excited by a Poissondistributed sequence of Gaussian amplitude impulses can also be used to model clutters in radar. Clutters are due to reflection of radar pulses from a multitude of background surfaces and objects other than the intended radar target.
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3.7.8 MARKOV PROCESSES Markov processes are used to model the trajectory of a random process and to describe the dependency of the outcome of a process at any given time on the past outcomes of the process. Applications of Markov models include modelling the trajectory of a process in signal estimation and pattern recognition for speech, image and biomedical signal processing. A first-order discrete-time Markov process is defined as one in which the state or the value of the process at time m depends only on its state or value at time m − 1 and is independent of the states or values of the process before time m − 1. In probabilistic terms, a first-order Markov process can be defined as fX xm = xm xm − 1 = xm−1      xm − N = xm−N  = fX xm = xm xm − 1 = xm−1 



(3.144)



The marginal density of a Markov process at time m can be obtained by integrating the conditional density over all values of xm − 1: fX xm = xm  =







fX xm = xm xm − 1 = xm−1   fX xm − 1 = xm−1  dxm−1



−



(3.145) A process in which the present state of the system depends on the past n states may be described in terms of n first-order Markov processes and is known as an nth-order Markov process. The term ‘Markov process’ usually refers to a first-order process.



Example 3.21 A simple example of a Markov process is a first-order autoregressive process (Figure 3.21) defined as xm = axm − 1 + em



(3.146)



In Equation (3.146), xm depends on the previous value xm − 1 and the input em. The conditional pdf of xm given the previous sample value can be expressed as fX xm xm − 1     xm − N  = fX xm xm − 1  = fE em = xm − axm − 1



e(m)



x(m)



+ a



Figure 3.21 A first-order autoregressive (Markov) process.



(3.147)



SOME USEFUL CLASSES OF RANDOM PROCESSES



81



where fE em is the pdf of the input signal. Assuming that input em is a zero-mean Gaussian process with variance e2 , we have fX xm xm − 1    xm − N  = fX xmxm − 1  = fE xm − axm − 1   1 1 =√ exp − 2 xm − axm − 12 (3.148) 2e 2e When the input to a Markov model is a Gaussian process the output is known as a Gauss– Markov process.



3.7.9 MARKOV CHAIN PROCESSES A discrete-time Markov process, xm, with N allowable states may be modelled by a Markov chain of N states (Figure 3.22). Each state can be associated with one of the N values that xm may assume. In a Markov chain, the Markovian property is modelled by a set of state transition probabilities defined as aij m − 1 m = Prob xm = j xm − 1 = i 



(3.149)



where aij m − 1 m is the probability that at time m − 1 the process is in the state i and then at time m it moves to state j. In Equation (3.144), the transition probability is expressed in a general time-dependent form. The marginal probability that a Markov process is in the state j at time m, Pj m, can be expressed as Pj m =



N  i=1



Pi m − 1aij m − 1 m



(3.150)



a00



State 0 a03



a01 a30



a33



a02



a10 a13



a31 a32



State 3



State 1 a20



a23



a11



a12 a21



State 2



a22



Figure 3.22 A Markov chain model of a four-state discrete-time Markov process.
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A Markov chain is defined by the following set of parameters: • number of states N ; • state probability vector pT m = p1 m p2 m     pN m • the state transition matrix 



 a11 m − 1 m a12 m − 1 m    a1N m − 1 m  a21 m − 1 m a22 m − 1 m · · · a2N m − 1 m    Am − 1 m =     aN 1 m − 1 m aN 2 m − 1 m    aNN m − 1 m



3.7.9.1 Homogenous and Inhomogeneous Markov Chains A Markov chain with time-invariant state transition probabilities is known as a homogenous Markov chain. For a homogenous Markov process, the probability of a transition from state i to state j of the process is independent of the time of the transition m, as expressed in the following equation: Prob xm = j xm − 1 = i  = aij m − 1 m = aij



(3.151)



Homogeneous Markov chains have time-dependent transition probabilities. In most applications of Markov chains, homogenous models are used because they usually provide an adequate model of the signal process, and because homogenous Markov models are easier to train and use. Markov models are considered in Chapter 5.



3.7.10 GAMMA PROBABILITY DISTRIBUTION The gamma pdf is defined as 



gammax a b =



1 xa−1 e−x/b ba a



for x ≥ 0



0



otherwise



(3.152)



where a and b are both greater than zero and a is defined as a =







xa−1 e−x dx



0



Gamma pdf is sometimes used in modelling speech and image signals.



(3.153)
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3.7.11 RAYLEIGH PROBABILITY DISTRIBUTION The Rayleigh pdf is defined as 



px =



x 2



 2 x exp − 2 2



x≥0



(3.154)



x N1 N1 fY|Θ ( y|θ) fY|Θ ( y|θ)



fΘ (θ)



µ θ θMAP θML



fΘ (θ)



µ θ θMAP θML



θ



θ



Figure 4.14 Illustration of the effect of increasing length of observation on the varianced an estimator.



where y¯ =



N −1 



ym/N



m=0



Note that the MAP estimate is an interpolation between the ML estimate y¯ and the mean of the prior pdf  , as shown in Figure 4.14. Also note that in Equation (4.67) the interpolation weights are dependent on signal-to-noise ratio and the length of the observation. As the variance (i.e. power) of noise decreases relative to the variance of the parameter and/or as the number of observations increases, the influence of the prior decreases, conversely, as the variance (i.e. power) of noise increases and/or as the number of observation decreases, the influence of the prior increases. The expectation of the MAP estimate is obtained by noting that the only random variable on the right-hand side of Equation (4.67) is the term y¯ , and that E ¯y =  E ˆ MAP y = 



2 2



 + n2 /N



+ 



n2 /N 2



 + n2 /N







(4.68) 



n2 /N 1 + n2 /N 2



(4.69)



and the variance of the MAP estimate is given as Varˆ MAP y = 



2 2



 + n2 /N



× Var¯y =



Substitution of Equation (4.60) in Equation (4.69) yields Varˆ MAP y =



Varˆ ML y 1 + Varˆ ML y/ 2



(4.70)







Note that, as 2 , the variance of the parameter , increases, the influence of the prior decreases, and the variance of the MAP estimate tends towards the variance of the ML estimate.
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4.2.7 THE RELATIVE IMPORTANCE OF THE PRIOR AND THE OBSERVATION A fundamental issue in the Bayesian inference method is the relative influence of the observation signal and the prior pdf on the outcome. The importance of the observation depends on the confidence in the observation, and the confidence in turn depends on the length of the observation and on the signal-to-noise ratio (SNR). In general, as the number of observation samples and the SNR increase, the variance of the estimate and the influence of the prior decrease. From Equation (4.67), for the estimation of a Gaussian distributed parameter observed in AWGN, as the length of the observation N increases, the importance of the prior decreases, and the MAP estimate tends to the ML estimate: # $



2



n2 /N limit ˆ MAP y = limit y ¯ + (4.71) = y¯ = ˆ ML N → N →



2 + n2 /N



2 + n2 /N  As illustrated in Figure 4.14, as the length of the observation N tends to infinity, then both the MAP and the ML estimates of the parameter should tend to its true value, . Example 4.9: MAP Estimation of a Signal in Additive Noise Consider the estimation of a scalar-valued Gaussian signal xm, observed in an additive Gaussian white noise nm, and modelled as ym = xm + nm



(4.72)



The posterior pdf of the signal xm is given by fXY xm ym  =



1 f ym xm  fX xm fY ym Y X



(4.73) 1 f ym − xm fX xm = fY ym N     where fX xm =  xm x  x2 and fN nm =  nm n  n2 are the Gaussian pdfs of the signal and noise, respectively. Substitution of the signal and noise pdfs in Equation (4.73) yields  1 1 ym − xm − n 2 fXY xmym = exp − √ fY ym 2 n 2 n2  1 xm − x 2 (4.74) ×√ exp − 2 x2 2 x This equation can be rewritten as fXY xmym =



1 1 × fY ym 2 n x 



2 ym − xm − n 2 + n2 xm − x 2 exp − x 2 x2 n2



(4.75)
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To obtain the MAP estimate we set the derivative of the log-likelihood function ln fXY xmym with respect to xm to zero as & %



ln fXY xmym



xˆ m



=−



−2 x2 ym − xm − n  + 2 n2 xm − x  =0 2 x2 n2



(4.76)



From Equation (4.76) the MAP signal estimate is given by xˆ m = 



x2



n2 ym −  + n



x2 + n2



x2 + n2 x



(4.77)



Note that the estimate xˆ m is a weighted linear interpolation between the unconditional mean of xm, x , and the observed value ym − n . At a very poor SNR, i.e. when



x2  n2 , we have xˆ m ≈ x ; on the other hand, for a noise-free signal n2 = 0 and n = 0, and we have xˆ m = ym.



Example 4.10: MAP Estimate of a Gaussian–AR Process Observed in AWGN Consider a vector, x, of N samples from an AR process observed in an additive Gaussian noise, and modelled as y = x+n



(4.78)



From Chapter 8, a vector x from an AR process may be expressed as e = Ax



(4.79)



where A is a matrix of the AR model coefficients, and the vector e is the input signal of the AR model. Assuming that the signal x is Gaussian, and that the P initial samples x0 are known, the pdf of the signal x is given by fX xx0  = fE e =



1 2 e2 N/2



# $ 1 exp − 2 xT AT Ax 2 e



(4.80)



where it is assumed that the input signal e of the AR model is a zero-mean uncorrelated process with variance e2 . The pdf of a zero-mean Gaussian noise vector n, with covariance matrix nn , is given by fN n =



1 2 N/2 nn 1/2



# $ 1 exp − nT −1 n nn 2



(4.81)



From Bayes’ rule, the pdf of the signal given the noisy observation is fXY xy =



fY X yx  fX x fY y



=



1 f y − xfX x fY y N



(4.82)



116



BAYESIAN INFERENCE



Substitution of the pdfs of the signal and noise in Equation (4.82) yields fXY xy =



1 fY y 2 N eN/2 nn 1/2



 



xT AT Ax 1 T −1 (4.83) exp − y − x nn y − x + 2



e2



The MAP estimate corresponds to the minimum of the argument of the exponential function in Equation (4.83). Assuming that the argument of the exponential function is differentiable, and has a well-defined minimum, we can obtain the MAP estimate from



 



xT AT Ax xˆ MAP y = arg zero y − x + (4.84) y − xT −1 nn



x



e2 x The MAP estimate is # $−1 1 xˆ MAP y = I + 2 nn AT A y



e



(4.85)



where I is the identity matrix.



4.3 THE ESTIMATE–MAXIMISE METHOD The EM algorithm is an iterative likelihood maximisation method with applications in blind de-convolution, clustering, training of hidden Markov models, model-based signal interpolation, spectral estimation from noisy observations, signal restoration and estimation of a set of model parameters from a training data set. The EM is a framework for solving problems where it is difficult to obtain a direct ML estimate, either because the data is incomplete (Figure 4.15), e.g. when there are missing samples or missing labels, or because the problem is difficult. For example, in clustering applications usually the raw data do not have a cluster label attached to them and hence an iterative EM process is employed consisting of (a) labelling of data (expectation) and (b) calculation of means and variances of clusters. To define the term incomplete data, consider a signal x from a random process X with an unknown parameter vector, , and a pdf fX x . The notation fX x  expresses the dependence of the pdf of X on the value of the unknown parameter . The signal x is the so-called complete data and the ML estimate of the parameter vector  may be obtained from fX x . Now assume that the signal x goes through a many-to-one noninvertible transformation (e.g. when a number of samples of the vector x are lost) and is observed as y. The observation y is the so-called ‘incomplete data’.



‘Incomplete data’



‘Complete data’ Signal process with parameter θ



x fx;Θ ( x;θ)



Noninvertable transformation



y fY;Θ ( y;θ)



Figure 4.15 Illustration of transformation of complete data to incomplete data.
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Maximisation of the likelihood of the incomplete data, fY y , with respect to parameter vector, , is often a difficult task, whereas maximisation of the likelihood of complete data, fX x , is relatively easy. Since the complete data is unavailable, parameter estimate is obtained through maximisation of the conditional expectation of log-likelihood of the complete data defined as



the the the the



  E ln fX x  y = fXY x y   ln fX x  dx



(4.86)



X



In Equation (4.86), the computation of the term fXY xy  requires an estimate of the unknown parameter vector, . For this reason, the expectation of the likelihood function is maximised iteratively starting with an initial estimate of , and updating the estimate as described below. Note that the right-hand side of Equation (4.86) is similar to an entropy function. EM Algorithm Step 1: initialisation – select an initial parameter estimate 0 , and for i = 0 1    until convergence: Step 2: expectation – compute U ˆ   = Eln fX x y ˆ i  = fXY xy ˆ i  ln fX x  dx



(4.87)



X



Step 3: maximisation – select ˆ i+1 = arg maxU ˆ i  



(4.88)



Step 4: convergence test – if not converged then go to Step 2.



4.3.1 CONVERGENCE OF THE EM ALGORITHM In this section, it is shown that the EM algorithm converges to a maximum of the likelihood of the incomplete data, fY y . The likelihood of the complete data can be written as fXY x y  = fXY xy fY y 



(4.89)



where fXY x y  is the likelihood of x and y with  as a parameter. From Equation (4.89), the log-likelihood of the incomplete data is obtained as ln fY y  = ln fXY x y  − ln fXY xy 



(4.90)
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Using an estimate, ˆ i , of the parameter vector, , and taking the expectation of Equation (4.90) over the space of the complete signal x, we obtain ln fY y  = U ˆ i  − V ˆ i 



(4.91)



ˆ is the where for a given y E ln fY y  = ln fY y , and the function U  conditional expectation of ln fXY x y : U ˆ   = E ln fXY x y y ˆ i  = fXY xy ˆ i  ln fX x  dx



(4.92)



X



ˆ is the conditional expectation of ln fXY xy : The function V      V ˆ i  = E ln fXY x y  y ˆ i = fXY xy ˆ i  ln fXY xy  dx



(4.93)



X



Now, from Equation (4.91), the log-likelihood of the incomplete data y with parameter estimate ˆ i at iteration i is ln fY y ˆ i  = Uˆ i  ˆ i  − Vˆ i  ˆ i 



(4.94)



It can be shown (see Dempster et al., 1977) that the function V satisfies the inequality Vˆ i+1  ˆ i  ≤ Vˆ i  ˆ i 



(4.95)



and in the maximisation step of EM we choose ˆ i+1 such that Uˆ i+1  ˆ i  ≥ Uˆ i  ˆ i 



(4.96)



From Equation (4.94) and the inequalities (4.95) and (4.96), it follows that ln fY  y ˆ i+1  ≥ ln fY  y ˆ i 



(4.97)



Therefore at every iteration of the EM algorithm, the conditional likelihood of the estimate increases until the estimate converges to a local maximum of the log-likelihood function, ln fY  y . The EM algorithm is applied to the solution of a number of problems in this book. In Section 4.5, the estimation of the parameters of a mixture Gaussian model for the signal space of a recorded process is formulated in an EM framework. In Chapter 5, the EM is used for estimation of the parameters of a hidden Markov model.
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4.4 CRAMER–RAO BOUND ON THE MINIMUM ESTIMATOR VARIANCE An important measure of the performance of an estimator is the variance of the estimate with the varying values of the observation signal, y, and the parameter vector, . The minimum estimation variance depends on the distributions of the parameter vector, , and on the observation signal, y. In this section, we first consider the lower bound on the variance of the estimates of a constant parameter, and then extend the results to random parameters. The Cramer–Rao lower bound on the variance of estimate of the ith coefficient, i , of a parameter vector, , is given as '



(2 1 +  Bias i ' (2 



Varˆ i y ≥ 



ln fY y



i



E



(4.98)



An estimator that achieves the lower bound on the variance is called the minimum variance, or the most efficient, estimator. Proof The bias in the estimate ˆ i y of the ith coefficient of the parameter vector , averaged over the observation space Y, is defined as 



E ˆ i y − i  =



ˆ i y − i fY y dy = Bias



(4.99)



−



Differentiation of Equation (4.99) with respect to i yields  



ˆ i y − i  



fY y



i



−







 − fY y dy = Bias



i



(4.100)



For a probability density function we have 



fY y dy = 1



(4.101)



−



Therefore Equation (4.100) can be written as 



ˆ i y − i  



fY y



− 



i



dy = 1 + 



Bias



i



(4.102)



Now, since the derivative of the integral of a pdf is zero, taking the derivative of Equation (4.101) and multiplying the result by Bias yields Bias



 f



−



Y y 



i



dy = 0



(4.103)
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Substituting



fY y/ i = fY y ln fY y/ i into Equation (4.102), and using Equation (4.103), we obtain 



ˆ i y − Bias − i  



ln fY y



i



−



fY y dy = 1 + 



Bias



i



(4.104)



Now squaring both sides of Equation (4.104), we obtain  







ˆ i y − Bias − i 



− 



ln fY y



i



2



$ #



Bias 2  fY y dy = 1 +



i



(4.105)



For the left-hand side of Equation (4.105) application of the following Schwartz inequality  







−



2 fygy dy ≤







fy dy × 2



−







gy2 dy



(4.106)



−



yields    '



 $ 2 ( # ln f y Y 1/2 1/2 ˆ i y − Bias − i fY y fY y dy  



i −       '    # ln f y $2  ( Y ˆ i y − Bias − i 2 fY y dy ≤  fY y dy    i −



−



(4.107) From Equations (4.105) and (4.107), we have # $ # $2



ln fY y 2



 Varˆ i y × E ≥ 1 + Bias



i



i



(4.108)



The Cramer–Rao inequality (4.98) results directly from the inequality (4.108).



4.4.1 CRAMER–RAO BOUND FOR RANDOM PARAMETERS For random parameters the Cramer–Rao bound may be obtained using the same procedure as above, with the difference that, in Equation (4.98), instead of the likelihood fY y we use the joint pdf, fY y , and we also use the logarithmic relation



ln fY y  ln fY y ln f  = +



i



i



i



(4.109)
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The Cramer–Rao bound for random parameters is obtained as (2 ' 1 +  Bias i Varˆ i y ≥ ' ( ' (2 



ln fY y 2



ln f  E +







 i



(4.110)



i



where the second term in the denominator of Equation (4.110) describes the effect of the prior pdf of . As expected, the use of the prior, f , can result in a decrease in the variance of the estimate. An alternative form of the minimum bound on estimation variance can be obtained using the likelihood relation # $   2



ln fY y  2



ln fY y  (4.111) E = −E



i



i2 as



Varˆ i y ≥ −



 E



$2 #



 1 + Bias



i



2 ln fY y



i2 



2 ln f  +



i2







(4.112)



4.4.2 CRAMER–RAO BOUND FOR A VECTOR PARAMETER For real-valued P-dimensional vector parameters, the Cramer–Rao bound for the covariance matrix of an unbiased estimator of  is given by ˆ ≥ J −1  Cov where J is the P × P Fisher information matrix, with elements given by   2



ln fY y  Jij = −E



i j



(4.113)



(4.114)



The lower bound on the variance of the ith element of the vector  is given by Varˆ i  ≥ J −1 ii =



1 



2 ln fY y  E



i2 



(4.115)



where J −1 ii  is the ith diagonal element of the inverse of the Fisher matrix.



4.5 DESIGN OF GAUSSIAN MIXTURE MODELS A practical method for modelling the probability density function of an arbitrary signal space is to fit (or ‘tile’) the space with a mixture of a number of Gaussian probability density
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Figure 4.16 Illustration of probabilistic modelling of a two-dimensional signal space with a mixture of five bivariate Gaussian densities.



functions. The Gaussian functions hence act as elementary pdfs from which other pfds can be constructed. Figure 4.16 illustrates the cluster modelling of a two-dimensional signal space with a number of circular and elliptically shaped Gaussian processes. Note that the Gaussian densities can be overlapping, with the result that, in an area of overlap, a data point can be associated with different components of the Gaussian mixture. A main advantage of the use of a mixture Gaussian model is that it results in mathematically tractable signal processing solutions. A mixture Gaussian pdf model for a process X is defined as fX x =



K  k=1



Pk k x k  k 



(4.116)



where k x k  k  denotes the kth component of the mixture Gaussian pdf, with mean vector k and covariance matrix k . The parameter Pk is the prior probability of the kth mixture, and it can be interpreted as the expected fraction of the number of vectors from the process X associated with the kth mixture. In general, there are an infinite number of different K-mixture Gaussian densities that can be used to ‘tile up’ a signal space. Hence the modelling of a signal space with a K-mixture pdf space can be regarded as a many-to-one mapping, and the EM method can be applied for the estimation of the parameters of the Gaussian pdf models.



4.5.1 EM ESTIMATION OF GAUSSIAN MIXTURE MODEL The EM algorithm, discussed in Section 4.4, is an iterative ML estimation method, and can be employed to calculate the parameters of a K-mixture Gaussian pdf model for a given data set. To apply the EM method we first need to define the so-called complete and incomplete data sets. As usual, the observation vectors ymm = 0     N − 1 form the incomplete data. The complete data may be viewed as the observation vectors with a label attached to each vector ym to indicate the component of the mixture Gaussian model that generated the vector. Note that, if each signal vector ym had a mixture component label attached,
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then the computation of the mean vector and the covariance matrix of each component of the mixture would be a relatively simple exercise. Therefore the complete and incomplete data can be defined as follows: The incomplete data



ym m = 0     N − 1



The complete data



xm = ym k = yk m m = 0     N − 1 k ∈ 1     K



The probability of the complete data is the probability that an observation vector ym has a label k associating it with the kth component of the mixture density. The main step in application of the EM method is to define the expectation of the complete data, given the observations and a current estimate of the parameter vector, as ˆ   = E ln fYK ym k ym  ˆ i U  =



ˆ i fYK ym k ln fYK ym k  ˆ i fY ym m=0 k=1



K N −1  



(4.117)



where  = k = Pk  k  k  k = 1     K, are the parameters of the Gaussian mixture as in Equation (4.116). Now the joint pdf of ym and the kth Gaussian component of the mixture density can be written as         fYK ym k ˆ i = Pki fk ymˆ ki (4.118)   ˆ ˆ ki   = Pki k ym  ki   ˆ is a Gaussian density with mean vector  and covariance matrix where k ym  ˆ k  k k k :



 1 1 T −1 ym −  k ym k  k  = exp −   ym −   (4.119) k k k 2 P/2 k 1/2 2 The pdf of ym as a mixture of K Gaussian densities is given by         fY ymˆ i =  ymˆ i =



K  k=1



  ˆ Pˆ ki k ym  ˆ ki   ki



(4.120)



Substitution of the Gaussian densities of Equation (4.118) and Equation (4.120) in Equation (4.117) yields K ˆ −1   N  ˆ  Pki k ym  ˆ ki   ki ˆ  Pˆ  = lnPk k ym k  k  U   P  ˆ i  i i ˆ  ymi  m=0 k=1  K N −1  ˆ   Pˆ ki k ym  ˆ ki   ki = ln Pki ˆ  ymi  m=0 k=1



+



ˆ  Pˆ ki k ym  ˆ ki   ki ln  ym k  k  ˆ  ymi 



(4.121)
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Equation (4.121) is maximised with respect to the parameter Pk using the constrained optimisation method. This involves subtracting the constant term Pk = 1 from the righthand side of Equation (4.121) and then setting the derivative of this equation with respect to Pk to zero; this yields Pˆ ki+1



  ˆ ˆ k k ym  −1 P  1 N ˆ   k k i i i ˆ  Pˆ  = = arg maxU   P  ˆ i  i i ˆ N m=0 Pk  ymi  



(4.122)



The parameters k and k that maximise the function U are obtained by setting the derivative of the function with respect to these parameters to zero: ˆ  Pˆ  ˆ i   ˆ ki+1 = arg maxU   P  i i ˆk



N! −1



=



  ˆ ˆ ki   Pˆ ki k ym  ki



ym ˆ i  ym   ˆ ˆ ˆ ki   N! −1 Pki k ym  ki ˆ i m=0  ym



(4.123)



m=0



and ˆ ˆ  Pˆ   ˆ i  ki+1 = arg maxU   P  i i ˆ  k



N! −1



=



m=0



  ˆ ˆ ki   Pˆ ki k ym  ki  ˆ i  ym N! −1 m=0







ym −  ˆ ki



ˆ ˆ ki   Pˆ ki k ym  ki



 



ym −  ˆ ki



T



(4.124)



ˆ i  ym



Equations (4.122)–(4.124) are the estimates of the parameters of a mixture Gaussian pdf model. These equations can be used in further iterations of the EM method until the parameter estimates converge.



4.6 BAYESIAN CLASSIFICATION Classification is the process of labelling of an observation sequence ym with one of M classes of signals Ck  k = 1     M that could have generated the observation. Classifiers are present in all modern digital communication systems and in applications such as the decoding of discrete-valued symbols in digital communication receivers, speech compression, video compression, speech recognition, image recognition, character recognition, signal/noise classification and detectors. For example, in an M-symbol digital communication system, the channel output signal is classified as one of the M signalling symbols; in speech recognition, segments of speech



BAYESIAN CLASSIFICATION



fX (x)



125



C1



µ1



C2



θthrsh



µ2



x



Figure 4.17 Illustration of the overlap of the distribution of two classes of signals.



signals are labelled with one of about 40 elementary phonemes sounds; and in speech or video compression, a segment of speech samples or a block of image pixels is quantised and labelled with one of a number of prototype signal vectors in a codebook. In the design of a classifier, the aim is to reduce the classification error given the constraints on the signal-to-noise ratio, available training data, bandwidth and the computational resources. Classification errors are due to overlap of the distributions of different classes of signals. This is illustrated in Figure 4.17 for a binary classification problem with two Gaussian distributed signal classes C1 and C2 . In the shaded region, where the signal distributions overlap, a sample x could belong to either of the two classes. The shaded area gives a measure of the classification error. The obvious solution suggested by Figure 4.17 for reducing the classification error is to reduce the overlap of the distributions. The overlap can be reduced in two ways: (a) by increasing the distance between the mean values of different classes; and (b) by reducing the variance of each class. In telecommunications systems the overlap between the signal classes is reduced using a combination of several methods including increasing the signal-to-noise ratio, increasing the distance between signal patterns by adding redundant error control coding bits, and signal shaping and post-filtering operations. In pattern recognition, where it is not possible to control the signal generation process (as in speech and image recognition), the choice of the pattern features and models affects the classification error. The design of an efficient classification for pattern recognition depends on a number of factors, which can be listed as follows: (1) Extraction and transformation of a set of discriminative features from the signal that can aid the classification process. The features need to adequately characterise each class and emphasise the differences between various classes. (2) Statistical modelling of the observation features for each class. For Bayesian classification, a posterior probability model for each class should be obtained. (3) Labelling of an unlabelled signal with one of the N classes.



4.6.1 BINARY CLASSIFICATION The simplest form of classification is the labelling of an observation with one of two classes of signals. Figures 4.18(a) and (b) illustrate two examples of a simple binary classification problem in a two-dimensional signal space. In each case, the observation is the result of a
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y1 Noisy observation space
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Figure 4.18 Illustration of binary classification: (a) the source and observation spaces are well separated; (b) the observation spaces overlap.



random mapping (e.g. signal plus noise) from the binary source to the continuous observation space. In Figure 4.18(a), the binary sources and the observation space associated with each source are well separated, and it is possible to make an error-free classification of each observation. In Figure 4.18(b) there is less distance between the mean of the sources, and the observation signals have a greater spread. These result in some overlap of the signal spaces and classification error can occur. In binary classification, a signal x is labelled with the class that scores the higher a posterior probability: C1 PCX C1 x  ≷ PCX C2 x  C2



(4.125)



Note the above notation means that a signal x is classified as C1 if PCX C1 x  > PCX C2 x , otherwise it is classified as C2 . Using Bayes’ rule, Equation (4.125) can be rewritten as C1 PC C1  fXC x C1  ≷ PC C2  fXC x C2  C2



(4.126)



Letting PC C1  = P1 and PC C2  = P2 , Equation (4.126) is often written in terms of a likelihood ratio test as fXC x C1  C1 P2 ≷ fXC x C2  C P1 2



(4.127)
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Taking the likelihood ratio yields the following discriminant function: C1 P hx = − ln fXC x C1  − ln fXC x C2  ≷ ln 1 P 2 C2



(4.128)



Now assume that the signal in each class has a Gaussian distribution with a probability distribution function given by $  1 1 fXC x ci  = √ x −    i = 1 2 (4.129) exp − x − i T −1 i i 2 2 i  From Equations (4.128) and (4.129), the discriminant function hx becomes C 1 1 2  1 P2 T −1 ≷ ln h x = − x − 1 T −1 1 x − 1  + x − 2  2 x − 2  + ln 2 2 P1 1  C



(4.130)



2



Example 4.11 For two Gaussian-distributed classes of scalar-valued signals with distributions given by  xm 1  2  and  xm 2  2 , and equal class probability, P1 = P2 = 05, the discrimination function of Equation (4.130) becomes hxm =



C 2 − 1 1 22 − 21 1 ≷0 xm +



2 2 2 C



(4.131)



2



Hence the rule for signal classification becomes C1 + 2  xm ≶ 1 2 C2



(4.132)



The signal is labelled with class C1 if xm <  1 + 2 /2 and as class C2 otherwise.



4.6.2 CLASSIFICATION ERROR Classification errors are due to the overlap of the distributions of different classes of signals. This is illustrated in Figure 4.17 for the binary classification of a scalar-valued signal and in Figure 4.18 for the binary classification of a two-dimensional signal. In each figure the overlapped area gives a measure of the classification error. The obvious solution for reducing the classification error is to reduce the overlap of the distributions. This may be achieved by increasing the distance between the mean values of various classes or by reducing the variance of each class. In the binary classification of a scalar-valued variable x, the probability of classification error is given by P Error x  = P C1  Px > Thrshx ∈ C1  + P C2  Px < Thrshx ∈ C2 



(4.133)
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For two Gaussian-distributed classes of scalar-valued signals with pdfs,    xm 1  12



and



   xm 2  22



Equation (4.133) becomes P Error x  =P C1 







x − 1 2 exp − √ 2 12 2 1



Thrsh



+ P C2 







1



Thrsh −







x − 2  1 − √ 2 22 2 2



2



 dx (4.134)



 dx



where the parameter Thrsh is the classification threshold.



4.6.3 BAYESIAN CLASSIFICATION OF DISCRETE-VALUED PARAMETERS Let the set  = i  i = 1     M denote the values that a discrete P-dimensional parameter vector  can assume. In general, the observation space Y associated with a discrete parameter space  may be a discrete-valued space or a continuous-valued space; an example of the latter is a discrete-valued parameter observed in continuous-valued noise. Assuming the observation space is continuous, the pdf of the parameter vector, i , given observation y, may be expressed using Bayes’s rule as PY i y =



fY yi P i  fY y



(4.135)



For the case when the observation space Y is discrete-valued, the probability density functions are replaced by the appropriate probability mass functions. The Bayesian risk in selecting the parameter vector i given the observation y is defined as i y =



M  j=1



Ci j PY j y



(4.136)



where Ci j  is the cost of selecting the parameter i when the true parameter is j . The Bayesian classification, Equation (4.136), can be employed to obtain the MAP, ML and MMSE classifiers as described next.



4.6.4 MAXIMUM A POSTERIORI CLASSIFICATION MAP classification corresponds to Bayesian classification with a uniform cost function defined as Ci j  = 1 − i  j 



(4.137)
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where · is the delta function. Substitution of this cost function in the Bayesian risk function yields MAP i y =



M  j=1



1 − i  j Py j y



(4.138)



= 1 − Py i y Note that the MAP risk in selecting i is the classification error probability, that is the sum of the probabilities of all other candidates. From Equation (4.138), minimisation of the MAP risk function is achieved by maximisation of the posterior pmf: ˆ MAP y = arg maxPY i y i



= arg maxP i fY yi 



(4.139)



i



4.6.5 MAXIMUM-LIKELIHOOD CLASSIFICATION The ML classification corresponds to Bayesian classification when the parameter  has a uniform prior pmf and the cost function is also uniform: ML i y =



M  j=1



1 − i  j 



  1 f yj P j  fY y Y



(4.140)



1 f yi  P = 1− fY y Y where P is the uniform pmf of . Minimisation of the ML risk function, Equation (4.140), is equivalent to maximisation of the likelihood fY yi , ˆ ML y = arg maxfY yi  i



(4.141)



4.6.6 MINIMUM MEAN SQUARE ERROR CLASSIFICATION The Bayesian minimum mean square error classification results from minimisation of the following risk function: MMSE i y =



M    i − j 2 PY j y



(4.142)



j=1



For the case when Py y is not available, the MMSE classifier is given by ˆ MMSE y = arg min i − y2 i



where y is an estimate based on the observation y.



(4.143)
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4.6.7 BAYESIAN CLASSIFICATION OF FINITE STATE PROCESSES In this section, the classification problem is formulated within the framework of a finite state random process. A finite state process is composed of a probabilistic chain of a number of different random processes. Finite state processes are used for modelling non-stationary signals such as speech, image, background acoustic noise, and impulsive noise as discussed in Chapter 5. Consider a process with a set of M states denoted S = s1  s2      sM , where each state has some distinct statistical property. In its simplest form, a state is just a single vector, and the finite state process is equivalent to a discrete-valued random process with M outcomes. In this case the Bayesian state estimation is identical to the Bayesian classification of a signal into one of M discrete-valued vectors. More generally, a state generates continuous-valued or discrete-valued vectors from a pdf or a pmf, associated with the state. Figure 4.19 illustrates an M-state process, where the output of the ith state is expressed as xm = hi i  em 



i = 1     M



(4.144)



where in each state the signal xm is modelled as the output of a state-dependent function hi · with parameter i , input em and an input pdf fEi em. Each state may be a model of a segment of speech or image. The prior probability of each state is given by   M  ) Nsj  PS si  = E Nsi  E



(4.145)



j=1



where E Nsi  is the expected number of observations from state si . The pdf of the output of a finite state process is a weighted combination of the pdf of each state and is given by fX xm =



M  i=1



PS si fXS xsi 



(4.146)



In Figure 4.19, the noisy observation ym is the sum of the process output xm and an additive noise nm. From Bayes’ rule, the posterior probability of the state si given the



x = h1(θ, e) e ∈ f 1(e)



x = h2(θ, e) e ∈ f 2(e)



...



x = hM(θ, e) e ∈ f M (e)
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Figure 4.19 Illustration of a random process generated by a finite state system.
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observation ym can be expressed as fYS ym si  PS si  M   ! fYS ymsj PS sj 



PSY si ym  =



(4.147)



j=1



In MAP classification, the state with the maximum posterior probability is selected as sMAP ym = arg maxPSY si ym  si



(4.148)



The Bayesian state classifier assigns a misclassification cost function Csi sj  to the action of selecting the state si when the true state is sj  The risk function for the Bayesian classification is given by si ym  =



M  j=1



Csi sj PSY sj  ym



(4.149)



4.6.8 BAYESIAN ESTIMATION OF THE MOST LIKELY STATE SEQUENCE Consider the estimation of the most likely state sequence, s = si0  si1      siT −1 , of a finite state process, given a sequence of T observation vectors, Y = y0  y1      yT −1 . A state sequence, s, of length T , is itself a random integer-valued vector process with N T possible values. From the Bayes rule, the posterior pmf of a state sequence s, given an observation sequence Y, can be expressed as  fY S y0      yT −1 si0      siT −1 PS si0      siT −1  PSY si0      siT −1 y0      yT −1  = fY y0      yT −1  (4.150) where PS s is the pmf of the state sequence s, and for a given observation sequence the denominator fY y0      yT −1  is a constant. The Bayesian risk in selecting a state sequence si is expressed as T



si y  =



N  j=1



 Csi sj PSY sj y 



(4.151)



For a statistically independent process, the state of the process at any time is independent of the previous states, and hence the conditional probability of a state sequence can be written as PSY si0      siT −1 y0      yT −1  =



T −1 k=0



 fY S yk sik PS sik 



(4.152)



where sik denotes statesi at time instant k. A particular case of a finite state process is the Markov chain, Figure 4.20, where the state transition is governed by a Markovian process
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Figure 4.20 A three-state Markov process.



such that the probability of the state i at time m depends on the state of the process at time m − 1. The conditional pmf of a Markov state sequence can be expressed as PSY si0      siT −1 y0      yT −1  =



T −1 k=0



aik−1 ik fSY sik yk 



(4.153)



where aik −1ik is the probability that the process moves from state Sik−1 to state sik Finite state random processes and computationally efficient methods of state sequence estimation are described in detail in Chapter 5.



4.7 MODELLING THE SPACE OF A RANDOM PROCESS In this section, we consider the training of statistical models for a database of P-dimensional vectors of a random process. The vectors in the database can be visualised as forming a number of clusters in a P-dimensional space. The statistical modelling method consists of two steps: (a) the partitioning of the database into a number of regions, or clusters, and (b) the estimation of the parameters of a statistical model for each cluster. A simple method for modelling the space of a random signal is to use a set of prototype vectors that represent the centroids of the signal space. This method effectively quantises the space of a random process into a relatively small number of typical vectors, and is known as vector quantisation (VQ). In the following, we first consider a VQ model of a random process, and then extend this model to a pdf model, based on a mixture of Gaussian densities.



4.7.1 VECTOR QUANTISATION OF A RANDOM PROCESS Vector quantisations are used in signal compression and pattern recognition, such as in the coding or recognition of speech, music or image signals. In vector quantisation, the space of the training data, from a random vector process X, is partitioned into K clusters or regions X1  X2      XK  and each cluster, Xi , is represented
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by a cluster centroid, ci . The set of centroid vectors c1  c2      cK  form a VQ codebook model the process X. The VQ codebook can then be used to classify an unlabelled vector, x, with the nearest centroid. The codebook is searched to find the centroid vector with the minimum distance from x, then x is labelled with the index of the minimum distance centroid as Labelx = arg min dx ci  i



(4.154)



where dx ci  is a measure of distance between the vectors x and ci . The most commonly used distance measure is the mean squared distance.



4.7.2 VECTOR QUANTISATION USING GAUSSIAN MODELS In vector quantisation, instead of using only the centre of each cluster, a Gaussian pdf model of each cluster comprising of the centre of the cluster, its covariance matrix and its probability may be used. In this way, the space of the training data, from a random vector process X, is partitioned into K clusters or regions X1  X2      XK  and each cluster, Xi , is represented by a cluster centroid, ci , the cluster covariance matrix, i , and the cluster probability, pi , as  ci  i  pi . The set of VQ pdfs  c1  1  p1 ,  c2  2  p2       cK  K  pK  forms a VQ codebook to model the process X. The VQ codebook can then be used to classify an unlabelled vector x with the nearest pdf. The codebook is searched to find the VQ pdf with the maximum probability of membership for x, then x is labelled with the index of the pdf as Labelx = arg max pi  x ci  i  i



(4.155)



where the weighted Gaussian pdf distance pi  x ci  i , is a measure of membership of the input vector, x, and the VQ class, i.



4.7.3 DESIGN OF A VECTOR QUANTISER: K-MEANS CLUSTERING The K-means algorithm, illustrated in Figure 4.21, is an iterative method for the design of a VQ codebook. Each iteration consists of two basic steps: (a) partition the training signal space into K regions or clusters and (b) compute the centroid of each region. The steps in K-Means method are as follows: Step 1: initialisation – use a suitable method to choose a set of K initial centroids ci . For m = 1 2    Step 2: classification – classify the training vectors x into K clusters x1  x2     xK  using the so-called ‘nearest-neighbour rule’ [Equation (4.154)]. Step 3: centroid computation – use the vectors xi  associated with the ith cluster to compute an updated cluster centroid, ci , and calculate the cluster distortion defined as Di m =



Ni 1  d xi j ci m Ni j=1



(4.156)
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Figure 4.21 Illustration of the K-means clustering method.



where it is assumed that a set of Ni vectors xi jj = 0     Ni  are associated with cluster i. The total distortion is given by Dm =



K  i=1



Di m



(4.157)



Step 4: convergence test: if D(m − 1) − D(m) ≥ threshold, stop, else goto Step 2. A vector quantiser models the regions, or the clusters, of the signal space with a set of cluster centroids. A more complete description of the signal space can be achieved by modelling each cluster with a Gaussian density as described in Chapter 5.



4.8 SUMMARY This chapter began with an introduction to the basic concepts in estimation theory; such as the signal space and the parameter space, the prior and posterior spaces, and the statistical measures that are used to quantify the performance of an estimator. The Bayesian inference method, with its ability to include as much information as is available, provides a general framework for statistical signal processing problems. The minimum mean square error, the maximum-likelihood, the maximum a posteriori and the minimum absolute value of error methods were derived from the Bayesian formulation. Further examples of the
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applications of Bayesian type models in this book include the hidden Markov models for nonstationary processes studied in Chapter 5, and blind equalisation of distorted signals studied in Chapter 15. We considered a number of examples of the estimation of a signal observed in noise, and derived the expressions for the effects of using prior pdfs on the mean and the variance of the estimates. The choice of the prior pdf is an important consideration in Bayesian estimation. Many processes, for example speech or the response of a telecommunications channel, are not uniformly distributed in space, but are constrained to a particular region of signal or parameter space. The use of a prior pdf can guide the estimator to focus on the posterior space that is the subspace consistent with both the likelihood and the prior pdfs. The choice of the prior, depending on how well it fits the process, can have a significant influence on the solutions. The iterative EM method, studied in Section 4.3, provides a practical framework for solving many statistical signal processing problems, such as the modelling of a signal space with a mixture Gaussian densities, and the training of hidden Markov models in Chapter 5. In Section 4.4 the Cramer–Rao lower bound on the variance of an estimator was derived, and it was shown that the use of a prior pdf can reduce the minimum estimator variance. Finally we considered the modelling of a data space with a mixture Gaussian process, and used the EM method to derive a solution for the parameters of the mixture Gaussian model.
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Hidden Markov models are used for the statistical modelling of nonstationary signal processes such as speech signals, image sequences and time-varying noise. The Markov process, developed by Anderi Markov, is a process whose state or value at any time, t, depends on its previous state and values at time t − 1, and is independent of the history of the process before t − 1. An HMM is a double-layered process with a ‘hidden’ Markov layer controlling the state of an observable layer. An HMM models the time variations (and/or the space variations) of the statistics of a random process with a Markovian chain of state-dependent stationary subprocesses. An HMM is essentially a Bayesian finite state process, with a Markovian prior for modelling the transitions between the states, and a set of state probability density functions for modelling the random variations of the signal process within each state. This chapter begins with a brief introduction to continuous and finite state nonstationary models, before concentrating on the theory and applications of hidden Markov models. We study the various HMM structures, the Baum–Welch method for the maximum-likelihood training of the parameters of an HMM, and the use of HMMs and the Viterbi decoding algorithm for the classification and decoding of an unlabelled observation signal sequence. Finally, applications of the HMMs for the enhancement of noisy signals are considered.
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5.1 STATISTICAL MODELS FOR NONSTATIONARY PROCESSES A nonstationary process can be defined as one whose statistical parameters vary over time. Most ‘naturally generated’ signals, such as audio signals, video signals, biomedical signals and seismic signals, are nonstationary, in that the parameters of the systems that generate the signals, and the environments in which the signals propagate, change with time and/or space. A nonstationary process can be modelled as a double-layered stochastic process, with a hidden process that controls the time variations of the statistics of an observable process, as illustrated in Figure 5.1. In general, nonstationary processes can be classified into one of two broad categories: (1) continuously variable state processes; and (2) finite state processes. A continuously variable state process is defined as one whose underlying statistics vary continuously with time. Examples of this class of random processes are some audio signals such as speech, whose power and spectral composition, within a phonetic segment, vary continuously with time. A finite state process is one whose statistical characteristics can switch between a finite number of stationary or nonstationary states. For example, impulsive noise is a binary-state process and across different phonetic segments speech is a finite state process. Continuously variable processes can be approximated by an appropriate finite state process. Figure 5.2(a) illustrates a nonstationary first-order AR process. This process is modelled as the combination of a hidden stationary AR model of the signal parameters and an observable time-varying AR model of the signal. The hidden model controls the time variations of the parameters of the nonstationary AR model. For this model, the observation signal equation and the hidden parameter state equation can be expressed as xm = amxm − 1 + em



observation equation



(5.1)



am = am − 1 + m



hidden state equation



(5.2)



where am is the time-varying coefficient of the observable AR process and  is the coefficient of the hidden state-control process.
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Observable process model



Signal



Process parameters Hidden state-control model



Figure 5.1 Illustration of a two-layered model of a nonstationary process.
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Figure 5.2 (a) A continuously variable state AR process. (b) A binary-state AR process.



A simple example of a finite state nonstationary model is the binary-state AR process illustrated in Figure 5.2(b), where at each time instant a random switch selects one of the two AR models for connection to the output terminal. For this model, the output signal, xm, can be expressed as xm = smx0 m + smx1 m



(5.3)



where the binary switch, sm, selects the state of the process at time m, and sm denotes the Boolean complement of sm.



5.2 HIDDEN MARKOV MODELS 5.2.1 COMPARISON OF MARKOV AND HIDDEN MARKOV MODELS A Markov process is defined as stochastic process whose probability of being in a given state at time m depends on the pervious state of the system at time m − 1 and is independent of the states of the process before m − 1. Consider a simple example of the two-state Markov process illustrated in Figure 5.3(a), which shows two containers (states): in state 1 the process outputs black balls and in state 2 the process outputs white balls. Assume that at successive time intervals a random selection process selects one of the two containers to release a ball. The state selection process is probabilistic such that in state 1 the probability of staying in state 1 at time m is ps1m s1m−1  = 08, whereas the probability of moving to state 2 is ps2m s1m−1  = 02, where sim denotes state i at time m. In state 2 the probability of staying in state 2 is ps2m s2m−1  = 06, whereas the probability moving from state 2 to state 1 is ps1m s2m−1  = 04. Note that the Markov process output sequence is the same as the state sequence.
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Figure 5.3 (a) A Markov model: each state is identified by the output. (b) A hidden Markov model: states are ‘hidden’ as both states can produce the same output with different probability. (c) The assumed transition matrix for (a) and (b). (d) A state diagram for Markov model and HMM.



A HMM is a double-layered finite state process, with a hidden Markovian process that controls the selection of the states of an observable process. As a simple illustration of a binary-state Markovian process, consider Figure 5.3(b), which shows two containers of different mixtures of black and white balls. The probability of the black and the white balls in each container, denoted PB and PW , is as shown in Figure 5.3(b). Assume that at successive time intervals a hidden selection process selects one of the two containers to release a ball. The balls released are replaced so that the mixture density of black and white balls in each container remains unaffected. Each container can be considered as an underlying state of the output process. Now, as an example assume that the hidden container-selection process is governed by the following rule: at any time, if the output from the currently selected container is a white ball then the same container is selected to output the next ball, otherwise the other container is selected. This is an example of a Markovian process because the next state of the process depends on the current state, as shown in the binary state model of Figure 5.3(d). Note that in this example the observable outcome does not unambiguously indicate the underlying hidden state, because both states are capable of releasing black and white balls. In general, a hidden Markov model has N sates, with each state trained to model a distinct segment of a signal process. A hidden Markov model can be used to model a time-varying random process as a probabilistic Markovian chain of N stationary, or quasistationary, elementary subprocesses. A general form of a three-state HMM is shown in Figure 5.4. This structure is known as an ergodic HMM. In the context of an HMM, the
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Figure 5.4 A three-state ergodic HMM structure.
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Figure 5.5 A five-state left–right HMM speech model.



term ‘ergodic’ implies that there are no structural constraints for connecting any state to any other state. A more constrained form of an HMM is the left–right model of Figure 5.5, so-called because the allowed state transitions are those from a left state to a right state and the self-loop transitions. The left–right constraint is useful for the characterisation of temporal or sequential structures of stochastic signals such as speech and musical signals, because time may be visualised as having a direction from left to right.



5.2.2 A PHYSICAL INTERPRETATION: HMMS OF SPEECH For a physical interpretation of the use of HMMs in modelling a signal process, consider the illustration of Figure 5.5 which shows a left–right HMM of a spoken letter ‘C’, phonetically transcribed ‘s-iy’, together with a plot of the speech signal waveform for ‘C’. In general,
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there are two main types of variation in speech and other stochastic signals: variations in the spectral composition, and variations in the time-scale or the articulation rate. In a hidden Markov model, these variations are modelled by the state observation and the state transition probabilities. A useful way of interpreting and using HMMs is to consider each state of an HMM as a model of a segment of a stochastic process. For example, in Figure 5.5, state S1 models the first segment of the spoken letter ‘C’, state S2 models the second segment, and so on. Each state must have a mechanism to accommodate the random variations in different realisations of the segments that it models. The state transition probabilities provide a mechanism for connection of various states, and for modelling the variations in the duration and time-scales of the signals in each state. For example, if a segment of a speech utterance is elongated, owing, say, to slow articulation, then this can be accommodated by more self-loop transitions into the state that models the segment. Conversely, if a segment of a word is omitted, owing, say, to fast speaking, then the skip-next-state connection accommodates that situation. The state observation pdfs model the space of the probability distributions of the spectral composition of the signal segments associated with each state.



5.2.3 HIDDEN MARKOV MODEL AS A BAYESIAN MODEL A hidden Markov model, , is a Bayesian structure with a Markovian state transition probability and a state observation likelihood that can be either a discrete pmf or a continuous pdf. The posterior probability of a state sequence, s, of a model, , given a sequence of observation vectors, X = x0 x1     xT − 1 , can be expressed using Bayes’s rule as the product of the prior probability of the state sequence, s, and the likelihood of the observation, X, as PSX sX  =



1 P s   fXS X s   fX X  S     State prior



(5.4)



Observation likelihood



where the observation sequence, X, is modelled by a probability density function PXS Xs . The posterior probability that an observation signal sequence, X, was generated by the model, , is summed over all likely state sequences, and may also be weighted by the model prior, P : PX  X  =



 1 P  P s   fXS X s   fX X    s  S     Model Prior



State Prior



(5.5)



Observation Likelihood



The Markovian state transition prior can be used to model the time variations and the sequential dependence of most nonstationary processes. However, for many applications, such as speech recognition, the state observation likelihood has far more influence on the posterior probability than the state transition prior.
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5.2.4 PARAMETERS OF A HIDDEN MARKOV MODEL A hidden Markov model has the following parameters: • Number of states N – this is usually set to the total number of distinct, or elementary, stochastic events in a signal process. For example, in modelling a binary-state process such as impulsive noise, N is set to 2, and in phoneme-based speech modelling, N , the number of states for each phoneme, is set between 3 and 5. • State transition-probability matrix A = aij  i j = 1    N – this provides a Markovian connection network between the states, and models the variations in the duration of the signals associated with each state. For a left–right HMM (see Figure 5.5), aij = 0 for i > j, and hence the transition matrix A is upper-triangular. • State observation vectors i1  i2      iM  i = 1     N – for each state a set of M prototype vectors models the centroids of the signal space associated with that state. • State observation vector probability model – this can be either a discrete model composed of M prototype vectors and their associated probability P = Pij · i = 1     N j = 1    M, or it may be a continuous (usually Gaussian) pdf model F = fij · i = 1    N j = 1     M. • Initial state probability vector  =  1  2      N .



5.2.5 STATE OBSERVATION PROBABILITY MODELS Depending on whether a signal process is discrete-valued or continuous-valued, the state observation model for the process can be either a discrete-valued probability mass function (pmf), or a continuous-valued probability density function (pdf). The discrete models can also be used for the modelling of the space of a continuous-valued process quantised into a number of discrete points. First, consider a discrete state observation density model. Assume that associated with the ith state of an HMM there are M discrete centroid vectors i1      iM with a pmf Pi1      PiM . These centroid vectors and their probabilities are normally obtained through clustering of a set of training signals associated with each state. For the modelling of a continuous-valued process, the signal space associated with each state is partitioned into a number of clusters, as in Figure 5.6. If the signals within each cluster are modelled by a uniform distribution, then each cluster is described by the centroid vector and the cluster probability, and the state observation model consists of M cluster centroids and the associated pmf ik  Pik i = 1     N k = 1     M. In effect, this results in a discrete observation HMM for a continuous-valued process. Figure 5.6(a) shows a partitioning, and quantisation, of a signal space into a number of centroids. Now if each cluster of the state observation space is modelled by a continuous pdf, such as a Gaussian pdf, then a continuous-density HMM results. The most widely used state observation pdf for an HMM is the Gaussian mixture density, defined as fXS xs = i =



M  k=1



Pik  x ik  ik 



(5.6)



where  x ik  ik  is a Gaussian density with mean vector ik and covariance matrix ik , and Pik is a mixture weighting factor for the kth Gaussian pdf of the state i. Note that Pik is
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Figure 5.6 Modelling a random signal space using (a) a discrete-valued pmf and (b) a continuousvalued mixture Gaussian density.
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Figure 5.7 A mixture Gaussian probability density function.



the prior probability of the kth mode of the pdf mixture for the state i. Figure 5.6(b) shows the space of a Gaussian mixture model of an observation signal space. A five-mode Gaussian mixture pdf is shown in Figure 5.7.



5.2.6 STATE TRANSITION PROBABILITIES The first-order Markovian property of an HMM entails that the transition probability to any state, st, at time t depends only on the state of the process at time t − 1, st − 1, and is independent of the previous states of the HMM. This can be expressed as Prob st = jst − 1 = i st − 2 = k     st − N = l = Prob st = jst − 1 = i = aij



(5.7)



where st denotes the state of HMM at time t. The transition probabilities provide a probabilistic mechanism for connecting the states of an HMM, and for modelling the variations in the duration of the signals associated with each state. The probability of occupancy of a state i for d consecutive time units, Pi d, can be expressed in terms of the state self-loop transition probabilities aii as 1 − aii  Pi d = ad−1 ii



(5.8)
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Figure 5.8 (a) A four-state left–right HMM, and (b) its state–time trellis diagram.



From Equation (5.8), using the geometric series conversion formula, the mean occupancy duration for each state of an HMM can be derived as Mean occupancy of state i =



  d=0



dPi d =



1 1 − aii



(5.9)



5.2.7 STATE–TIME TRELLIS DIAGRAM A state–time trellis diagram shows the HMM states together with all the different paths that can be taken through various states as time unfolds. Figure 5.8 illustrates a four-state HMM and its state–time diagram. Since the number of states and the state parameters of an HMM are time-invariant, a state–time diagram is a repetitive and regular trellis structure. Note that in Figure 5.8, for a left–right HMM, the state–time trellis has to diverge from the first state and converge into the last state. In general, there are many different state sequences that start from the initial state and end in the final state. Each state sequence has a prior probability that can be obtained by multiplication of the state transition probabilities of the sequence. For example, the probability of the state sequence s = S1  S1  S2  S2  S3  S3  S4 is Ps = 1 a11 a12 a22 a23 a33 a34 . Since each state has a different set of prototype observation vectors, different state sequences model different observation sequences. In general, over T time units, an N -state HMM can reproduce N T different realisations of the random process of length T .



5.3 TRAINING HIDDEN MARKOV MODELS The first step in training the parameters of an HMM is to collect a training database of a sufficiently large number of different examples of the random process to be modelled. Assume that the examples in a training database consist of L vector-valued sequences, X = Xk k = 0     L − 1 , with each sequence Xk = xt t = 0     Tk − 1 having a variable number of Tk vectors. The objective is to train the parameters of an HMM to model
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the statistics of the signals in the training data set. In a probabilistic sense, the fitness of a model is measured by the posterior probability PX X of the model  given the training data X. The training process aims to maximise the posterior probability of the model  and the training data X , expressed using Bayes’s rule as PX X =



1 X P  f fX X X



(5.10)



where the denominator fX X on the right-hand side of Equation (5.10) has only a normalising effect and P  is the prior probability of the model . For a given training data set X and a given model , maximising Equation (5.10) is equivalent to maximising the likelihood function PX X. The likelihood of an observation vector sequence, X, given a model  can be expressed as fX X =







fXS Xs  Ps s



(5.11)



s



where fXS Xtst , the pdf of the signal sequence X along the state sequence s = s0 s1     sT − 1 of the model , is given by fXS Xs  = fXS x0s0 fXS x1s1    fXS xT − 1sT − 1 



(5.12)



where st, the state at time t, can be one of N states, and fXS Xtst , a shorthand for fXS Xtst  , is the pdf of xt given the state st of the model . The Markovian probability of the state sequence, s, is given by PS s = s0 as0s1 as1s2    asT −2sT −1



(5.13)



Substituting Equations (5.12) and (5.13) in Equation (5.11) yields fX X =







fXS Xs  Ps s



s



=



 



s0 fXS x0s0 as0s1 fXS x1s1 · · · asT −2sT −1 fXS



s



× xT − 1sT − 1 



(5.14)



where the summation is taken over all state sequences s. In the training process, the transition probabilities and the parameters of the observation pdfs are estimated to maximise the model likelihood of Equation (5.14). Direct maximisation of Equation (5.14) with respect to the model parameters is a nontrivial task. Furthermore, for an observation sequence of length T vectors, the computational load of Equation (5.14) is ON T . This is an impractically large load, even for such modest values as N = 6 and T = 30. However, the repetitive structure of the trellis state–time diagram of an HMM implies that there is a large amount of repeated, redundant, computation in Equation (5.14) that can be avoided in an efficient implementation. In the next section we consider the forward–backward method of model likelihood calculation, and then proceed to describe an iterative maximum-likelihood model optimisation method.
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5.3.1 FORWARD–BACKWARD PROBABILITY COMPUTATION An efficient recursive algorithm for the computation of the likelihood function fX X is the forward–backward algorithm. The forward–backward computation method exploits the highly regular and repetitive structure of the state–time trellis diagram of Figure 5.8. In this method, a forward probability variable t i is defined as the joint probability of the partial observation sequence X = x0 x1     xt and the state i at time t, of the model : t i = fXS x0 x1     xt st = i 



(5.15)



The forward probability variable, t i, of Equation (5.15) can be expressed in a recursive form in terms of the forward probabilities at time t − 1, t−1 i: t i = fXS x0 x1     xt st = i   N  = fXS x0 x1     xt − 1 st − 1 = j aji fXS xtst = i  j=1



=



N   j=1



t−1 jaji fXS xtst = i  



(5.16)



Figure 5.9 illustrates a network for computation of the forward probabilities for the fourstate left–right HMM of Figure 5.8. The likelihood of an observation sequence, X = x0 x1     xT − 1 , given a model  can be expressed in terms of the forward probabilities as fX x0 x1     xT − 1 =



N 



fXS x0 x1     xT − 1 sT − 1 = i 



i=1



=



N  i=1



States (i)



{aij}



αt–1(i)



T −1 i



fX|S[x(t)|S(t) = i]



(5.17)



fX|S[x(t + 1)|S(t + 1) = i] {aij}
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Figure 5.9 A network for computation of forward probabilities for a left–right HMM.
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Similar to the definition of the forward probability concept, a backward probability is defined as the probability of the state i at time t followed by the partial observation sequence xt + 1 xt + 2     xT − 1 as t i = fXS st = i xt + 1 xt + 2     xT − 1 =



N  j=1



aij fXS st + 1 = j xt + 2 xt + 3     xT − 1 



× fXS xt + 1st + 1 = j =



N  j=1



(5.18)



aij t+1 jfXS xt + 1st + 1 = j 



In the next section, forward and backward probabilities are used to develop a method for the training of HMM parameters.



5.3.2 BAUM–WELCH MODEL RE-ESTIMATION The HMM training problem is the estimation of the model parameters  =  A F for a given data set, X. These parameters are the initial state probabilities , the state transition probability matrix A and the continuous (or discrete) density state observation pdfs. The HMM parameters are estimated from a set of training examples X = x0     xT − 1 , with the objective of maximising fX X, the likelihood of the model and the training data. The Baum–Welch method of training HMMs is an iterative likelihood maximisation method based on the forward–backward probabilities defined in the preceding section. The Baum–Welch method is an instance of the EM algorithm described in Chapter 4. For an HMM , the posterior probability of a transition at time t from state i to state j of the model , given an observation sequence X, can be expressed as t i j = PSX st = i st + 1 = jX  =



fSX st = i st + 1 = j X fX X



t iaij fXS xt + 1st + 1 = j  t+1 j = N 



T −1 i



(5.19)



i=1



where fSX st = i st + 1 = j X is the joint pdf of the states st and st + 1 and the observation sequence X, and fXS xt + 1st + 1 = i is the state observation pdf for the state i. Note that, for a discrete observation density HMM, the state observation pdf in Equation (5.19) is replaced by the discrete state observation pmf, PXS xt + 1st + 1 = i .
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The posterior probability of state i at time t given the model, , and the observation, X, is t i = PSX st = iX  =



fSX st = i X fX X



 it i = Nt 



T −1 j



(5.20)



j=1



Now the state transition probability aij can be interpreted as aij =



expected number of transitions from state i to state j expected number of transitions from state i



(5.21)



From Equations (5.19)–(5.21), the state transition probability can be re-estimated as the ratio T



−2



aij =



t=0



t i j



T



−2 t=0



(5.22) t i



Note that, for an observation sequence x0     xT − 1 of length T , the last transition occurs at time T − 2, as indicated in the upper limits of the summations in Equation (5.22). The initial-state probabilities are estimated as



i = 0 i



(5.23)



5.3.3 TRAINING HMMS WITH DISCRETE DENSITY OBSERVATION MODELS In a discrete density HMM, the observation signal space for each state is modelled by a set of discrete symbols or vectors. Assume that a set of M vectors i1  i2      iM model the space of the signal associated with the ith state. These vectors may be obtained from a clustering process as the centroids of the clusters of the training signals associated with each state. The objective in training discrete density HMMs is to compute the state transition probabilities and the state observation probabilities. The forward–backward equations for discrete density HMMs are the same as those for continuous density HMMs, derived in the previous sections, with the difference that the probability density functions such as fXS xt st = i are substituted by probability mass functions PXS xt st = i defined as PXS xt st = i = PXS Qxt st = i 



(5.24)



where the function Qxt vector quantises the observation vector xt to the nearest discrete vector in the set i1  i2      iM . For discrete density HMMs, the probability of a state
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vector ik can be defined as the ratio of the number of occurrences of ik (or vectors quantised to ik ) in the state i, divided by the total number of occurrences of all other vectors in the state i: P ik ik  =



expected number of times in state i and observing ik expected number of times in state i T



−1



=



t∈xt→ik T



−1 t=0



t i (5.25)



t i



In Equation (5.25) the summation in the numerator is taken over those time instants t where the kth symbol ik is observed in the state i. For statistically reliable results, an HMM must be trained on a large data set, X, consisting of a sufficient number of independent realisations of the process to be modelled. Assume that the training data set consists of L realisations, X = X0 X1     XL − 1 , where Xk = x0 x1     xTk − 1 . The re-estimation formula can be averaged over the entire data set as



ˆ i =



 l 1 L−1  i L l=0 0 L−1 l −2



T



l=0 t=0



aˆ ij =



(5.26)



tl i j



L−1 l −2



T



l=0 t=0



(5.27) tl i



and L−1 



Pˆ i ik  =



T



l −1



l=0 t∈xt→ik L−1 l −1



T



l=0 t=0



tl i (5.28)



tl i



The parameter estimates of Equations (5.26)–(5.28) can be used in further iterations of the estimation process until the model converges.



5.3.4 HMMS WITH CONTINUOUS DENSITY OBSERVATION MODELS In continuous density HMMs, continuous pdfs are used to model the space of the observation signals associated with each state. Baum et al. generalised the parameter re-estimation method to HMMs with concave continuous pdfs such as a Gaussian pdf. A continuous P-variate Gaussian pdf for the state i of an HMM can be defined as fXS xt st = i =



1 P/2



2 



i 



1/2



 exp xt − i T −1 i xt − i 



(5.29)
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where i and i are the mean vector and the covariance matrix associated with the state i. The re-estimation formula for the mean vector of the state Gaussian pdf can be derived as T



−1



i =



t=0



t ixt



T



−1 t=0



(5.30) t i



Similarly, the covariance matrix is estimated as T



−1



i =



t=0



t i xt − i xt − i T T



−1 t=0



(5.31) t i



The proof that the Baum–Welch re-estimation algorithm leads to maximisation of the likelihood function fX X can be found in Baum.



5.3.5 HMMS WITH GAUSSIAN MIXTURE PDFS The modelling of the space of a signal process with a mixture of Gaussian pdfs is considered in Section 4.5. In HMMs with a Gaussian mixture pdf for a state observation model, the signal space associated with the ith state is modelled with a mixture of M Gaussian densities as fXS xt st = i =



M  k=1



Pik  xt ik  ik 



(5.32)



where Pik is the prior probability of the kth component of the mixture. The posterior probability of state i at time t and state j at time t + 1 of the model, , given an observation sequence X = x0     xT − 1 , can be expressed as t i j = PSX st = i st + 1 = jX  



M   



Pjk  xt + 1 jk  jk t+1 j t iaij k=1 = N 



T −1 i



(5.33)



i=1



and the posterior probability of state i at time t given the model, , and the observation, X, is given by t i = PSX st = i X  =



t it i N 



T −1 j



j=1



(5.34)
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Now we define the joint posterior probability of the state i and the kth Gaussian mixture component pdf model of the state i at time t as t i k = PSKX st = i mt = k X  N 



=



j=1



t−1 jaji Pik  xt ik  ik t i N 



j=1



(5.35) T −1 j



where mt is the Gaussian mixture component at time t. Equations (5.33)–(5.35) are used to derive the re-estimation formula for the mixture coefficients, the mean vectors and the covariance matrices of the state mixture Gaussian pdfs as P ik =



expected number of times in state i and observing mixture k expected number of times in state i T



−1



=



t=0



t i k



T



−1 t=0



(5.36) t i



and T



−1



ik =



t=0



t i kxt



T



−1 t=0



(5.37) t i k



Similarly the covariance matrix is estimated as T



−1



ik =



t=0



t i k xt − ik xt − ik T T



−1 t=0



(5.38) t i k



5.4 DECODING OF SIGNALS USING HIDDEN MARKOV MODELS Hidden Markov models are used in applications such as speech recognition, image recognition and signal restoration, and for the decoding of the underlying states of a signal. For example, in speech recognition, HMMs are trained to model the statistical variations of the acoustic realisations of the words in a vocabulary of, say, size V words. In the word recognition phase, an utterance is classified and labelled with the most likely of the V + 1 candidate HMMs (including an HMM for silence), as illustrated in Figure 5.10. In Chapter 12 on the modelling and detection of impulsive noise, a binary-state HMM is used to model the impulsive noise process.
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Figure 5.10 Illustration of the use of HMMs in speech recognition.



Consider the decoding of an unlabelled sequence of T signal vector, X = x0 x1     XT − 1 , given a set of V candidate HMMs 1      V . The probability score for the observation vector sequence, X, and the model, k , can be calculated as the likelihood:  fX X k  = s0 fXS x0 s0 as0s1 fXS x1 s1 · · · s



asT −2sT −1 fXS xT − 1 sT − 1 



(5.39)



where the likelihood of the observation sequence, X, is summed over all possible state sequences of the model . Equation (5.39) can be efficiently calculated using the forward– backward method described in Section 5.3.1. The observation sequence X is labelled with the HMM that scores the highest likelihood as  k = 1     V + 1 (5.40) Label X = arg max fX X k   k



In decoding applications often the likelihood of an observation sequence, X, and a model, k , is obtained along the single most likely state sequence of model k , instead of being summed over all sequences, so Equation (5.40) becomes   (5.41) Label X = arg max max fXS X s k  k



s
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In Section 5.5, on the use of HMMs for noise reduction, the most likely state sequence is used to obtain the maximum-likelihood estimate of the underlying statistics of the signal process.



5.4.1 VITERBI DECODING ALGORITHM In this section, we consider the decoding of a signal to obtain the MAP estimate of the underlying state sequence. The MAP state sequence sMAP of a model, , given an observation signal sequence, X = x0     xT − 1 , is obtained as sMAP = arg maxfXS X s   s



 = arg max fXS X s   PS s  



(5.42)



s



The MAP state sequence estimate is used in such applications as the calculation of a similarity score between a signal sequence, X, and an HMM, , segmentation of a nonstationary signal into a number of distinct quasistationary segments, and implementation of state-based Wiener filters for restoration of noisy signals, as described in the next section. For an N -state HMM and an observation sequence of length T , there are altogether N T state sequences. Even for moderate values of N and T (say N = 6 and T = 30), an exhaustive search of the state–time trellis for the best state sequence is a computationally prohibitive exercise. The Viterbi algorithm is an efficient method for the estimation of the most likely state sequence of an HMM. In a state–time trellis diagram, such as Figure 5.8, the number of paths diverging from each state of a trellis can grow exponentially by a factor of N at successive time instants. The Viterbi method prunes the trellis by selecting the most likely path to each state. At each time instant t, for each state i, the algorithm selects the most probable path to state i and prunes out the less likely branches. This procedure ensures that, at any time instant, only a single path survives into each state of the trellis. For each time instant t and for each state i, the algorithm keeps a record of the state j from which the maximum-likelihood path branched into i, and also records the cumulative probability of the most likely path into state i at time t. The Viterbi algorithm is given on the next page, and Figure 5.11 gives a network illustration of the algorithm. The backtracking routine retrieves the most likely state sequence of the model . Note that the variable Probmax , which is the probability of the observation sequence fX|S[x(t)|S(t) = i]



States i



{aij}



δt(i – 1)



× Max
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Figure 5.11 A network illustration of the Viterbi algorithm.
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X = x0     xT − 1 and the most likely state sequence of the model , can be used as the probability score for the model  and the observation X. For example, in speech recognition, for each candidate word model the probability of the observation and the most likely state sequence are calculated, and then the observation is labelled with the word that achieves the highest probability score.



5.5 HMMS IN DNA AND PROTEIN SEQUENCE MODELLING A major application of hidden Markov models is in biosignal processing and computational molecular biology in applications including multiple alignment and functional classification of proteins, prediction of protein folding, recognition of genes in bacterial and human genomes, analysis and prediction of DNA functional sites and identification of nucleosomal DNA periodical patterns. Hidden Markov models are powerful probabilistic models for detecting homology among evolutionarily related sequences. Homology is concerned with likeness in structures between parts of different organisms due to evolutionary differentiation from the same or a corresponding part of a remote ancestor. HMMs are statistical models that consider all possible combinations of matches, mismatches and gaps to generate an alignment of a set of sequences. Figure 5.12 shows a simple example of statistical modeling of DNA observations. In this case the observations are nucleotides and the aim of modelling is to align and estimate the sequential probabilities of observation sequences composed of DNA labels ACGT. Each row shows a DNA sequences. Each column is a state for which the probabilities of occurance of ACTG are calculated as the normalized number of occurences of each letter in the column. Figure 5.13 shows a widely used profile-HMM structure for DNA and protein sequencing. HMMs that represent a sequence profile of a group of related proteins or DNAs are profile A
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Figure 5.12 A Markov model for a dataset of DNA sequences. The discrete probabilities are histograms of occurrence of each symbol in a column.
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Begin



End



Figure 5.13 A DNA profile HMM: squares represent base states, diamonds are insertion states and circles are deletion states.



HMMs. Again, squares represent main states, diamonds are insertion states and circles are deletion states. There are three possible ‘states’ for each amino acid position in a particular sequence alignment: a ‘main’ state where an amino acid can match or mismatch, an ‘insert’ state where a new amino acid can be added to one of the sequences to generate an alignment, or a ‘delete’ state where an amino acid can be deleted from one of the sequences to generate the alignment. Probabilities are assigned to each of these states based on the number of each of these events encountered in the sequence alignment. An arrow in the model represents a transition from one state to another and is also associated with a transition probability. The greater the number and diversity of sequences included in the training alignment, the better the model will be at identifying related sequences. An adequately ‘trained’ profile HMM has many uses. It can align a group of related sequences, search databases for distantly related sequences, and identify subfamily-specific signatures within large protein or DNA superfamilies.



5.6 HMMS FOR MODELLING SPEECH AND NOISE 5.6.1 MODELLING SPEECH WITH HMMS HMMs are the main statistical modelling framework for speech recognition. Normally a three-to-five-states HMM, with 10–20 Gaussian mixture pdfs per state, is used to model the statistical variations of the spectral and temporal features of a phonemic unit of speech. Each state of an HMM of a phoneme models a sub-phonemic segment with the first state modelling the first segment of the phoneme and the second state modelling the second segment and so on. Speech recognition is described in Chapter 11. For implementation of HMMs of speech, the hidden Markov model toolkit (HTK) provides a good platform.



5.6.2 HMM-BASED ESTIMATION OF SIGNALS IN NOISE In this section, and the following two sections, we consider the use of HMMs for estimation of a signal xt observed in an additive noise nt, and modelled as yt = xt + nt



(5.43)
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From Bayes’s rule, the posterior pdf of the signal xt, given the noisy observation yt, is defined as fXY xtyt = =



fYX ytxt fX xt fY yt 1 f yt − xt fX xt fY yt N



(5.44)



For a given observation, fY yt is a constant, and the MAP estimate is obtained as xˆ MAP t = arg maxfN yt − xt fX xt 



(5.45)



xt



The computation of the posterior pdf, Equation (5.44), or the MAP estimate Equation (5.45), requires the pdf models of the signal and the noise processes. Stationary, continuous-value processes are often modelled by a Gaussian or a mixture Gaussian pdf that is equivalent to a single-state HMM. For a nonstationary process an N -state HMM can model the time-varying pdf of the process as a Markovian chain of N stationary Gaussian subprocesses. Now assume that we have an Ns -state HMM  for the signal, and another Nn -state HMM  for the noise. For signal estimation, we need estimates of the underlying state sequences of the signal and the noise processes. For an observation sequence of length T , there are NsT possible signal state sequences and NnT possible noise state sequences that could have generated the noisy signal. Since it is assumed that the signal and noise are uncorrelated, each signal state may be observed in any noisy state; therefore the number of noisy signal states is on the order of NsT × NnT . Given an observation sequence Y = y0 y1     yT − 1 , the most probable state sequences of the signal and the noise HMMs may be expressed as     MAP ssignal = arg max max fY Y ssignal  snoise   (5.46) ssignal



and



snoise



    sMAP Y s = arg max f  s   max Y signal noise noise snoise



ssignal



(5.47)



Given the state sequence estimates for the signal and the noise models, the MAP estimation, Equation (5.45), becomes    MAP (5.48) xˆ MAP t = arg max fNS yt − xtsMAP noise   fXS xtssignal   x



Implementation of Equations (5.46)–(5.48) is computationally prohibitive. In Sections 5.6.4 and 5.6.5, we consider some practical methods for the estimation of signal in noise. Example 5.1 Assume a signal, modelled by a binary-state HMM, is observed in an additive stationary Gaussian noise. Let the noisy observation be modelled as yt = s¯ tx0 t + stx1 t + nt



(5.49)
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where st is a hidden binary-state process such that: st = 0 indicates that the signal is from the state S0 with a Gaussian pdf of  xt x0  x0 x0 , and st = 1 indicates that the signal is from the state S1 with a Gaussian pdf of  xt x1  x1 x1 . Assume that a stationary Gaussian process,  nt n  nn , equivalent to a single-state HMM, can model the noise. Using the Viterbi algorithm, the MAP state sequence of the signal model can be estimated as  sMAP signal = arg max fYS Ys  PS s



(5.50)



s



For a Gaussian-distributed signal and additive Gaussian noise, the observation pdf of the noisy signal is also Gaussian. Hence, the state observation pdfs of the signal model can be modified to account for the additive noise as  fYs0 yts0 =  yt x0 + n  x0 x0 + nn 



(5.51)



 fYs1 yts1 =  yt x1 + n  x1 x1 + nn 



(5.52)



and



where  yt   denotes a Gaussian pdf with mean vector  and covariance matrix . The MAP signal estimate, given a state sequence estimate sMAP , is obtained from   xˆ MAP t = arg max fXS xtsMAP   fN yt − xt 



(5.53)



x



Substitution of the Gaussian pdf of the signal from the most likely state sequence, and the pdf of noise, in Equation (5.53), results in the following MAP estimate: −1 −1   xˆ MAP t = xxst + nn xxst yt − n + xxst + nn nn xst



(5.54)



where xst and xxst are the mean vector and covariance matrix of the signal xt obtained from the most likely state sequence, st .



5.6.3 SIGNAL AND NOISE MODEL COMBINATION AND DECOMPOSITION For Bayesian estimation of a signal observed in additive noise, we need to have an estimate of the underlying statistical state sequences of the signal and the noise processes. Figure 5.14 illustrates the outline of an HMM-based noisy speech recognition and enhancement system. The system performs the following functions: (1) combination of the speech and noise HMMs to form the noisy speech HMMs; (2) estimation of the best combined noisy speech model given the current noisy speech input; (3) state decomposition, i.e. the separation of speech and noise states given noisy speech states; (4) state-based Wiener filtering using the estimates of speech and noise states.
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Figure 5.14 Outline configuration of HMM-based noisy speech recognition and enhancement.



5.6.4 HIDDEN MARKOV MODEL COMBINATION The performance of HMMs trained on clean signals deteriorates rapidly in the presence of noise, since noise causes a mismatch between the clean HMMs and the noisy signals. The noise-induced mismatch can be reduced, either by filtering the noise from the signal (for example using the Wiener filtering and the spectral subtraction methods described in Chapters 6 and 11) or by combining the noise and the signal models to model the noisy signal. The model combination method, illustrated in Figure 5.15, was developed by Gales and Young. In this method HMMs of speech are combined with an HMM of noise to form a11
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Figure 5.15 Outline configuration of HMM-based noisy speech recognition and enhancement. Sij is a combination of the state i of speech with the state j of noise.
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HMMs of noisy speech signals. In the power-spectral domain, the mean vector and the covariance matrix of the noisy speech can be approximated by adding the mean vectors and the covariance matrices of speech and noise models: y = x + gn



(5.55)



yy = xx + g 2 nn



(5.56)



Model combination also requires an estimate of the current signal-to-noise ratio for calculation of the scaling factor g in Equations (5.55) and (5.56). In cases such as speech recognition, where the models are trained on cepstral features, the model parameters are first transformed from cepstral features into power spectral features before using the additive linear combination Equations (5.55) and (5.56). Figure 5.15 illustrates the combination of a four-state left–right HMM of a speech signal with a two-state ergodic HMM of noise. Assuming that speech and noise are independent processes, each speech state must be combined with every possible noise state to give the noisy speech model. It is assumed that the noise process only affects the mean vectors and the covariance matrices of the speech model; hence the transition probabilities of the speech model are not modified.



5.6.5 DECOMPOSITION OF STATE SEQUENCES OF SIGNAL AND NOISE The HMM-based state decomposition problem can be stated as follows: given a noisy signal and the HMMs of the signal and the noise processes, estimate the underlying states of the signal and the noise. HMM state decomposition can be obtained using the following method: (1) given the noisy signal and a set of combined signal and noise models, estimate the maximum-likelihood (ML) combined noisy HMM for the noisy signal; (2) obtain the ML state sequence of from the ML combined model; (3) extract the signal and noise states from the ML state sequence of the ML combined noisy signal model. The ML state sequences provide the probability density functions for the signal and noise processes. The ML estimates of the speech and noise pdfs may then be used in Equation (5.45) to obtain a MAP estimate of the speech signal. Alternatively the mean spectral vectors of the speech and noise from the ML state sequences can be used to program a state-dependent Wiener filter, as described in the next section.



5.6.6 HMM-BASED WIENER FILTERS The least mean square error Wiener filter is derived in Chapter 6. For a stationary signal xm, observed in an additive noise nm, the Wiener filter equations in the time and the frequency domains are derived as: w = Rxx + Rnn −1 rxx



(5.57)
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Figure 5.16 Illustrations of HMMs with state-dependent Wiener filters.



and Wf =



PXX f PXX f + PNN f



(5.58)



where Rxx  rxx and PXX f denote the autocorrelation matrix, the autocorrelation vector and the power-spectral functions, respectively. The implementation of the Wiener filter, Equation (5.58), requires the signal and the noise power spectra. The power-spectral variables may be obtained from the ML states of the HMMs trained to model the power spectra of the signal and the noise. Figure 5.16 illustrates an implementation of HMM-based statedependent Wiener filters. To implement the state-dependent Wiener filter, we need an estimate of the state sequences for the signal and the noise. In practice, for signals such as speech there are a number of HMMs; one HMM per word, phoneme or any other elementary unit of the signal. In such cases it is necessary to classify the signal, so that the state-based Wiener filters are derived from the most likely HMM. Furthermore the noise process can also be modelled by an HMM. Assuming that there are V HMMs 1      V  for the signal process, and one HMM for the noise, the state-based Wiener filter can be implemented as follows: Step 1: combine the signal and noise models to form the noisy signal models. Step 2: given the noisy signal, and the set of combined noisy signal models, obtain the ML combined noisy signal model. Step 3: from the ML combined model, obtain the ML state sequence of speech and noise. Step 4: use the ML estimate of the power spectra of the signal and the noise to program the Wiener filter, Equation (5.56). Step 5: use the state-dependent Wiener filters to filter the signal.
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Figure 5.17 Impulsive noise.



a12 = α a22 = α S2



S1 a11 = 1 – α a21 = 1 – α



Figure 5.18 A binary-state model of an impulsive noise process.



5.6.7 MODELLING NOISE CHARACTERISTICS The implicit assumption in using an HMM for noise is that noise statistics can be modelled by a Markovian chain of N different stationary processes. A stationary noise process can be modelled by a single-state HMM. For a nonstationary noise, a multistate HMM can model the time variations of the noise process with a finite number of quasistationary states. In general, the number of states required to accurately model the noise depends on the nonstationary character of the noise. An example of a nonstationary noise process is the impulsive noise of Figure 5.17. Figure 5.18 shows a two-state HMM of the impulsive noise sequence where the state S0 models the ‘off’ periods between the impulses and the state S1 models an impulse. In cases where each impulse has a well-defined temporal structure, it may be beneficial to use a multistate HMM to model the pulse itself. HMMs are used in Chapter 12 for modelling impulsive noise, and in Chapter 15 for channel equalisation.



5.7 SUMMARY HMMs provide a powerful method for the modelling of nonstationary processes such as speech, noise and time-varying channels. An HMM is a Bayesian finite-state process, with a Markovian state prior, and a state likelihood function that can be either a discrete density model or a continuous Gaussian pdf model. The Markovian prior models the time evolution of a nonstationary process with a chain of stationary subprocesses. The state observation likelihood models the space of the process within each state of the HMM. In Section 5.3, we studied the Baum–Welch method for the training of the parameters of an HMM to model a given data set, and derived the forward–backward method for efficient calculation of the likelihood of an HMM given an observation signal. In Section 5.4, we considered the use of HMMs in signal classification and in the decoding of the underlying
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state sequence of a signal. The Viterbi algorithm is a computationally efficient method for estimation of the most likely sequence of an HMM. Given an unlabelled observation signal, the decoding of the underlying state sequence and the labelling of the observation with one of number of candidate HMMs are accomplished using the Viterbi method. In Section 5.5, we considered the use of HMMs for MAP estimation of a signal observed in noise, and considered the use of HMMs in implementation of the state-based Wiener filter sequence.
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Least square error filter theory, formulated by Norbert Wiener and Andrei Kolmogorov in the 1940s, forms the foundation of data-dependent linear filters. Least square error filters play a central role in a wide range of applications such as linear prediction, echo cancellation, signal restoration, channel equalisation, radar and system identification. The coefficients of a least square error filter are calculated to minimise the average squared distance between the filter output and a desired or target signal. In its basic form, the least square error filter theory assumes that the signals are stationary processes. However, if the filter coefficients are periodically recalculated and updated for every block of N signal samples, then the filter adapts itself to the average characteristics of the signals within the blocks and becomes block-adaptive. A block-adaptive (or segment-adaptive) filter can be used for signals such as speech and image that may be considered as almost stationary over a relatively small block of samples. In this chapter, we study the least square error filter theory, and consider alternative methods of formulation of the filtering problem. We consider the application of the least square error filters in channel equalisation, time-delay estimation and
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additive noise reduction. A case study of the frequency response of the least square error filter, for additive noise reduction, provides useful insight into the operation of the filter. We also deal with some implementation issues of filters.



6.1 LEAST SQUARE ERROR ESTIMATION: WIENER FILTERS Norbert Wiener, and independently Andrei N. Kolmogorov, formulated the continuous-time least-mean-square error estimation problem of smoothing, interpolation and prediction of signals. Wiener’s work is described in his classic work on interpolation, extrapolation and smoothing of time series (Wiener 1949). The extension of the Wiener filter theory from continuous time to discrete time is simple, and of more practical use for implementation on digital signal processors. The typical scenario in which a Wiener filter is used is in the context of estimation or prediction of a signal observed in noise. The Wiener filter can be used for signal enhancement to remove the effect of linear distortions such as the de-blurring of distorted or unfocussed images or equlisation of the distortion of a telecommunications channel, or noise reduction. A Wiener filter can also be used to predict the trajectory of a projectile; a problem during the Second World War on which Wiener worked. Predicting the fluctuations of a signal from its past values has a wide range of applications from speech and video coding to economic data analysis. The Wiener filter formulation is the basis of least square error applications such as linear prediction and adaptive filters. A Wiener filter can be an infinite-duration impulse response (IIR) or a finite-duration impulse response (FIR) filter. In this chapter, we consider FIR Wiener filters, since they are relatively simple to compute, inherently stable and more practical. The main drawback of FIR filters compared with IIR filters is that they may need a large number of coefficients to approximate a desired response. Figure 6.1 illustrates a Wiener filter represented by the filter’s coefficient vector, w. The filter takes as the input a signal ym, usually a distorted version of a desired signal xm,
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Figure 6.1 Illustration of a Wiener filter structure.
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and produces an output signal xˆ m, where xˆ m is the least-mean-square error estimate of the desired or target signal, xm. The filter input–output relation is given by xˆ m =



P−1  k=0



wk ym − k



(6.1)



= wT y where m is the discrete-time index, vector yT = ym ym − 1     ym − P − 1 is the filter input signal, xˆ m is the filter output and the parameter vector wT = w0  w1      wP−1  is the Wiener filter coefficient vector. In Equation (6.1), the filtering operation is expressed in two alternative and equivalent representations of a convolutional sum and an inner vector product. The Wiener filter error signal, em, is defined as the difference between the desired (or target) signal, xm, and the filter output, xˆ m: em = xm − xˆ m



(6.2)



= xm − wT y



where, as expressed in Equation (6.1), xˆ m is the convolution of the input signal vector, y, and Wiener filter, w. In Equation (6.2), for a given input signal, ym, and a desired signal, xm, the filter error, em, depends on the filter coefficient vector, w. The Wiener filter is the best filter in the sense of minimising the mean-squared error signal. To explore the relation between the filter coefficient vector, w, and the error signal, em, we write Equation (6.2) N times in a matrix for a segment of N samples of the signals x0 x1     xN − 1 and signals y0 y1     yN − 1 as       



e0 e1 e2  











eN − 1



      =    



x0 x1 x2  











xN − 1



      −    



y0 y1 y2  



y−1 y0 y1  



y−2 y−1 y0  



    



yN − 1 yN − 2 yN − 3   



 y1 − P  y2 − P    y3 − P       



yN − P



w0 w1 w2  



      



wP−1 (6.3)



In a compact vector notation this matrix equation may be written as e = x − Yw



(6.4)



where e is the error vector, x is the desired signal vector, Y is the input signal matrix and Yw = xˆ is the Wiener filter output signal vector. It is assumed that the P initial input signal samples y−1     y−P − 1 are either known or set to zero. At this point we explore the dependency of the solution of Equation (6.3) on the number of available samples N , which is also the number of linear equations in Equation (6.3). In Equation (6.3), if the number of given signal samples is equal to the number of unknown filter coefficients, N = P, then we have a square matrix equation, with as many equations as
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there are unknowns, and theoretically there is a unique filter solution w, with a zero estimate on error e = 0, such that xˆ = Yw = x. If N < P then the number of signal samples N , and hence the number of linear equations, is insufficient to obtain a unique solution for the filter coefficients, in this case there are an infinite number of solutions with zero estimation error, and the matrix equation is said to be underdetermined. In practice, there are two issues: (i) the target signal xm is not available; and (ii) the number of signal samples is larger than the filter length. When N > P the matrix equation is said to be overdetermined and has a unique solution, usually with a nonzero error. When N > P, the filter coefficients are calculated to minimise an average error cost function, such as the mean square error E e2 m, or the average absolute value of error E em, where E  is the expectation (averaging) operator. The choice of the error function affects the optimality and the computational complexity of the solution. In Wiener theory, the objective criterion is the least mean square error (LSE) between the filter output and the desired signal. The least square error criterion is optimal for Gaussian distributed signals. As shown in the following, for FIR filters the LSE criterion leads to linear and closed-form solutions. The Wiener filter coefficients are obtained by minimising an average squared error function, E e2 m, with respect to the filter coefficient vector, w, where E is expectation or average. From Equation (6.2), the mean square estimation error is given by E e2 m = E xm − wT y2 = E x2 m − 2wT E yxm + wT E yyT w



(6.5)



= rxx 0 − 2wT ryx + wT Ryy w where Ryy = E ymyT m is the autocorrelation matrix of the input signal and rxy = E xmym is the cross-correlation vector of the input and the desired signals. An expanded form of Equation (6.5) can be obtained as E e2 m = rxx 0 − 2



P−1  k=0



wk ryx k +



P−1  k=0



wk



P−1  j=0



wj ryy k − j



(6.6)



where ryy k and ryx k are the elements of the autocorrelation matrix Ryy and the crosscorrelation vector rxy , respectively. From Equation (6.5), the mean square error for an FIR filter is a quadratic function of the filter coefficient vector w and has a single minimum point. For example, for a filter with two coefficients w0  w1 , the mean square error function is a bowl-shaped surface, with a single minimum point, as illustrated in Figure 6.2. The least mean square error point corresponds to the minimum error power. At this operating point the mean square error surface has zero gradient. From Equation (6.5), the gradient of the mean square error function with respect to the filter coefficient vector is given by 



E e2 m = −2E xmym + 2wT E ymyT m



w = −2 ryx + 2 wT Ryy



(6.7)
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Figure 6.2 Mean square error surface for a two-tap FIR filter.



where the gradient vector is defined as  T 















=      



w



w0 w1 w2



wP−1



(6.8)



The minimum mean square error Wiener filter is obtained by setting Equation (6.7) to zero: Ryy w = ryx



(6.9)



w = R−1 yy ryx



(6.10)



or, equivalently,



In an expanded form, the Wiener filter solution, Equation (6.10), can be written as 



w0 w1 w2  











ryy 0 ryy 1 ryy 2  



ryy 1 ryy 0 ryy 1  



ryy 2 ryy 1 ryy 0  



    



          =       ryy P − 1 ryy P − 2 ryy P − 3    wP−1



−1   ryx 0 ryy P − 1   ryy P − 2   ryx 1   ryx 2  ryy P − 3              ryy 0 ryx P − 1 (6.11)



From Equation (6.11), the calculation of the Wiener filter coefficients requires the autocorrelation matrix of the input signal and the cross-correlation vector of the input and the desired signals. In statistical signal processing theory, the correlation values of a random process are obtained as the averages taken across the ensemble of different realisations of the process, as described in Chapter 3. However in many practical situations there are only one or two finite-duration realisations of the signals xm and ym. Furthermore most signals are
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nonstationary and need to be segmented in quasistationary short segments. In such cases, assuming the signals are correlation-ergodic, we can use time averages instead of ensemble averages. For a signal record of length N samples, the time-averaged correlation values are computed as ryy k =



−1 1 N ym ym + k N m=0



(6.12)



Note from Equation (6.11) that the autocorrelation matrix Ryy has a highly regular Toeplitz structure. A Toeplitz matrix has identical elements along the left–right diagonals of the matrix. Furthermore, the correlation matrix is also symmetric about the main diagonal elements. There are a number of efficient methods for solving the linear matrix Equation (6.11), including the Cholesky decomposition, the singular value decomposition and the QR decomposition (Section 6.2.1) methods.



6.2 BLOCK-DATA FORMULATION OF THE WIENER FILTER In this section we consider an alternative formulation of a Wiener filter for a segment of N samples of the input signal y0 y1     yN − 1 and the desired signal x0 x1     xN − 1. The set of N linear equations describing the Wiener filter input– output relation can be written in matrix form as      w0 y0 y−1 y−2 · · · y2 − P y1 − P xˆ 0    xˆ 1   y1 y0 y−1 · · · y3 − P y2 − P    w1       w2   xˆ 2   y2 y1 y0 · · · y4 − P y3 − P          =                            xˆ N − 2 yN − 2 yN − 3 yN − 4 · · · yN − P yN − 1 − P wP−2  yN − 1 yN − 2 yN − 3 · · · yN + 1 − P yN − P xˆ N − 1 wP−1 (6.13) Equation (6.13) can be rewritten in compact matrix notation as xˆ = Yw



(6.14)



The Wiener filter error is the difference between the desired signal and the filter output defined as e = x − xˆ = x − Yw



(6.15)



The energy of the error vector, that is the sum of the squared elements of the error vector, is given by the inner vector product as eT e = x − YwT x − Yw = xT x − xT Yw − wT Y T x + wT Y T Yw



(6.16)
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The gradient of the squared error function with respect to the Wiener filter coefficients is obtained by differentiating Equation (6.16) w.r.t. w as:



eT e = −2xT Y + 2wT Y T Y



w



(6.17)



The Wiener filter coefficients are obtained by setting the gradient of the squared error function of Equation (6.17) to zero; this yields



T  Y Y w = Y Tx



(6.18) 



−1 T w = Y TY Y x



(6.19)



or



Note that the matrix Y T Y is a time-averaged estimate of the autocorrelation matrix of the filter input signal Ryy , and that the vector Y T x is a time-averaged estimate of rxy , the cross-correlation vector of the input and the desired signals. Since the least square error method described in this section requires a block of N samples of the input and the desired signals, it is also referred to as the block least square (BLS) error estimation method. The block estimation method is appropriate for processing signals that can be considered as time-invariant over the duration of the block. Theoretically, the Wiener filter is obtained from minimisation of the squared error across the ensemble of different realisations of a process, as described in the previous section. For a correlation-ergodic process, as the signal length N approaches infinity, the block-data Wiener filter of Equation (6.19) approaches the Wiener filter of Equation (6.10): 



−1 T Y x = R−1 lim w = Y T Y yy rxy



N →



(6.20)



6.2.1 QR DECOMPOSITION OF THE LEAST SQUARE ERROR EQUATION An efficient and robust method for solving the least square error Equation (6.19) is the QR decomposition (QRD) method. In this method, the N × P signal matrix Y [shown in Equation (6.13)] is decomposed into the product of an N × N orthonormal matrix Q and a P × P upper-triangular matrix  as    QY = 0



(6.21)



where 0 is the N − P × P null matrix, Q is an orthonormal matrix QT Q = QQT = I



(6.22)
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and the upper-triangular matrix  is of the form 



r00 r01 r02  0 r11 r12   0 0 r22  = 0 0 0          0 0 0



r03 r13 r23 r33   0



··· ··· ··· ···  



r0P−1 r1P−1 r2P−1 r3P−1  



        



(6.23)



· · · rP−1P−1



From Equations (6.21) and (6.22) we have    Y =Q 0 T



(6.24)



Substitution of Equation (6.24) in Equation (6.18) yields    T  T   T  QQ Qx w= 0 0 0



(6.25)



From Equation (6.25) we have    w = Qx 0



(6.26)



From Equation (6.26) we have w = xQ



(6.27)



where the vector xQ on the right-hand side of Equation (6.27) is composed of the first P elements of the product Qx. Since the matrix  is upper-triangular, the coefficients of the least square error filter can be obtained easily through a process of back substitution from Equation (6.27), starting with the coefficient wP−1 = xQ P − 1/rP−1P−1 . The main computational steps in the QR decomposition are the determination of the orthonormal matrix, Q, and the upper triangular matrix, . The decomposition of a matrix into QR matrices can be achieved using a number of methods, including the Gram–Schmidt orthogonalisation method, the Householder method and the Givens rotation method.



6.3 INTERPRETATION OF WIENER FILTERS AS PROJECTIONS IN VECTOR SPACE In this section, we consider an alternative formulation of Wiener filters where the least square error estimate is visualized as the perpendicular minimum distance projection of the desired signal vector onto the vector space of the input signal. A vector space is the collection of an infinite number of vectors that can be obtained from linear combinations of a number of independent vectors.
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In order to develop a vector space interpretation of the least square error estimation problem, we rewrite the matrix Equation (6.11) and express the filter output signal vector xˆ as a linear weighted combination of the column vectors of the input signal matrix as         xˆ 0 y0 y−1 y1 − P  xˆ 1   y1   y0   y2 − P           xˆ 2   y2   y1   y3 − P           = w0    + w1   + · · · + wP−1   (6.28)                         xˆ N − 2 yN − 2 yN − 3 yN − 1 − P xˆ N − 1 yN − 1 yN − 2 yN − P In compact notation, Equation (6.28) may be written as xˆ = w0 y0 + w1 y1 + · · · + wP−1 yP−1



(6.29)



In Equation (6.29) the Wiener filter output xˆ is expressed as a linear combination of P basis vectors y0  y1      yP−1 , and hence it can be said that the estimate xˆ is in the vector subspace formed by the input signal vectors y0  y1      yP−1 . In general, the N -dimensional input signal vectors y0  y1      yP−1  in Equation (6.29) define the basis vectors for a subspace in an N -dimensional signal space. If the number of basis vectors P is equal to the vector dimension N , then the subspace encompasses the entire N -dimensional signal space and includes the desired signal vector x. In this case, the signal estimate xˆ = x and the estimation error is zero. However, in practice, N > P, and the signal space defined by the P input signal vectors of Equation (6.29) is only a subspace of the N -dimensional signal space. In this case, the estimation error is zero only if the desired signal x happens to be in the subspace of the input signal, otherwise the best estimate of x is the perpendicular projection of the vector x onto the vector space of the input signal y0  y1      yP−1 , as explained in the following example. Example 6.1 Figure 6.3 illustrates a vector space interpretation of a simple least square error estimation problem, where yT = ym ym − 1 ym − 2 ym − 3 is the input observation signal, xT = xm xm−1 xm−2 is the desired signal and wT = w0  w1  is the filter coefficient vector. As in Equation (6.26), the filter output can be written as       xˆ m ym ym − 1 xˆ m − 1 = w0 ym − 1 + w1 ym − 2 (6.30) xˆ m − 2 ym − 2 ym − 3 In Equation (6.28), the filter input signal vectors yT1 = ym ym − 1 ym − 2 and yT2 = ym − 1 ym − 2 ym − 3 are three-dimensional vectors. The subspace defined by the linear combinations of the two input vectors y1  y2  is a two-dimensional plane in a threedimensional space. The filter output is a linear combination of y1 and y2 , and hence it is confined to the plane containing these two vectors. The least square error estimate of x is the orthogonal projection of x on the plane of y1  y2 , as shown by the shaded vector xˆ . If the desired vector happens to be in the plane defined by the vectors y1 and y2 , then the estimation error will be zero, otherwise the estimation error will be the perpendicular distance of x from the plane containing y1 and y2 .
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Error signal



e(m) e = e(m – 1) e(m – 2)



Clean signal x(m) x = x(m – 1) x(m – 2)



Noisy signal y(m) y2 = y(m – 1) y(m – 2)



ˆ x(m) ˆx = x(m ˆ – 1) ˆ – 2) x(m



Noisy signal y(m – 1) y1 = y(m – 2) y(m – 3)



Figure 6.3 The least square error projection of a desired signal vector x onto a plane containing the input signal vectors y1 and y2 is the perpendicular projection of x, shown as the shaded vector.



6.4 ANALYSIS OF THE LEAST MEAN SQUARE ERROR SIGNAL The optimality criterion in the formulation of the Wiener filter is the least mean square distance between the filter output and the desired signal. In this section, the variance of the filter error signal is analysed. Substituting the Wiener equation Ryy w = ryx in the mean squared error Equation (6.5) gives the least mean square error: E e2 m = rxx 0 − wT ryx = rxx 0 − wT Ryy w



(6.31)



Now, for zero-mean signals, it is easy to show that the term wT Ryy w in Equation (6.31) is the variance of the Wiener filter output xˆ m: xˆ2 = E ˆx2 m = wT Ryy w



(6.32)



Therefore Equation (6.31) may be written as e2 = x2 − xˆ2



(6.33)



where x2 = E x2 m = rxx 0, xˆ2 = E ˆx2 m and e2 = E e2 m are the variances of the desired signal, the filter output, i.e. the estimate of the desired signal, and the error signal, respectively. In general, the filter input, ym, is composed of a signal component, xc m, and a random noise, nm: ym = xc m + nm



(6.34)
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where the signal xc m is that part of the observation ym that is correlated with the desired signal xm, and it is this part of the input signal that may be transformable through a Wiener filter to the desired signal. Using Equation (6.34) the Wiener filter error may be decomposed into two distinct components: em = xm − 



P  k=0



= xm −



wk ym − k



P  k=0



 wk xc m − k −



P  k=0



(6.35) wk nm − k



or em = ex m + en m



(6.36)



where ex m is the difference between the desired signal xm and the output of the filter in response to the input signal component xc m, i.e. ex m = xm −



P−1  k=0



wk xc m − k



(6.37)



and en m is the error in the filter output due to the presence of noise nm in the input signal: en m = −



P−1  k=0



wk nm − k



(6.38)



The variance of filter error can be rewritten as e2 = e2x + e2n



(6.39)



Note that in Equation (6.36), ex m is that part of the signal that cannot be recovered by the Wiener filter, and represents part of the distortion in the filter output signal, and en m is that part of the noise that cannot be blocked by the Wiener filter. Ideally, ex m = 0 and en m = 0, but this ideal situation is possible only if the following conditions are satisfied: (1) the spectra of the signal and the noise are separable by a linear filter; (2) the signal component of the input, that is xc m, is linearly transformable to xm; (3) the filter length, P, is sufficiently large. The issue of signal and noise separability is addressed in Section 6.6.



6.5 FORMULATION OF WIENER FILTERS IN THE FREQUENCY DOMAIN ˆ In the frequency domain, the Wiener filter output, Xf, is the product of the input signal, Yf, and the filter frequency response, Wf: ˆ Xf = WfYf



(6.40)
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The estimation error signal Ef is defined as the difference between the desired signal Xf ˆ and the filter output Xf as ˆ Ef = Xf − Xf = Xf − WfYf



(6.41)



and the mean square error at a frequency f is given by 



  E Ef2 = E Xf − WfYf∗ Xf − WfYf



(6.42)



where E · is the expectation function, and the symbol ∗ denotes the complex conjugate. Note from Parseval’s theorem the mean square error in time and frequency domains are related by N −1  m=0



e m = 2



1/2



Ef2 df



(6.43)



−1/2



To obtain the least mean square error filter we set the complex derivative of Equation (6.40) with respect to filter Wf to zero



E Ef2  = 2WfPYY f − 2PXY f = 0



Wf



(6.44)



where PYY f = E YfY ∗ f and PXY f = E XfY ∗ f are the power spectrum of Yf, and the cross-power spectrum of Yf and Xf, respectively. From Equation (6.44), the least mean square error Wiener filter in the frequency domain is given as Wf =



PXY f PYY f



(6.45)



Alternatively, the frequency Wiener filter Equation (6.45) can be obtained from the Fourier transform of the time-domain Wiener Equation (6.9):  P−1  m k=0



wk ryy m − k e−j m =



 m



ryx m e−j m



(6.46)



From the Wiener–Khinchine relation, correlation and power-spectral functions are Fourier transform pairs. Using this relation, and the Fourier transform property that convolution in time is equivalent to multiplication in frequency, Equation (6.46) can be transformed into frequency as WfPYY f = PXY f Re-arrangement of Equation (6.47) gives Equation (6.45).



(6.47)
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6.6 SOME APPLICATIONS OF WIENER FILTERS In this section, we consider some applications of the Wiener filter in reducing broadband additive noise, in time-alignment of signals in multichannel or multisensor systems, and in communication channel equalisation.



6.6.1 WIENER FILTERS FOR ADDITIVE NOISE REDUCTION Consider a signal xm observed in a broadband additive noise nm, and model as ym = xm + nm



(6.48)



Assuming that the signal and the noise are uncorrelated, i.e. rxn m = 0, it follows that the autocorrelation matrix of the noisy signal is the sum of the autocorrelation matrix of the signal xm and the noise nm: Ryy = Rxx + Rnn



(6.49)



rxy = rxx



(6.50)



and we can also write



where Ryy  Rxx and Rnn are the autocorrelation matrices of the noisy signal, the noise-free signal and the noise, respectively, and rxy is the cross-correlation vector of the noisy signal and the noise-free signal. Substitution of Equations (6.49) and (6.50) in the Wiener filter, Equation (6.10), yields w = Rxx + Rnn −1 rxx



(6.51)



Equation (6.51) is the optimal linear filter for the removal of additive noise. In the following, a study of the frequency response of the Wiener filter provides useful insight into the operation of the Wiener filter. In the frequency domain, the noisy signal Yf is given by Yf  = Xf  + Nf 



(6.52)



where Xf and Nf are the signal and noise spectra. For a signal observed in additive random noise, the frequency Wiener filter is obtained as Wf  =



PXX f  PXX f  + PNN f 



(6.53)



where PXX f  and PNN f  are the signal and noise power spectra. Dividing the numerator and the denominator of Equation (6.53) by the noise power spectra PNN f  and substituting the variable SNRf  = PXX f /PNN f  yields Wf  =



SNRf  SNRf  + 1



(6.54)
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where SNR is a signal-to-noise ratio measure. Note that the variable SNRf  is expressed in terms of the power-spectral ratio, and not in the more usual terms of log power ratio. Therefore SNRf  = 0 corresponds to zero signal content or −dB. From Equation (6.54), the following interpretation of the Wiener filter frequency response, Wf , in terms of the signal-to-noise ratio can be deduced. For additive noise, the Wiener filter frequency response is a real positive number in the range 0 ≤ Wf  ≤ 1. Now consider the two limiting cases of (a) a noise-free signal SNRf  =  and (b) an extremely noisy signal SNRf  = 0. At very high SNR, Wf  ≈ 1, and the filter applies little or no attenuation to the noise-free frequency component. At the other extreme, when SNRf  = 0 Wf  = 0. Therefore, for additive noise, the Wiener filter attenuates each frequency component in proportion to an estimate of the signal to noise ratio. Figure 6.4 shows the variation of the Wiener filter response, Wf , with the signal-to-noise ratio, SNRf . An alternative illustration of the variations of the Wiener filter frequency response with SNRf  is shown in Figure 6.5. It illustrates the similarity between the Wiener filter frequency response and the signal spectrum for the case of an additive white noise disturbance. Note that, at a spectral peak of the signal spectrum, where the SNRf  is relatively high, the Wiener filter frequency response is also high, and the filter applies little attenuation. At a signal trough, the signal-to-noise ratio is low, and so is the Wiener filter response. Hence, for additive white noise, the Wiener filter response broadly follows the signal spectrum.



6.6.2 WIENER FILTERS AND SEPARABILITY OF SIGNAL AND NOISE A signal is completely recoverable from noise if the spectra of the signal and the noise do not overlap. An example of a noisy signal with separable signal and noise spectra is shown in Figure 6.6(a). In this case, the signal and the noise occupy different parts of the frequency spectrum, and can be separated with a low-pass, or a high-pass, filter. Figure 6.6(b) illustrates a more common example of a signal and noise process with overlapping spectra. For this case, it is not possible to completely separate the signal from the noise. However,
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Figure 6.4 Variation of the gain of Wiener filter frequency response with SNR.
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Figure 6.5 Illustration of the variation of Wiener frequency response with signal spectrum for additive white noise. The Wiener filter response broadly follows the signal spectrum.
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Figure 6.6 Illustration of separability: (a) the signal and noise spectra do not overlap, and the signal can be recovered by a low-pass filter; (b) the signal and noise spectra overlap, and the noise can be reduced but not completely removed.



the effects of the noise can be reduced by using a Wiener filter that attenuates each noisy signal frequency in proportion to an estimate of the signal-to-noise ratio, as described by Equation (6.54).



6.6.3 THE SQUARE-ROOT WIENER FILTER ˆ , is the product of the input frequency, In the frequency domain, the Wiener filter output, Xf Yf , and the filter response, Wf , as expressed in Equation (6.40). Taking the expectation of the squared magnitude of both sides of Equation (6.40) yields the power spectrum of the
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filtered signal as ˆ 2  = Wf 2 E Yf 2  E Xf = Wf 2 PYY f 



(6.55)



Substitution of Wf  from Equation (6.45) in Equation (6.55) yields ˆ 2  = E Xf



2 f  PXY PYY f 



(6.56)



Now, for a signal observed in an uncorrelated additive noise, we have PYY f  = PXX f  + PNN f 



(6.57)



PXY f  = PXX f 



(6.58)



and



Substitution of Equations (6.57) and (6.58) in Equation (6.56) yields ˆ 2  = E Xf



2 f  PXX PXX f  + PNN f 



(6.59)



Now, in Equation (6.40) if instead of the Wiener filter, the square root of the Wiener filter magnitude frequency response is used, the result is ˆ  = Wf 1/2 Yf  Xf



(6.60)



and the power spectrum of the signal, filtered by the square-root Wiener filter, is given by



2 P f  ˆ 2  = Wf 1/2 E Yf 2  = XY E Xf P f  = PXY f  PYY f  YY



(6.61)



Now, for uncorrelated signal and noise Equation (6.58) becomes ˆ 2  = PXX f  E Xf



(6.62)



Thus, for additive noise the power spectrum of the output of the square-root Wiener filter is the same as the power spectrum of the desired signal.



6.6.4 WIENER CHANNEL EQUALISER The distortions in a communication channel may be modelled by a combination of a linear filter and an additive random noise source, as shown in Figure 6.7. The input–output signals of a linear time-invariant channel can be modelled as ym =



P−1  k=0



hk xm − k + nm



(6.63)
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Noise n(m) Distortion x(m)



H( f )



+



y(m)



Equaliser



ˆ x(m)



H–1( f )



f



f



Figure 6.7 Illustration of a channel model followed by an equaliser.



where xm and ym are the transmitted and received signals, hk  is the impulse response of a linear filter model of the channel, and nm models the channel noise. In the frequency domain Equation (6.63) becomes Yf  = Xf Hf  + Nf 



(6.64)



where Xf  Yf  Hf  and Nf  are the signal, noisy signal, channel and noise spectra, respectively. To remove the channel distortions, the receiver is followed by an equaliser. The equaliser’s input is the distorted signal at the channel output, and the desired signal is the clean signal at the channel input. Using Equation (6.45), it is easy to show that the frequency domain Wiener equaliser is given by Wf  =



PXX f H ∗ f  PXX f  Hf 2 + PNN f 



(6.65)



where it is assumed that the signal and the channel noise are uncorrelated. In the absence of channel noise, PNN f  = 0, and the Wiener filter is simply the inverse of the channel distortion model Wf  = H −1 f . The equalisation problem is treated in detail in Chapter 15.



6.6.5 TIME-ALIGNMENT OF SIGNALS IN MULTICHANNEL/MULTISENSOR SYSTEMS In multichannel/multisensor signal processing there is an array of noisy and distorted versions of a signal xm, and the objective is to use all the observations in estimating xm, as illustrated in Figure 6.8, where the phase and frequency characteristics of each channel are modelled by a linear filter hm. As a simple example, consider the problem of time-alignment of two noisy records of a signal given as y1 m = xm + n1 m



(6.66)



y2 m = Axm − D + n2 m



(6.67)



where y1 m and y2 m are the noisy observations from channels 1 and 2, n1 m and n2 m are uncorrelated noise in each channel, D is the relative time delay of arrival of the two signals, and A is an amplitude scaling factor. Now assume that y1 m is used as the input
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Figure 6.8 Illustration of a multichannel system where Wiener filters are used to time-align the signals from different channels.



to a Wiener filter and that, in the absence of the signal xm y2 m is used as the ‘desired’ signal. The error signal is given by em = y2 m − 



P−1  k=0



wk y1 m



= Axm − D −



P−1  k=0



 wk xm +







P−1  k=0







(6.68)



wk n1 m + n2 m



The Wiener filter strives to minimise the terms shown inside the square brackets in Equation (6.68). Using the Wiener filter Equation (6.10), we have w = R−1 y1 y1 ry1 y2 −1 



= Rxx + Rn1 n1 Arxx D



(6.69)



where rxx D = E xm − Dxm. The frequency-domain equivalent of Equation (6.69) can be derived as Wf  =



PXX f  Ae−j D PXX f  + PN1 N1 f 



(6.70)



Note that in the absence of noise, the Wiener filter becomes a pure phase (or a pure delay) filter, Wf  = Ae−j D , with a flat magnitude response.



6.7 IMPLEMENTATION OF WIENER FILTERS The implementation of a Wiener filter for additive noise reduction, using Equations (6.51) or (6.53), requires the autocorrelation functions, or equivalently the power spectra, of the signal and noise. In speech recognition the power spectra, or autocorrelation functions of signal and noise, can be obtained from speech and noise models (see Chapters 5 and 16).
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When statistical models of speech and noise are not available, the noise power spectrum can be obtained from the signal-inactive, noise-only, periods. The assumption is that the noise is quasistationary, and that its power spectra remain relatively stationary between the update periods. This is a reasonable assumption for many noisy environments, such as the noise inside a car emanating from the engine and wind, aircraft noise or office noise from computer machines. The main practical problem in the implementation of a Wiener filter is that the desired signal is often observed in noise, and that the autocorrelation or power spectra of the desired signal are not readily available. Figure 6.9 illustrates the block-diagram configuration of a system for implementation of a Wiener filter for additive noise reduction. The implementation of this filter requires estimates of the spectral signal-to-noise ratio, SNR(f ). The estimate of spectral signal-to-noise ratio is obtained from the estimates of the power spectra of the signal and noise. The noise estimate is obtained from speech inactive periods. An estimate of the clean signal power spectra may be obtained by subtracting an estimate of the noise spectra from that of the noisy signal. A filter bank implementation of the Wiener filter is shown in Figure 6.10, where the incoming signal is divided into N sub-bands. A first-order integrator, placed at the output of each band-pass filter, gives an estimate of the power spectra of the noisy signal. The power spectrum of the original signal is obtained by subtracting an estimate of the noise power spectrum from the noisy signal. In a Bayesian implementation of the Wiener filter, prior models of speech and noise, such as hidden Markov models, are used to obtain the power spectra of speech and noise required for calculation of the filter coefficients.



6.7.1 THE CHOICE OF WIENER FILTER ORDER The choice of Wiener filter order affects: (1) the ability of the filter to model and remove distortions and reduce the noise; (2) the computational complexity of the filter; (3) the numerical stability of the of the Wiener solution – a large filter may produce an ill-conditioned large-dimensional correlation matrix in Equation (6.10).
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Figure 6.9 Configuration of a system for estimation of frequency Wiener filter.
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Figure 6.10 A filter-bank implementation of a Wiener filter for additive noise reduction.



The choice of the filter length also depends on the application and the method of implementation of the Wiener filter. For example, in a filter-bank implementation of the Wiener filter for additive noise reduction, Figure 6.10, the number of filter coefficients is equal to the number of filter banks, and typically the number of filter banks is between 16 to 64. On the other hand, for many applications a direct implementation of the time-domain Wiener filter requires a larger filter length, say between 64 and 256 taps. A reduction in the required length of a time-domain Wiener filter can be achieved by dividing the time domain signal into N sub-band signals. Each sub-band signal can then be down-sampled by a factor of N . The down-sampling results in a reduction, by a factor of N , in the required length of each sub-band Wiener filter. In Chapter 14, a sub-band echo canceller is described.



6.7.2 IMPROVEMENTS TO WIENER FILTERS The performance of Wiener filter can be limited by the following factors: (1) the signal-to-noise ratio – generally the Wiener filter performance deteriorates with decreasing SNR; (2) the signal nonstationarity – the Wiener filter theory assumes that the signal processes are stationary and any deviations from the assumption of stationarity will affect the ability
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of the filter to estimate and track the correlation or power spectrum functions needed for computation of the filter coefficients; (3) the Wiener filter is a linear filter and the presence of significant nonlinear distortion in the input will affect the filter performance. The performance of the Wiener filter can be improved by the use of a spectral-time tracking and smoothing process employed to track and smooth the variations of the spectral components of the signals over time. For example, in noisy speech processing, the evolution over time of the significant spectral components of the signal and noise may be tracked in order to remove the fluctuations and errors in estimation of the correlation or spectral functions needed to compute Wiener filter coefficients.



6.8 SUMMARY A Wiener filter is formulated to transform an input signal to an output that is as close to a desired signal as possible. This chapter began with the derivation of the least square error Wiener filter. In Section 6.2, we derived the block-data least square error Wiener filter for applications where only finite-length realisations of the input and the desired signals are available. In such cases, the filter is obtained by minimising a time-averaged squared error function. In Section 6.3, we considered a vector space interpretation of the Wiener filters as the perpendicular projection of the desired signal onto the space of the input signal. In Section 6.4, the least mean square error signal was analysed. The mean square error is zero only if the input signal is related to the desired signal through a linear and invertible filter. For most cases, owing to noise and/or nonlinear distortions of the input signal, the minimum mean square error would be nonzero. In Section 6.5, we derived the Wiener filter in the frequency domain, and considered the issue of separability of signal and noise using a linear filter. Finally, in Section 6.6, we considered some applications of Wiener filters in noise reduction, time-delay estimation and channel equalisation.
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Adaptive filters work on the principle of minimizing the mean squared difference (or error) between the filter output and a target (or desired) signal. Adaptive filters are used for estimation of nonstationary signals and systems, or in applications where a sample-bysample adaptation of a process and/or a low processing delay is required. Applications of adaptive filters include multichannel noise reduction, radar/sonar signal processing, channel equalisation for cellular mobile phones, echo cancellation and low-delay speech coding. This chapter begins with a study of the theory of state-space Kalman filter. In Kalman filter theory a state equation models the dynamics of the signal generation process, and an observation equation models the channel distortion and additive noise. We study recursive least square (RLS) error adaptive filters. The RLS filter is a sampleadaptive formulation of the Wiener filter, and for stationary signals should converge to the same solution as the Wiener filter. In least square error filtering, an alternative to using a Wiener-type closed-form solution is an iterative gradient-based search for the optimal filter coefficients. The steepest-descent search is a gradient-based method for searching the least square error performance curve for the minimum error filter coefficients. We study the steepest-descent method, and then consider the computationally inexpensive LMS gradient search method.
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7.1 INTRODUCTION Adaptive filters are used in applications that involve a combination of three broad signal processing problems: (1) de-noising and channel equalization – filtering a time-varying noisy signal to remove the effect of noise and channel distortions; (2) trajectory estimation – tracking and prediction of the trajectory of a nonstationary signal or parameter observed in noise; (3) system identification – adaptive estimation of the parameters of a time-varying system from a related observation. Adaptive linear filters work on the principle that the desired signal or parameters can be extracted from the input through a filtering or estimation operation. The adaptation of the filter parameters is based on minimizing the mean squared error between the filter output and a target (or desired) signal. The use of the LSE criterion is equivalent to the principal of orthogonality in which at any discrete time m the estimator is expected to use all the available information such that any estimation error at time m is orthogonal to all the information available up to time m. An adaptive filter can be a combination of the following types of filters: • single-input or multi-input filters; • linear or nonlinear filters; • finite impulse response FIR or infinite impulse response IIR filters. In this chapter we are mainly concerned with linear FIR filters which, because of their stability and relative ease of adaptation, are the most widely used type of adaptive filter. The adaptation algorithm can be based on a variant of one of the three most commonly used adaptive estimation methods, namely • Kalman filters; • RLS filters; • LMS filters. The different types of adaptation algorithms differ mainly in terms of the prior or estimated knowledge of system function and covariance matrices of signal and noise and also in terms of the complexity of the solutions.



7.2 STATE-SPACE KALMAN FILTERS Kalman filter, as illustrated in Figure 7.1, is a recursive least square error method for estimation of a signal distorted in transmission through a channel and observed in noise. Kalman filters can be used with time-varying as well as time-invariant processes. Kalman filter theory is based on a state-space approach in which a state equation models the dynamics of the signal generation process and an observation equation models the noisy
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Figure 7.1 Illustration of signal and observation models in Kalman filter theory.



and distorted observation signal. For a signal xm and noisy observation ym, equations describing the state process model and the observation model are defined as xm = Axm − 1 + em



(7.1)



ym = Hxm + nm



(7.2)



where xm is the P-dimensional signal, or the state parameter, vector at time m; A is a P × P dimensional state transition matrix that relates the states of the process at times m − 1 and m; em is the P-dimensional uncorrelated input excitation vector of the state equation – em is a normal (Gaussian) process, pem ∼ N0 Q; Q is the P × P covariance matrix of em; ym is the M-dimensional noisy and distorted observation vector; H is the M × P dimensional channel distortion matrix; nm is an M-dimensional noise vector, also known as measurement noise – nm is a normal (Gaussian) process, pnm ∼ N0 R; and R is the M × M dimensional covariance matrix of nm. Kalman Filter Algorithm Input: observation vectors ym Output: state or signal vectors ˆxm Initial conditions: prediction error covariance matrix P0 − 1 = I



(7.3)



xˆ 0 − 1 = 0



(7.4)



xˆ mm − 1 = Aˆxm − 1



(7.5)



prediction



for m = 0 1 Time-Update (Prediction) Equations State prediction equation:
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(Continued) Covariance matrix of prediction error: Pmm − 1 = APm − 1AT + Q



(7.6)



Measurement-update (estimate) equations Kalman gain vector:  −1 Km = Pmm − 1H T HPmm − 1H T + R



(7.7)



xˆ m = xˆ mm − 1 + Km ym − H xˆ mm − 1



(7.8)



State update:



Covariance matrix of estimation error: Pm = I − KHPmm − 1



(7.9)



7.2.1 DERIVATION OF THE KALMAN FILTER ALGORITHM The Kalman filter can be derived as a recursive minimum mean square error estimator of a signal, xm, from a noisy observation, ym. The derivation of Kalman filter assumes that the state transition matrix, A, the channel distortion matrix, H, the covariance matrix, Q, of the input em of the state equation and the covariance matrix, R, of the additive noise nm are given. The derivation of Kalman filter, described next, is based on the following methodology: (1) prediction (update) step – the signal state is predicted from the previous observations and a prediction error covariance matrix is obtained, Equations (7.5)–(7.6); (2) estimation (measurement) step – the prediction from step 1 and the innovation (innovation is the difference between the prediction and noise observations) are used to make an estimate of the signal. At this stage the Kalman gain vector and estimation error covariance matrix are calculated, Equations (7.7)–(7.9). In this chapter, we use the notation yˆ mm − i to denote a prediction of ym based on the observation samples up to the time m − i. Assume that xˆ mm − 1 is the least square error prediction of xm based on the observations y0  ym − 1. Define a prediction equation as xˆ mm − 1 = Aˆxm − 1



(7.10)



An innovation signal composed of prediction error plus noise may be defined as vm = ym − H xˆ mm − 1



(7.11)
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where xˆ mm−1 denotes the least square error prediction of the signal xm. The innovation signal vector, vm, is the part of ym that is unpredictable from past observations; it includes both the noise and the unpredictable part of the signal xm. For an optimal linear least mean square error estimate, the innovation signal must be an uncorrelated process orthogonal to the past observation vectors; hence we have   E vmyT m − k = 0



k>0



(7.12)



and   E vmvT k = 0



m = k



(7.13)



The concept of innovations is central to the derivation of the Kalman filter. The least square error criterion is satisfied if the estimation error is orthogonal to the past samples. In the following derivation of the Kalman filter, the orthogonality condition of Equation (7.12) is used as the starting point to derive an optimal linear filter whose innovations vm are orthogonal to the past observations ym. Substituting the observation Equation (7.2) in Equation (7.11) and using the relationship yˆ mm − 1 = E ymˆx mm − 1 = H xˆ mm − 1



(7.14)



yields vm = H xm + nm − H xˆ mm − 1 = H x˜ mm − 1 + nm



(7.15)



where x˜ mm − 1 is the signal prediction error vector defined as x˜ mm − 1 = xm − xˆ mm − 1



(7.16)



From Equation (7.15) the covariance matrix of the innovation signal vm is given by   E vmvT m = H Pmm − 1H T + R



(7.17)



where Pmm−1 is the covariance matrix of the prediction error x˜ mm−1. The estimation of xm, based on the samples available up to time m, can be expressed recursively as a linear combination of the prediction of xm based on the samples available up to time m − 1, and the innovation signal at time m as xˆ m = xˆ mm − 1 + Kmvm



(7.18)



where the P × M matrix Km is the Kalman gain matrix. Now, from Equation (7.1), we have xˆ mm − 1 = Aˆxm − 1



(7.19)
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Substitution of Equation (7.19) in Equation (7.18) gives xˆ m = Aˆxm − 1 + Kmvm



(7.20)



To obtain a recursive relation for the computation and update of the Kalman gain matrix, multiply both sides of Equation (7.18) by vT m and take the expectation of the results to yield       E xˆ mvT m = E xˆ mm − 1vT m + KmE vmvT m



(7.21)



Owing to the required orthogonality of the innovation sequence vm to the past samples, we have   E xˆ mm − 1 vT m = 0



(7.22)



Hence, from Equations (7.21) and (7.22), the Kalman gain matrix is given by    −1 Km = E xˆ m vT m E v m vT m The first term on the right-hand side of Equation (7.23) can be expressed as     E xˆ m vT m = E x m − x˜ m vT m   = E ˆx mm − 1 + x˜ mm − 1 − x˜ m vT m   = E xˆ mm − 1 vT m   = E x˜ mm − 1 Hx m + n m − H xˆ mm − 1T   = E x˜ mm − 1 x˜ T mm − 1 H T



(7.23)



(7.24)



= Pmm − 1H T In developing the successive lines of Equation (7.24), we have used the following relations: xm = xˆ mm − 1 + x˜ mm − 1   E x˜ m vT m = 0   E xˆ mm − 1 vT m = 0   E x˜ mm − 1 nT m = 0



(7.25) (7.26) (7.27) (7.28)



Substitution of Equations (7.17) and (7.24) in Equation (7.23) yields the following equation for the Kalman gain matrix:  −1 K m = P mm − 1 H T HP mm − 1 H T + R



(7.29)



where Pmm − 1 is the covariance matrix of the signal prediction error x˜ mm − 1. Note that the Kalman gain vector can be interpreted as a function of signal-to-noise ratio of the innovation signal.
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A recursive relation for calculation of Pmm − 1, the covariance matrix of prediction error x˜ mm − 1 is derived as follows x˜ mm − 1 = x m − xˆ mm − 1



(7.30)



Substitution of Equation (7.1) and (7.19) in Equation (7.30) and rearrangement of the terms yields x˜ mm − 1 = Axm − 1 + em − Aˆx m − 1 = A˜x m − 1 + em



(7.31)



The covariance matrix of x˜ mm − 1 is obtained as     E x˜ mm − 1 x˜ mm − 1T = AE x˜ m − 1 x˜ m − 1T AT + Q



(7.32)



P mm − 1 = AP m − 1 AT + Q



(7.33)



or



where Pmm − 1 and Pm are the covariance matrices of the prediction error x˜ mm − 1 and estimation error x˜ m, respectively. A recursive relation for the covariance matrix of the signal estimation error vector, x˜ m, can be derived as follows. Subtracting both sides of Equation (7.18) from x˜ m we have x˜ m = x˜ mm − 1 − Kmvm



(7.34)



From Equation (7.34) the covariance matrix of the estimation error vector can be expressed as       E x˜ m x˜ mT = E x˜ mm − 1 x˜ mm − 1T − K m E v m v mT K mT   +2E x˜ mm − 1 v mT K mT (7.35) From Equation (7.23) we have   K m E v m v mT = P mm − 1 H T



(7.36)



From Equation (7.24) we have   E x˜ mm − 1 v mT = P mm − 1 H T



(7.37)



Substitution of Equations (7.36) and (7.37) in Equation (7.35) and rearranging yields P m = I − KH P mm − 1



(7.38)



194



ADAPTIVE FILTERS



Example 7.1: Recursive Estimation of a Constant Signal Observed in Noise Consider the estimation of a constant signal observed in a random noise. The state and observation equations for this problem are given by xm = xm − 1 = x



(7.39)



ym = x + nm



(7.40)



Note that a = 1, state excitation em = 0, the variance of excitation Q = 0 and the variance of noise R = n2 . Using the Kalman algorithm, we have the following recursive solutions: Initial conditions: P−1 = 



(7.41)



xˆ 0 − 1 = 0



(7.42)



xˆ mm − 1 = xˆ m − 1



(7.43)



for m = 0 1 Time-update equations Signal prediction equation:



Covariance matrix of prediction error: Pmm − 1 = Pm − 1



(7.44)



−1  Km = Pmm − 1 Pmm − 1 + n2



(7.45)



Measurement-update equations Kalman gain vector:



Signal estimation equation: xˆ m = xˆ mm − 1 + Km ym − xˆ mm − 1



(7.46)



Covariance matrix of estimation error: Pm = 1 − Km Pmm − 1



(7.47)



Example 7.2: Estimation of an AR Signal Observed in Noise Consider the Kalman filtering of a Pth order AR process xm observed in an additive white Gaussian noise, nm. Assume that the signal generation and the observation equations are given as xm =



P  k=1



ak xm − k + em



ym = xm + nm



(7.48) (7.49)
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Let e2 m and n2 m denote the variances of the excitation signal em and the noise nm, respectively. Substituting A = a = a1  a2   aP  and H = 1 in the Kalman filter equations yields the following Kalman filter algorithm: Initial conditions: P−1 = 



(7.50)



xˆ 0 − 1 = 0



(7.51)



for m = 0 1 Time-update equations Signal prediction equation: xˆ mm − 1 =



P  k=1



ak xˆ m − k



(7.52)



Covariance matrix of prediction error Pmm − 1 = aPm − 1aT + e2



(7.53)



Measurement-update equations Kalman gain vector: −1  Km = Pmm − 1 Pmm − 1 + n2



(7.54)



Signal estimation equation: xˆ m = xˆ mm − 1 + Km ym − xˆ mm − 1



(7.55)



Covariance matrix of estimation error: Pm = 1 − Km Pmm − 1



(7.56)



7.3 SAMPLE-ADAPTIVE FILTERS Adaptive filters, namely the RLS, the steepest descent and the LMS, are recursive formulations of the least square error Wiener filter. Sample-adaptive filters have a number of advantages over the block-adaptive filters of Chapter 6, including lower processing delay and better tracking of the trajectory of nonstationary signals. These are essential characteristics in applications such as echo cancellation, adaptive delay estimation, low-delay predictive coding, noise cancellation, radar and channel equalization in mobile telephony, where low delay and fast tracking of time-varying processes and time-varying environments are important objectives. Figure 7.2 illustrates the configuration of a least square error adaptive filter. At each sampling time, an adaptation algorithm adjusts the P filter coefficients wm = w0 m w1 m  wP−1 m to minimise the difference between the filter output and
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‘Desired’ or ‘target’ signal x(m)



Input y(m) z –1



y(m – 1)



w0



w1



z –1



y(m – 2) ...



z –1



y(m – P – 1)



wP– 1



w2



Adaptation algorithm



e(m)



–



+ Transversal filter



x(m) ˆ



Figure 7.2 Illustration of the configuration of an adaptive filter.



a desired, or target, signal. An adaptive filter starts at some initial state, then the filter coefficients are periodically updated, usually on a sample-by-sample basis, to minimise the difference between the filter output and a desired or target signal. The adaptation formula has the general recursive form: Next parameter estimate = Previous parameter estimate + Update (error) where the update term is a function of the error signal. In adaptive filtering several decisions have to be made concerning the filter model and the adaptation algorithm: (1) Filter type – this can be an FIR filter, or an IIR filter. In this chapter we only consider FIR filters, since they have good stability and convergence properties and for these reasons are the type often used in practice. (2) Filter order – often the correct number of filter taps is unknown. The filter order is either set using a priori knowledge of the input and the desired signals, or obtained by monitoring the changes in the error signal as a function of the increasing filter order. (3) Adaptation algorithm – the two commonly used adaptation algorithms are the RLS error and the LMS methods. The factors that influence the choice of the adaptation algorithm are the computational complexity, the speed of convergence to optimal operating condition, the minimum error at convergence, the numerical stability and the robustness of the algorithm to initial parameter states.



7.4 RECURSIVE LEAST SQUARE ADAPTIVE FILTERS The recursive least square error filter is a sample-adaptive, time-update, version of the Wiener filter studied in Chapter 6. For stationary signals, the RLS filter converges to the same optimal filter coefficients as the Wiener filter. For nonstationary signals, the RLS
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filter tracks the time variations of the process. The RLS filter has a relatively fast rate of convergence to the optimal filter coefficients. This is useful in applications such as speech enhancement, channel equalization, echo cancellation and radar where the filter should be able to track relatively fast changes in the signal process. In the recursive least square algorithm, the adaptation starts with some initial filter state, and successive samples of the input signals are used to adapt the filter coefficients. Figure 7.2 illustrates the configuration of an adaptive filter where ym xm and wm = w0 m w1 m  wP−1 m denote the filter input, the desired (target) signal and the filter coefficient vector, respectively. The filter output can be expressed as xˆ m = wT mym



(7.57)



where xˆ m is an estimate of the desired signal xm. The filter error signal is defined as the difference between the filter output and the target signal as em = xm − xˆ m = xm − wT mym



(7.58)



The adaptation process is based on the minimization of the mean square error criterion defined as  2  E e2 m = E xm − wT mym = E x2 m − 2wT mE ymxm + wT mE ymyT mwm = rxx 0 − 2wT mryx m + wT mRyy mwm



(7.59)



where rxx 0 is the autocorrelation at lag zero of the target signal xm Ryy is the autocorrelation matrix of the input signal vector ym and ryx is the cross-correlation vector of the input and the target signals. The Wiener filter is obtained by minimising the mean square error with respect to the filter coefficients. For stationary signals, the result of this minimisation is given in Chapter 6, Equation (6.10), as w = R−1 yy ryx



(7.60)



In the following, we formulate a recursive, time-update, adaptive formulation of Equation (7.60). From Section 6.2, for a block of N sample vectors, the correlation matrix can be written as Ryy = Y T Y =



N −1 



ymyT m



(7.61)



m=0



where ym = ym  ym− P − 1T . Now, the sum of vector product in Equation (7.61) can be expressed in recursive fashion as Ryy m = Ryy m − 1 + ymyT m



(7.62)
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To introduce adaptability to the time variations of the signal statistics, the autocorrelation estimate in Equation (7.61) can be windowed by an exponentially decaying window: Ryy m = Ryy m − 1 + ymyT m



(7.63)



where  is the so-called ‘adaptation’, or ‘forgetting’ factor, and is in the range 0 >  > 1. Similarly, the cross-correlation vector is given by ryx =



N −1 



ymxm



(7.64)



m=0



The sum of products in Equation (7.64) can be calculated in recursive form as ryx m = ryx m − 1 + ymxm



(7.65)



Equation (7.65) can be made adaptive using an exponentially decaying forgetting factor : ryx m = ryx m − 1 + ymxm



(7.66)



For a recursive solution of the least square error Equation (7.66), we need to obtain a recursive time-update formula for the inverse matrix in the form −1 R−1 yy m = Ryy m − 1 + Updatem



(7.67)



A recursive relation for the matrix inversion is obtained using the following lemma.



7.4.1 THE MATRIX INVERSION LEMMA Let A and B be two positive-definite P × P matrices related by A = B−1 + CD−1 C T



(7.68)



where D is a positive-definite N × N matrix and C is a P × N matrix. The matrix inversion lemma states that the inverse of the matrix A can be expressed as  −1 A−1 = B − BC D + C T BC C T B (7.69) This lemma can be proved by multiplying Equation (7.68) and Equation (7.69). The left- and right-hand sides of the results of multiplication are the identity matrix. The matrix inversion lemma can be used to obtain a recursive implementation for the inverse of the correlation matrix, R−1 yy m. Let Ryy m = A



(7.70)



−1 R−1 yy m − 1 = B



(7.71)



ym = C



(7.72)



D = identity matrix



(7.73)
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Substituting Equations (7.63) and (7.64) in Equation (7.62), we obtain −1 −1 R−1 yy m =  Ryy m − 1 −



T −1 −2 R−1 yy m − 1ymy mRyy m − 1



1 + −1 yT mR−1 yy m − 1ym



(7.74)



Now define the variables m and km as yy m = R−1 yy m



(7.75)



and −1 R−1 yy m − 1ym



km =



1 + −1 yT mR−1 yy m − 1ym



(7.76)



or km =



−1 yy m − 1ym 1 + −1 yT m yy m − 1ym



(7.77)



Using Equations (7.75) and (7.76), the recursive equation (7.67) for computing the inverse matrix can be written as



yy m = −1 yy m − 1 − −1 kmyT m yy m − 1



(7.78)



From Equations (7.77) and (7.78), we have   km = −1 yy m − 1 − −1 kmyT m yy m − 1 ym = yy mym



(7.79)



Now Equations (7.78) and (7.79) are used in the following to derive the RLS adaptation algorithm.



7.4.2 RECURSIVE TIME-UPDATE OF FILTER COEFFICIENTS The least square error filter coefficients are wm = R−1 yy mryx m = yy mryx m



(7.80)



Substituting the recursive form of the correlation vector in Equation (7.80) yields   wm = yy m ryx m − 1 + ymxm =  yy mryx m − 1 + yy mymxm



(7.81)
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Now substitution of the recursive form of the matrix yy m from Equation (7.78) and km = mym from Equation (7.79) in the right-hand side of Equation (7.81) yields   wm = −1 yy m − 1 − −1 kmyT m yy m − 1 ryx m − 1 + kmxm



(7.82)



wm = yy m − 1ryx m − 1 − kmyT m yy m − 1ryx m − 1 + kmxm



(7.83)



or



Substitution of wm − 1 = m − 1ryx m − 1 in Equation (7.83) yields   wm = wm − 1 + km xm − yT mwm − 1



(7.84)



This equation can be rewritten in the following form wm = wm − 1 − kmem



(7.85)



Equation (7.85) is a recursive time-update implementation of the least square error Wiener filter. RLS Adaptation Algorithm Input signals: ym and xm Initial values: yy m = I w0 = wI For m = 1 2 Filter gain vector update: km =



−1 yy m − 1ym 1 + −1 yT m yy m − 1ym



(7.86)



Error signal equation: em = xm − wT m − 1ym



(7.87)



Filter coefficients adaptation: wm = wm − 1 + kmem



(7.88)



Inverse correlation matrix update: yy m = −1 yy m − 1 − −1 kmyT m yy m − 1



(7.89)
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7.5 THE STEEPEST-DESCENT METHOD The surface of the mean square output error of an adaptive FIR filter, with respect to the filter coefficients, is a quadratic bowl-shaped curve, with a single global minimum that corresponds to the LSE filter coefficients. Figure 7.3 illustrates the mean square error curve for a single coefficient filter. This figure also illustrates the steepest-descent search for the minimum mean square error coefficient. The search is based on taking a number of successive downward steps in the direction of negative gradient of the error surface. Starting with a set of initial values, the filter coefficients are successively updated in the downward direction, until the minimum point, at which the gradient is zero, is reached. The steepest-descent adaptation method can be expressed as 



 E e2 m wm + 1 = wm +  − (7.90) wm where  is the adaptation step size. From Equation (7.59), the gradient of the mean square error function is given by E e2 m = −2ryx + 2Ryy wm wm



(7.91)



Substituting Equation (7.91) in Equation (7.90) yields   wm + 1 = wm +  ryx − Ryy wm



(7.92)



where the factor of 2 in Equation (7.91) has been absorbed in the adaptation step size . Let wo denote the optimal LSE filter coefficient vector; we define a filter coefficients error ˜ vector wm as ˜ wm = wm − wo



(7.93)



E[e2(m)]



woptimal



w(i) w(i – 1) w(i – 2)



w



Figure 7.3 Illustration of gradient search of the mean square error surface for the minimum error point.
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For a stationary process, the optimal LSE filter wo is obtained from the Wiener filter, Equation (5.10), as wo = R−1 yy ryx



(7.94)



Subtracting wo from both sides of Equation (7.92), and then substituting Ryy wo for ryx and using Equation (7.93) yields   ˜ ˜ + 1 = I − Ryy wm wm



(7.95)



˜ It is desirable that the filter error vector, wm, vanishes as rapidly as possible. The parameter , the adaptation step size, controls the stability and the rate of convergence of the adaptive filter. Too large a value for  causes instability; too small a value gives a low convergence rate. The stability of the parameter estimation method depends on the choice of the adaptation parameter, , and the autocorrelation matrix. From Equation (7.95), a recursive equation for the error in each individual filter coefficient can be obtained as follows. The correlation matrix can be expressed in terms of the matrices of eigenvectors and eigenvalues as Ryy = QQT



(7.96)



where Q is an orthonormal matrix of the eigenvectors of Ryy , and  is a diagonal matrix with its diagonal elements corresponding to the eigenvalues of Ryy . Substituting Ryy from Equation (7.96) in Equation (7.95) yields   ˜ ˜ + 1 = I − QQT wm wm



(7.97)



Multiplying both sides of Equation (7.97) by QT and using the relation QT Q = QQT = I yields ˜ + 1 = I − QT wm ˜ QT wm



(7.98)



˜ vm = QT wm



(7.99)



vm + 1 = I −  vm



(7.100)



Let



Then



As  and I are both diagonal matrices, Equation (7.92) can be expressed in terms of the equations for the individual elements of the error vector, vm, as vk m + 1 = 1 − k  vk m



(7.101)
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1 – µλk



vk(m + 1)



z –1



Figure 7.4 A feedback model of the variation of coefficient error with time.



where k is the kth eigenvalue of the autocorrelation matrix of the filter input, ym. Figure 7.4 is a feedback network model of the time variations of the error vector. From Equation (7.101), the condition for the stability of the adaptation process and the decay of the coefficient error vector is −1 < 1 − k < 1



(7.102)



Let max denote the maximum eigenvalue of the autocorrelation matrix of ym then, from Equation (7.102), the limits on  for stable adaptation are given by 0 
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