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The structure of the book is as follows.



Chapter 1: Introduction. This chapter gives a brief overview of the benefits of processing signals digitally as well as an overview of the book. Chapter 2: Converting analog to digital signals and vice versa. A review of a typical DSP system, analog to digital converters and digital to analog converters.



Chapter 3: Time domain representation.



A discussion on typical discrete-time signals, operations on discrete time signals, the classification of systems, convolution and auto and cross correlation operations.



Chapter 4: Frequency domain representation. A detailed review of the discrete Fourier and inverse Fourier transform operations with an extension to the Fast Fourier transform and implementation of this important algorithm in software. Chapter 5: DSP application examples. A review of periodic signal generation using wavetables, a wireless transmitter implementation, speech synthesis, image enhancement and active noise control.



Chapter 6: FIR filter design. An examination of the classification of digital filters, the filter design process, characteristics of FIR filters, the window, frequency sampling and Parks-Mclelland methods.



Chapter 7: Infinite impulse response (IIR) filter design.



A review of the characteristics of IIR filters, review of classical analog filter approximations, IIR filter derivation from analog filters and a comparison of the FIR and IIR design methods.



Chapter 8: Digital filter realizations. A review of the direct, cascade, parallel forms and software implementation issues together with finite word-length effects.



Chapter 9: Digital signal processors. An examination of common features, hardware architectures, special instructions and addressing modes and a few suggestions on choosing the most appropriate DSP processor for your design.



Chapter 10: Hardware and software development tools. A concluding review on DSP system design flow and development tools.



1 Introduction



Digital signal processing (DSP) is a field which is primarily technology driven. It started from around mid 1960s when digital computers and digital circuitry became fast enough to process large amounts of data efficiently. When the term ‘digital’ is used, often it loosely refers to a finite set of distinct values. This is in contrast to ‘analog’, which refers to a continuous range of values. In digital signal processing we are concerned with the processing of signals which are discrete in time (sampled) and in most cases, discrete in amplitude (quantized) as well. In other words, we are primarily dealing with data sequences – sequences of numbers. Such discrete (or digital) signals may arise in one of the following two distinct circumstances: • The signal may be inherently discrete in time (and/or amplitude) • The signal may be a sampled version of a continuous-time signal Examples of the first type of data sequences include monthly sales figures, daily highest/lowest temperatures, stock market indices and students examination marks. Business people, meteorologists, economists, and teachers process these types of data sequences to determine cyclic patterns, trends, and averages. The processing usually involves filtering to remove as much ‘noise’ as possible so that the pattern of interest will be enhanced or highlighted. Examples of the second type of discrete-time signals can readily be found in many engineering applications. For instance, speech and audio signals are sampled and then encoded for storage or transmission. A compact disc player reads the encoded digital audio signals and reconstructs the continuous-time signals for playback.



1.1



Benefits of processing signals digitally A typical question one may ask is why process signals digitally? For the first type of signals discussed previously, the reason is obvious. If the signals are inherently discrete in time, the most natural way to process them is using digital methods. But for continuoustime signals, we have a choice.
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Analog signals have to be processed by analog electronics while computers or microprocessors can process digital signals. Analog methods are potentially faster since the analog circuits process signals as they arrive in real-time, provided the settling time is fast enough. On the other hand, digital techniques are algorithmic in nature. If the computer is fast and the algorithms are efficient, then digital processing can be performed in ‘real-time’ provided the data rate is ‘slow enough’. However, with the speed of digital logic increasing exponentially, the upper limit in data rate that can still be considered as real-time processing is becoming higher and higher. The major advantage of digital signal processing is consistency. For the same signal, the output of a digital process will always be the same. It is not sensitive to offsets and drifts in electronic components. The second main advantage of DSP is that very complex digital logic circuits can be packed onto a single chip, thus reducing the component count and the size and reliability of the system.



1.2



Definition of some terms DSP has its origin in electrical/electronic engineering (EE). Therefore the terminology used in DSP are typically that of EE. If you are not an electrical or electronic engineer, there is no problem. In fact many of the terms that are used have counterparts in other engineering areas. It just takes a bit of getting used to. For those without an engineering background, we shall now attempt to explain a few terms that we shall be using throughout the manual. • Signals We have already started using this term in the previous section. A signal is simply a quantity that we can measure over a period of time. This quantity usually changes with time and that is what makes it interesting. Such quantities could be voltage or current. They could also be the pressure, fluid level and temperature. Other quantities of interest include financial indices such as the stock market index. You will be surprised how much of the concepts in DSP has been used to analyze the financial market. • Frequency Some signals change slowly over time and others change rapidly. For instance, the (AC) voltage available at our household electrical mains goes up and down like a sine function and they complete one cycle in 50 times or 60 times a second. This signal is said to have a frequency of 50 or 60 hertz (Hz). • Spectrum While some signals consist of only a single frequency, others have a combination of a range of frequencies. If you play a string on the violin, there is a fundamental tone (frequency) corresponding to the musical note that is played. But there are other harmonics (integer multiples of the fundamental frequency) present. This musical sound signal is said to have a spectrum of frequencies. The spectrum is a frequency (domain) representation of the time (domain) signal. The two representations are equivalent. • Low-pass filter Filters let a certain range of frequency components of a signal through while rejecting the other frequency components. A low-pass filter lets the ‘lowfrequency’ components through. Low-pass filters have a cutoff frequency below which the frequency components can pass through the filter. For
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instance, if a signal has two frequency components, say 10 hz and 20 hz, applying a low-pass filter to this signal with a cutoff frequency of 15 hz will result in an output signal, which has only one frequency component at 10 hz; the 20 hz component has been rejected by the filter. • Band-pass filter Band-pass filters are similar to low-pass filters in that only a range of frequency components can pass through it intact. This range (the passband) is usually above the DC (zero frequency) and somewhere in the mid-range. For instance, we can have a band-pass filter with a passband between 15 and 25 Hz. Applying this filter to the signal discussed above will result in a signal having only a 20 Hz component. • High-pass filter These filters allow frequency components above a certain frequency (cutoff) to pass through intact, rejecting the ones lower than the cutoff frequency. This should be enough to get us going. New terms will arise from time to time and they will be explained as we come across them.



1.3



DSP systems DSP systems are discrete-time systems, which means that they accept digital signals as input and output digital signals (or information extracted). Since digital signals are simply sequences of numbers, the input and output relationship of a discrete-time system can be illustrated as in Figure 1.1. The output sequence of sample y(n) is computed from the input sequence of sample x(n) according to some rules, which the system (H) defines. There are two main methods by which the output sequence is computed from the input sequence. They are called sample-by-sample processing and block processing respectively. We shall encounter both types of processing in later chapters. Most systems can be implemented with either processing method. The output obtained in both cases should be equivalent if the input and the system H are the same.



1.3.1



Sample-by-sample processing With the sample-by-sample processing method, normally one output sample is obtained when one input sample is presented to the system. For instance, if the sequence {y0, y1, y2,..., yn, ...} is obtained when the input sequence {x0, x1, x2, ..., xn, ...} is presented to the system. The sample y0 appears at the output when the input x0 is available at the input. The sample y1 appears at the output when the input x1 is available at the input, etc. In p u t S e q u e n c e



O u tp u t S e q u e n c e H y 0 , y 1 , y 2 ,....



x 0 , x 1 , x 2 ,.... D is c re te - tim e S y s te m



Figure 1.1 A discrete-time system



The delay between the input and output for sample-by-sample processing is at most one sample. The processing has to be completed before the next sample appears at the input.
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1.3.2



Block processing With block processing methods, a block of signal samples is being processed at a time. A block of samples is usually treated as a vector, which is transformed, to an output vector of samples by the system transformation H.



 x0   y0  x  y  1 H  x=  → 1 = y  x2   y2            The delay between input and output in this case is dependent on the number of samples in each block. For example, if we use 8 samples per block, then the first 8 input samples have to be buffered (or collected) before processing can proceed. So the block of 8 output samples will appear at least 8 samples after the first sample x0 appears. The block computation (according to H) has to be completed before the next block of 8 samples are collected.



1.3.3



Remarks Both processing methods are extensively used in real applications. We shall encounter DSP algorithms and implementation that uses one or the other. The reader might find it useful in understanding the algorithms or techniques being discussed by realizing which processing method is being used.



1.4



Some application areas Digital signal processing is being applied to a large range of applications. No attempt is made to include all areas of application here. In fact, new applications are constantly appearing. In this section, we shall try to describe a sufficiently broad range of applications so that the reader can get a feel of what DSP is about.



1.4.1



Speech and audio processing An area where DSP has found a lot of application is in speech processing. It is also one of the earliest applications of DSP. Digital speech processing includes three main sub-areas: encoding, synthesis, and recognition.



1.4.1.1



Speech coding There is a considerable amount of redundancy in the speech signal. The encoding process removes as much redundancy as possible while retaining an acceptable quality of the remaining signal. Speech coding can be further divided into two areas: • Compression – a compact representation of the speech waveform without regard to its meaning. • Parameterization – a model that characterizes the speech in some linguistically or acoustically meaningful form. The minimum channel bandwidth required for the transmission of an acceptable quality of speech is around 3 kHz, with a dynamic range of 72 dB. This is normally referred to as telephone quality. Converting into digital form, a sampling rate of 8 k samples per second
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with a 12-bit quantization (212 amplitude levels) is commonly used, resulting in 96 k bits per second of data. This data rate can be significantly reduced without affecting the quality of the reconstructed speech as far as the listener is concerned. We shall briefly describe three of them: • Companding or non-uniform quantization The dynamic range of speech signals is very large. This is due to the fact that voiced sounds such as vowels contain a lot of energy and exhibit wide fluctuations in amplitude while unvoiced sounds like fricatives generally have much lower amplitudes. A compander (compressor–expander) compresses the amplitude of the signal at the transmitter end and expands it at the receiver end. The process is illustrated schematically in Figure 1.2. The compressor compresses the large amplitude samples and expands the small amplitude ones while the expander does the opposite. Tra nsm itte r
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Figure 1.2 Schematic diagram showing the companding process



The µ-law compander (with µ = 255) is a North American standard. A-law companding with A = 87.56 is a European (CCITT) standard. The difference in performance is minimal. A-law companding gives slightly better performance at high signal levels while µ-law is better at low levels. • Adaptive differential quantization At any adequate sampling rate, consecutive samples of the speech signal are generally highly correlated, except for those sounds that contain a significant amount of wideband noise. The data rate can be greatly reduced by quantizing the difference between two samples instead. Since the dynamic range will be much reduced by differencing, the number of levels required for the quantifier will also be reduced. The concept of differential quantization can be extended further. Suppose we have an estimate of the value of the current sample based on information from the previous samples, then we can quantize the difference between the current sample and its estimate. If the prediction is accurate enough, this difference will be quite small.
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Figure 1.3 shows the block diagram of an adaptive differential pulse code modulator (ADPCM). It takes a 64 kbits per second pulse code modulated (PCM) signal and encodes it into 32 kbit per second adaptive differential pulse code modulated (ADPCM) signal.
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Figure 1.3 Block diagram of an adaptive differential pulse code modulator



• Linear prediction The linear predictive coding method of speech coding is based on a (simplified) model of speech production shown in Figure 1.4. Im p u ls e tra in F o r v o ic e d speech N o is e F o r u n v o ic e d speech



T im e -v a ry in g F ilte r V o c a l tra c t m odel V o ic e d / u n v o ic e d d e c is io n



g a in



S y n th e s iz e d S peech



Figure 1.4 A model of speech production



The time-varying digital filter models the vocal tract and is driven by an excitation signal. For voiced speech, this excitation signal is typically a train of scaled unit impulses at pitch frequency. For unvoiced sounds it is random noise. The analysis system (or encoder) estimates the filter coefficients, detects whether the speech is voiced or unvoiced and estimates the pitch frequency if necessary. This is performed for each overlapping section of speech usually around 10 milliseconds in duration. This information is then encoded and transmitted. The receiver reconstructs the speech signal using these parameters based on the speech production model. It is interesting to note that the reconstructed speech is similar to the original perceptually but the physical
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appearance of the signal is very different. This is an illustration of the redundancies inherent in speech signals. 1.4.1.2



Speech synthesis The synthesis or generation of speech can be done through the speech production model mentioned above. Although the duplication of the acoustics of the vocal tract can be carried out quite accurately, the excitation model turns out to be more problematic. For synthetic speech to sound natural, it is essential that the correct allophone be produced. Despite the fact that different allophones are perceived as the same sound, if the wrong allophone is selected, the synthesized speech will not sound natural. Translation from phonemes to allophones is usually controlled by a set of rules. The control of timing of a word is also very important. But these rules are beyond the realm of DSP.



1.4.1.3



Speech recognition One of the major goals of speech recognition is to provide an alternative interface between human user and machine. Speech recognition systems can either be speaker dependent or independent, and they can either accept isolated utterances or continuous speech. Each system is capable of handling a certain vocabulary. The basic approach to speech recognition is to extract features of the speech signals in the training phase. In the recognition phase, the features extracted from the incoming signal are compared to those that have been stored. Owing to the fact that our voice changes with time and the rate at which we speak also varies, speech recognition is a very tough problem. However, there are now commercially available some relatively simple small vocabulary, isolated utterance recognition systems. This comes about after 30 years of research and the advances made in DSP hardware and software.



1.4.2



Image and video processing Image processing involves the processing of signals, which are two-dimensional. A digital image consists of a two dimensional array of pixel values instead of a one dimensional one for, say, speech signals. We shall briefly describe three areas of image processing.



1.4.2.1



Image enhancement Image enhancement is used when we need to focus or pick out some important features of an image. For example, we may want to sharpen the image to bring out details such as a car license plate number or some areas of an X-ray film. In aerial photographs, the edges or lines may need to be enhanced in order to pick out buildings or other objects. Certain spectral components of an image may need to be enhanced in images obtained from telescopes or space probes. In some cases, the contrast may need to be enhanced. While linear filtering may be all that is required for certain types of enhancement, most useful enhancement operations are non-linear in nature.



1.4.2.2



Image restoration Image restoration deals with techniques for reconstructing an image that may have been blurred by sensor or camera motion and in which additive noise may be present. The blurring process is usually modeled as a linear filtering operation and the problem of
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image restoration then becomes one of identifying the type of blur and estimating the parameters of the model. The image is then filtered by the inverse of the filter. 1.4.2.3



Image compression and coding The amount of data in a visual image is very large. A simple black-and-white still picture digitized to a 512 × 512 array of pixels using 8 bits per pixel involves more than 2 million bits of information. In the case of sequences of images such as in video or television images, the amount of data involved will be even greater. Image compression, like speech compression, seeks to reduce the number of bits required to store or transmit the image with either no loss or an acceptable level of loss or distortion. A number of different techniques have been proposed, including prediction or coding in the (spatial) frequency domain. The most successful techniques typically combine several basic methods. Very sophisticated methods have been developed for digital cameras and digital video discs (DVD). Standards have been developed for the coding of both image and video signals for different kinds of applications. For still images, the most common one is JPEG. For high quality motion video, there is MPEG and MPEG-2. MPEG-2 was developed with high definition television in mind. It is now used in satellite transmission of broadcast quality video signals.



1.4.3



Adaptive filtering A major advantage of digital processing is its ability of adapting to changing environments. Even though adaptive signal processing is a more advanced topic, which we will not cover in this course, we shall describe the basic ideas involved in adaptive signal processing and some of its applications. A basic component in an adaptive digital signal processing system is a digital filter with adjustable filter coefficients – a time-varying digital filter. Changing the characteristics of a filter by a change in the coefficient values is a very simple operation in DSP. The adaptation occurs through an algorithm which takes a reference (or desired) signal and an error signal produced by the difference between the current output of the filter and the current input signal. The algorithm adjusts the filter coefficients so that the averaged error is minimized.



1.4.3.1



Noise cancellation One example of noise cancellation is the suppression of the maternal ECG component in fetal ECG. The fetal heart rate signal can be obtained from a sensor placed in the abdominal region of the mother. However, this signal is very noisy due to the mother’s heartbeat and fetal motion. The idea behind noise cancellation in this case is to take a direct recording of the mother’s heartbeat and after filtering of this signal, subtract it off the fetal heart rate signal to get a relatively noise-free heart rate signal. A schematic diagram of the system is shown in Figure 1.5.
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Figure 1.5 An adaptive noise cancellation system



There are two inputs: a primary and a reference. The primary signal is of interest but has a noisy interference component, which is correlated with the reference signal. The adaptive filter is used to produce an estimate of this interference or noise component, which is then subtracted off the primary signal. The filter should be chosen to ensure that the error signal and the reference signal are uncorrelated. 1.4.3.2



Echo cancellation Echoes are signals that are identical to the original signals but are attenuated and delayed in time. They are typically generated in long distance telephone communication due to impedance mismatch. Such a mismatch usually occurs at the junction or hybrid between the local subscriber loop and the long distance loop. As a result of the mismatch, incident electromagnetic waves are reflected which sound like echoes to the telephone user. The idea behind echo cancellation is to predict the echo signal values and thus subtract it out. The basic mechanism is illustrated in Figure 1.6. Since the speech signal is constantly changing, the system has to be adaptive.



Figure 1.6 An adaptive echo cancellation system



1.4.3.3



Channel equalization Consider the transmission of a signal over a communication channel (e.g. coaxial cable, optical fiber, wireless). The signal will be subject to channel noise and dispersion caused,
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for example, by reflection from objects such as buildings in the transmission path. This distorted signal will have to be reconstructed by the receiver. One way to restore the original signal is to pass the received signal through an equalizing filter to undo the dispersion effects. The equalizer should ideally be the inverse of the channel characteristics. However, channel characteristics typically drift in time and so the equalizer (a digital filter) coefficients will need to be adjusted continuously. If the transmission medium is a cable, the drift will occur very slowly. But for wireless channels in mobile communications the channel characteristics change rapidly and the equalizer filter will have to adapt very quickly. In order to ‘learn’ the channel characteristics, the adaptive equalizer operates in a training mode where a pre-determined training signal is transmitted to the receiver. Normal signal transmission has to be regularly interrupted by a brief training session so that the equalizer filter coefficients can be adjusted. Figure 1.7 shows an adaptive equalizer in training mode.



Figure 1.7 An adaptive equalizer in training mode



1.4.4



Control applications A digital controller is a system used for controlling closed-loop feedback systems as shown in Figure 1.8. The controller implements algebraic algorithms such as filters and compensatory to regulate, correct, or change the behavior of the controlled system.



Figure 1.8 A digital closed-loop control system



Digital control has the advantage that complex control algorithms are implemented in software rather than specialized hardware. Thus the controller design and its parameters can easily be altered. Furthermore, increased noise immunity is guaranteed and parameter
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drift is eliminated. Consequently, they tend to be more reliable and at the same time, feature reduced size, power, weight and cost. Digital signal processors are very useful for implementing digital controllers since they are typically optimized for digital filtering operations with single instruction arithmetic operations. Furthermore, if the system being controlled changes with time, adaptive control algorithms, similar to adaptive filtering discussed above, can be implemented.



1.4.5



Sensor or antenna array processing In some applications, a number of spatially distributed sensors are used for receiving signals from some sources. The problem of coherently summing the outputs from these sensors is known as beamforming. Beyond the directivity provided by an individual sensor, a beamformer permits one to ‘listen’ preferentially to wave fronts propagating from one direction over another. Thus a beamformer implements a spatial filter. Applications of beamforming can be found in seismology, underwater acoustics, biomedical engineering, radio communication systems and astronomy. In cellular mobile communication systems, smart antennas (an antenna array with digitally steerable beams) are being used to increase user capacity and expand geographic coverage. In order to increase capacity, an array, which can increase the carrier to interference ratio (C/I) at both the base station and the mobile terminal, is required. There are three approaches to maximizing C/I with an antenna array. • The first one is to create higher gain on the antenna in the intended direction using antenna aperture. This is done by combining the outputs of each individual antenna to create aperture. • The second approach is the mitigation of multipath fading. In mobile communication, fast fading induced by multipath propagation requires an additional link margin of 8 dB. This margin can be recovered by removing the destructive multipath effects. • The third approach is the identification and nulling of interferers. It is not difficult for a digital beamformer to create sharp nulls, removing the effects of interference. Direction of arrival estimation can also be performed using sensor arrays. In the simplest configuration, signals are received at two spatially separated sensors with one signal being an attenuated, delayed and noisy version of the other. If the distance between the sensors is known, and the signal velocity is known, then the direction of arrival can be estimated. If the direction does not change, or changes very slowly with time, then it can be determined by cross-correlating the two signals and finding the global maximum of the cross-correlation function. If the direction changes rapidly, then an adaptive algorithm is needed.



1.4.6



Digital communication receivers and transmitters One of the most exciting applications of DSP is in the design and implementation of digital communication equipment. Throughout the 1970s and 80s radio systems migrated from analog to digital in almost every aspect, from system control to source and channel coding to hardware technology. A new architecture known generally as ‘software radio’ is emerging. This technology liberates radio-based services from dependence on hardwired characteristics such as frequency band, channel bandwidth, and channel coding.



12 Practical Digital Signal Processing for Engineers and Technicians



The software radio architecture centers on the use of wideband analog-to-digital and digital-to-analog converters that are placed as close to the antenna as possible. Since the signal is being digitized earlier in the system, as much radio functionality as possible can be defined and implemented in software. Thus the hardware is relatively simple and functions are software defined as illustrated in Figure 1.9. Software definable channel modulation across the entire 25 MHz cellular band has been developed.



Figure 1.9 Software radio architecture



In an advanced application, a software radio does not just transmit; it characterizes the available transmission channels, probes the propagation path, constructs an appropriate channel modulation, electronically steers its transmit beam in the right direction for systems with antenna arrays and selects the optimum power level. It does not just receive; it characterizes the energy distribution in the channel and in adjacent channels, recognizes the mode of the incoming transmission, adaptively null interferers, estimates the dynamic properties of multipath propagation, equalizes and decodes the channel codes. The main advantage of software radio is that it supports incremental service enhancements through upgrades to its software. This whole area is not possible without the advancements in DSP technology.



1.5



Objectives and overview of the book



1.5.1



Objectives The main objective of this book is to provide a first introduction to the area of digital signal processing. The emphasis is on providing a balance between theory and practice. Digital signal processing is in fact a very broad field with numerous applications and potentials. It is an objective of this book to give the interested participants a foundation in DSP so that they may be able to pursue further in this interesting field of digital signal processing. Software exercises designed to aid in the understanding of concepts and to extend the lecture material further are given. They are based on a software package called MATLAB. It has become very much the de facto industry standard software package for studying and developing signal processing algorithms. It has an intuitive interface and is very easy to use. It also features a visual-programming environment called SIMULINK.
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Designing a system using SIMULINK basically involves dragging and dropping visual components on to the screen and making appropriate connections between them. There are also experiments based on the Texas Instruments TMS320C54x family of digital signal processors which provide the participants with a feel for the performance of DSP chips.



1.5.2



Brief overview of chapters An overview of the remaining chapters in this manual is as follows: • Chapter 2 discusses in detail the concepts in converting a continuous-time signal to a discrete-time and discrete-amplitude one and vice versa. Concepts of sampling and quantization and their relation to aliasing are described. These concepts are supplemented with practical analog-to-digital and digital-to-analog conversion techniques. • Digital signals and systems can either be described as sequences in time or in frequency. In Chapter 3, digital signals are viewed as sequences in time. Digital systems are also characterized by a sequence called the impulse sequence. We shall discuss the properties of digital signals and systems and their interaction. The computation of the correlation of these sequences is discussed in detail. • The discrete Fourier transform (DFT) provides a link between a time sequence and its frequency representation. The basic characteristics of the DFT and some ways by which the transform can be computed efficiently are described in Chapter 4. • With the basic concepts in digital signals and systems covered, in Chapter 5 we shall revisit some practical applications. Some of these applications have already been briefly described in this chapter. They shall be further discussed using the concepts learnt in chapters 2 to 4. • The processing of digital signals is most often performed by digital filters. The design of the two major types of digital filters: finite impulse response (FIR) and infinite impulse response (IIR) filters are thoroughly discussed in chapters 6 and 7. • The different ways by which these FIR and IIR digital filters can be realized by hardware or software will be discussed in Chapter 8. Chapters 6 to 8 combined gives us a firm understanding in digital filters. • Finally, in chapters 9 and 10, the architecture, characteristics and development tools of some representative commercially available digital signal processors are described. Some popular commercial software packages that are useful for developing digital signal processing algorithms are also listed and briefly described. Since this is an introductory course, a number of important but more advanced topics in digital signal processing are not covered. These topics include: • • • • •



Adaptive filtering Multi-rate processing Parametric signal modeling and spectral estimation Two (and higher) dimensional digital signal processing Other efficient fast Fourier transform algorithms



2 Converting analog to digital signals and vice versa



2.1



A typical DSP system In the previous chapter, we mentioned that some signals are discrete-time in nature, while others are continuous-time. Most of the signals encountered in engineering applications are analog. In order to process analog signals using digital techniques, they must first be converted into digital signals. Digital processing of analog signals proceeds in three stages: • The analog signal is digitized. Digitization involves two processes: sampling (digitization in time) and quantization (digitization in amplitude). This whole process is called analog-to-digital (A/D) conversion. • The appropriate DSP algorithms process the digitized signal. • The results or outputs of the processing are converted back into analog signals through interpolation. This process is called digital-to-analog (D/A) conversion. Figure 2.1 illustrates these three stages in diagram form.



Figure 2.1 The three stages of analog–digital–analog conversions
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2.2



Sampling We shall first consider the sampling operation. It can be illustrated through the changing temperature through a single day. The continuous temperature variation is shown in Figure 2.2. However, the observatory may only be recording the temperature once every hour.



Figure 2.2 Temperature variation throughout a day



The records are shown in Table 2.1. When we plot these values against time, we have a snapshot of the variation in temperature throughout the day. These snapshots are called samples of the signal (temperature). They are plotted as dots in Figure 2.2. In this case the sampling interval, the time between samples, is two hours.



Hour Temperature 0 13 2 12 4 10 6 11 8 13 10 16 12 19 14 23 16 22 18 20 20 16 22 15 24 12 Table 2.1 Temperature measured at each hour of a day
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Figure 2.3 shows the diagram representation of the sampling process.



Figure 2.3 The sampling process



The analog signal is sampled once every T seconds, resulting in a sampled data sequence. The sampler is assumed to be ideal in that the value of the signal at an instant (an infinitely small time) is taken. A real sampler, of course, cannot achieve that and the ‘switch’ in the sampler is actually closed for a finite, though very small, amount of time. This is analogous to a camera with a finite shutter speed. Even if a camera can be built with an infinitely fast shutter, the amount of light that can reach the film plane will be very small indeed. In general, we can consider the sampling process to be close enough to the ideal. It should be pointed out that throughout our discussions we should assume that the sampling interval is constant. In other words, the spacing between the samples is regular. This is called uniform sampling. Although irregularly sampled signals can, under suitable conditions, be converted to uniformly sampled ones, the concept and mathematics are beyond the scope of this introductory book. The most important parameter in the sampling process is the sampling period T, or the sampling frequency or sampling rate fs, which is defined as



fs =



1 T



Sampling frequency is given in units of ‘samples per second’ or ‘hertz’. If the sampling is too frequent, then the DSP process will have to process a large amount of data in a much shorter time frame. If the sampling is too sparse, then important information might be missing in the sampled signal. The choice is governed by sampling theorem.



2.2.1



Sampling theorem The sampling theorem specifies the minimum-sampling rate at which a continuous-time signal needs to be uniformly sampled so that the original signal can be completely recovered or reconstructed by these samples alone. This is usually referred to as Shannon’s sampling theorem in the literature.
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Sampling theorem: If a continuous time signal contains no frequency components higher than W hz, then it can be completely determined by uniform samples taken at a rate fs samples per second where



f s ≥ 2W or, in term of the sampling period T≤



1 2W



Figure 2.4 Two bandlimited spectra



A signal with no frequency component above a certain maximum frequency is known as a bandlimited signal. Figure 2.4 shows two typical bandlimited signal spectra: one lowpass and one band-pass. The minimum sampling rate allowed by the sampling theorem (fs = 2W) is called the Nyquist rate. It is interesting to note that even though this theorem is usually called Shannon’s sampling theorem, it was originated by both E.T. and J.M. Whittaker and Ferrar, all British mathematicians. In Russian literature, this theorem was introduced to communications theory by Kotel’nikov and took its name from him. C.E. Shannon used it to study what is now known as information theory in the 1940s. Therefore in mathematics and engineering literature sometimes it is also called WKS sampling theorem after Whittaker, Kotel’nikov and Shannon.
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2.2.2



Frequency domain interpretation The sampling theorem can be proven and derived mathematically. However, a more intuitive understanding of it could be obtained by looking at the sampling process from the frequency domain perspective. If we consider the sampled signal as an analog signal, it is obvious that the sampling process is equivalent to very drastic chopping of the original signal. The sharp rise and fall of the signal amplitude, just before and after the signal sample instants, introduces a large amount of high frequency components into the signal spectrum. It can be shown through Fourier transform (which we will discuss in Chapter 4) that the high frequency components generated by sampling appear in a very regular fashion. In fact, every frequency component in the original signal spectrum is periodically replicated over the entire frequency axis. The period at which this replication occurs is determined by the sampling rate. This replication can easily be justified for a simple sinusoidal signal. Consider a single sinusoid:



x(t ) = cos(2π f a t ) Before sampling, the spectrum consists of a single spectral line at frequency fa. Sampling is performed at time instants



t = nT , n = 0,1, 2,... where n is a positive integer. Therefore, the sampled sinusoidal signal is given by



x(nT ) = cos(2π f a nT ) At a frequency



f = f a + fs The sampled signal has value



x '(nT ) = cos[2π( f a + f s )nT ] = cos[2π f a nT + 2π fs nT ] = cos[2π f a nT + 2nπ] = cos[2π f a nT ] which is the same as the original sampled signal. Hence, we can say that the sampled signal has frequency components at



f = f a + nf s
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This replication is illustrated in Figure 2.5.



Figure 2.5 Replication of spectrum through sampling



Although it is only illustrated for a single sinusoid, the replication property holds for an arbitrary signal with an arbitrary spectrum. Replication of the signal spectrum for a lowpass bandlimited signal is shown in Figure 2.6.



Figure 2.6 The original low-pass spectrum and the replicated spectrum after sampling



Consider the effect if the sampling frequency is less than twice the highest frequency component as required by the sampling theorem. As shown in Figure 2.7, the replicated spectra overlap each other, causing distortion to the original spectrum. Under this circumstance, the original spectrum can never be recovered faithfully. This effect is known as aliasing.
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Figure 2.7 Aliasing



If the sampling frequency is at least twice the highest frequency of the spectrum, the replicated spectra do not overlap and no aliasing occurs. Thus, the original spectrum can be faithfully recovered by suitable filtering.



2.2.3



Aliasing The effect of aliasing on an input signal can be demonstrated by sampling a sine wave of frequency fa using different sampling frequencies. Figure 2.8 shows such a sinusoidal function sampled at three different rates: fs = 4fa, fs = 2fa , and fs = 1.5fa . In the first two cases, if we join the sample points using straight lines, it is obvious that the basic ‘up–down’ nature of the sinusoid is still preserved by the resulting triangular wave as shown in Figure 2.9. If we pass this triangular wave through a low-pass filter, a smooth interpolated function will result. If the low-pass filter has the appropriate cut-off frequency, the original sine wave can be recovered. This is discussed in detail in section 2.5. A m p litu d e fs = 4 fa



fre q u e n c y 1 1 T = = fs 4 fa fs = 2 fa



fre q u e n c y



f s = 1 .5 f a



fre q u e n c y



Figure 2.8 A sinusoid sampled at three different rates
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Figure 2.9 Interpolation of sample points with no aliasing



For the last case, the sampling frequency is below the Nyquist rate. We would expect aliasing to occur. This is indeed the case. If we join the sampled points together, it can be observed that the rate at which the resulting function repeats itself differs from the frequency of the original signal. In fact, if we interpolate between the sample points, a smooth function with a lower frequency results, as shown in Figure 2.10. A m p litu d e



tim e



Figure 2.10 Effect of aliasing



Therefore, it is no longer possible to recover the original sine wave from these sampled points. We say that the higher frequency sine wave now has an ‘alias’ in the lower frequency sine wave inferred from the samples. In other words, these samples are no longer representative of the input signal and therefore any subsequent processing will be invalid. Notice that the sampling theorem assumes that the signal is strictly bandlimited. In the real world, typical signals have a wide spectrum and are not bandlimited in the strict sense. For instance, we may assume that 20 kHz is the highest frequency the human ears can detect. Thus, we want to sample at a frequency slightly above 40 kHz (say, 44.1 kHz as in compact discs) as dictated by the sampling theorem. However, the actual audio signals normally have a much wider bandwidth than 20 kHz. We can ensure that the signal is bandlimited at 20 kHz by low-pass filtering. This low-pass filter is usually called anti-alias filter.
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2.2.4



Anti-aliasing filters Anti-aliasing filters are always analog filters as they process the signal before it is sampled. In most cases, they are also low-pass filters unless band-pass sampling techniques are used. (Band-pass sampling is beyond the scope of this book.) The sampling process incorporating an ideal low-pass filter as the anti-alias filter is shown in Figure 2.11. The ideal filter has a flat passband and the cut-off is very sharp. Since the cut-off frequency of this filter is half of that of the sampling frequency, the resulting replicated spectrum of the sampled signal do not overlap each other. Thus no aliasing occurs.



Figure 2.11 The analog-to-digital conversion process with anti-alias filtering



Practical low-pass filters cannot achieve the ideal characteristics. What are the implications? Firstly, this would mean that we have to sample the filtered signals at a rate that is higher than the nyquist rate to compensate for the transition band of the filter. The bandwidth of a low-pass filter is usually defined as the 3 dB point (the frequency at which the magnitude response is 3 dB below the peak level in the passband). However, signal levels below 3 dB are still quite significant for most applications. For the audio signal application example in the previous section, it may be decided that, signal levels below 40 dB will cause insignificant aliasing. The anti-aliasing filter used may have a bandwidth of 20 kHz but the response is 40 dB down starting from 24 kHz. This means that the minimum sampling frequency has to be increased to 48 kHz instead of 40 kHz for the ideal filter. Alternatively, if we fix the sampling rate, then we need an anti-alias filter with a sharper cut-off. Using the same audio example, if we want to keep the sampling rate at 44.1 kHz, the anti-aliasing filter will need to have an attenuation of 40 dB at about 22 kHz. With a bandwidth of 20 kHz, the filter will need a transition from 3 dB at down to 40 dB within 2 kHz. This typically means that a higher order filter will be required. A higher order filter also implies that more components are needed for its implementation.



2.2.5



Practical limits on sampling rates As discussed in previous sections, the practical choice of sampling rate is determined by two factors for a certain type of input signal. On one hand, the sampling theorem imposes
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a lower bound on the allowed values of the sampling frequency. On the other hand, the economics of the hardware imposes an upper bound. These economics include the cost of the analog-to-digital converter (ADC) and the cost of implementing the analog anti-alias filter. A higher speed ADC will allow a higher sampling frequency but may cost substantially more. However, a lower sampling frequency will put a more stringent requirement on the cut-off of the anti-aliasing filter, necessitating a higher order filter and a more complex circuit, which again may cost more. In real-time applications, each sample is acquired (sampled), quantized and processed by a DSP. The output samples may need to be converted back to analog form. A higher sampling rate will mean that there are more samples to be processed within a certain amount of time. If Tproc represents the total DSP processing time, then the time interval between samples Ts will need to be greater than Tproc. Otherwise, the processor will not be able to keep up. This means that if we increase the sampling rate we will need a higher speed DSP chip.



2.2.6



Mathematical representation A mathematical representation of the sampling process (and any other process involved in DSP for that matter) is needed so that we can describe precisely the process and will help us in the analysis of DSP. The sampling process can be described as a multiplication of the analog signal with a periodic impulse function. This impulse function is also known as the dirac delta function and is usually denoted by δ(t). It is shown in Figure 2.12.



Figure 2.12 The dirac delta function



It can be considered as a rectangular pulse with zero duration and infinite amplitude. It has the property that the energy or the area under the pulse is equal to one. This is expressed as



∫



∞



−∞



δ(t )dt = 1



Thus, a weighted or scaled impulse function would be defined as one that satisfies



∫



∞



−∞



Aδ(t )dt = A



The weighted impulse function is drawn diagrammatically as an arrow with a height proportional to the scaling factor.
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The periodic train of impulse functions is expressed as



s (t ) = " + δ(t − 2Ts ) + δ(t − Ts ) + δ(t ) +δ(t + Ts ) + δ(t + 2Ts ) + " =



∞



∑ δ(t − nT ) s



n =−∞



where Ts is the amount of time between two impulses. In terms of sampling, it is the sampling period. If the input analog signal is denoted by f (t), then the sampled signal is given by



y (t ) = f (t ) ⋅ s (t ) =



∞



∑



n =−∞



f (t ) ⋅ δ(t − nTs )



or the samples of the output of the sampling process are



y (nTs ) = f (nTs ) ⋅ δ (t − nTs ) Sometimes the sampling period is understood and we just use y(n) to denote y(nTs). This mathematical representation will be used again and again in later chapters of this course.



2.3



Quantization



2.3.1



Sample-and-hold The next step in the process of converting an analog signal into digital form is the discretization of the sampled signal amplitude or quantization. In practice, because the quantization process takes a finite amount of time, the sampled signal amplitude has to be held constant during this time. The sampling process is usually performed by a sampleand-hold circuit, which can be logically represented as in Figure 2.13. The analog-todigital converter performs the quantization process.



Figure 2.13 Sample and hold circuit



The hold capacitor holds the sampled measurement of the analog signal x(nT) for at most T seconds during which time a quantized value xQ(nT) is available at the output of the
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analog-to-digital converter, represented as a B-bit binary number. The sample-and-hold and the ADC may be separate modules or may be integrated on the same chip. Typically, the very fast ADCs require an external sample-and-hold device.



2.3.2



Uniform quantization The ADC assumes that the input values cover a full-scale range, say R. Typical values of R are between 1 to 15 volts. Since the quantized sampled value xQ(nT) is represented by B-bits, it can take on only one of 2B possible quantization levels. If the spacing between these levels is the same throughout the range R, then we have a uniform quantizer. The spacing between quantization levels is called quantization width or the quantizer resolution. For uniform quantization, the resolution is given by



Q=



R 2B



The number of bits required to achieve a required resolution of Q is therefore



B = log 2



R Q



Most ADCs can take bipolar inputs, which means the sampled values lie within the symmetric range



−



R R ≤ x(nT ) < 2 2



For unipolar inputs,



0 ≤ x(nT ) < R In practice, the input signal x(t) must be preconditioned to lie within the full-scale range of the quantizer. Figure 2.14 shows the quantization levels of a 3-bit quantizer for bipolar inputs. For a review of the possible binary representations for the quantized output value, see Appendix A.



Figure 2.14 A uniform 3-bit quantizer transfer function
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Quantization error is the difference between the actual sampled value and the quantized value. Mathematically, this is



e(nT ) = x(nT ) − xQ (nT ) or equivalently,



e(n) = x( n) − xQ (n) If x(n) lies between two quantization levels, it will either be rounded up or truncated. Rounding replaces x(n) by the value of the nearest quantization level. Truncation replaces x(n) by the value of the level below it. For rounding, the error is given by



−



Q Q > E=A.*B Q4: What are the dimensions of matrix E? Here are two ways to build a matrix: (1) >> M=[1 2 3;4 5 6;7 8 9]; (2) >> N=[A B]; Q5: What are the dimensions of M and N? Note that the values of A and B are copied to N. So if the values of A and B are changed after N is created as above, N will still hold the old values in A and B. Help Probably the most useful command in MATLAB is ‘help’. Enter the following: >> help A list of topics MATLAB has help files on is returned. Try entering the following: >> help elfun A list of elementary math functions in MATLAB is returned. For more help on a certain function (for example, for) type >> help for Alternatively, you may click on the ‘?’ icon on the command window. A new window appears and you may now click on the item of interest to show the respective help information. Try this out now. File execution You may extend the available MATLAB commands by creating your own. These commands or functions are usually stored in what is called M-files. The syntax of these files is simply a sequence of statements, which could execute from the MATLAB prompt put into a single file, where each line ends with a semicolon. Under the File drop-down menu in the command window, select New→M file. A new window (MATLAB editor/debugger window) will appear. Enter the following lines into that window: t=linspace(0,2*pi,100); x=sin(t); plot(t,x); title(‘Sine Function’); xlabel(‘radians’); ylabel(‘amplitude’);
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Save this to a file by selecting File→Save in the drop-down menu of the MATLAB editor/debugger window. Enter a filename of your own choice (say, test1). The file will be saved with extension .m appended. Now go back to the MATLAB command window and enter this filename at the command prompt. The commands in this file are executed and a plot (of one period of a sine function) is created. This type of M-files are called script M-files. Another type of M-file is called function M-files. They are different from script M-files in that they take input arguments and the output are placed in output arguments. In the editor/debugger window, select File→New to create a new M-file. Enter the following and save it with the filename ‘flipud’. function y = flipud(x) % FLIPUD Flip matrix in up/down direction % FLIPUD(X) returns X with columns preserved and rows % flipped in the up/down direction. For example, % % % X = 1 4 becomes 3 6 % 2 5 2 5 % 3 6 1 4 % if ndims(x)~=2, error(‘X must be a 2-D matrix.’); end [m,n]=size(x); y=x(m:-1:1,:); After saving this file, go back to the command window. Create a matrix X as in the example given in the file by entering >> X=[1 4;2 5;3 6]; Then apply the ‘flipud’ function. >> Y=flipud(X) Check that the matrix returned is as described. Note that the filename of a function Mfile is always the same as the name of the function itself.



Optional exercises These exercises should be taken if you have time and an interest in understanding more about MATLAB. • Enter tour at the command prompt. A separate ‘MATLAB tour’ window will appear. • Move the cursor to ‘Intro to MATLAB’ on the left-hand side of the window and click on it. • Go through the introduction by clicking on the ‘Next>>>‘ button when ready. • In a similar way to (c) above, go through the following categories one by one: matrices, numeric, visualization, and language/graphics. • You may choose to go through the examples in each of these categories passively by clicking on the appropriate button when prompted by the text that appears.
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• Alternatively and this is recommended, that when you see the commands shown in the text on the left, go back to the MATLAB command window by a single click on that window. Then type in those commands as shown and see MATLAB work. Commands are shown with the prompt ‘>>‘ in the text box in the ‘slideshow player’ window. You will need to go back and forth between the ‘slideshow player’ window and the MATLAB command window. • When you have finished all the categories and their associated examples as listed in (a), click on the ‘main window’ button at the bottom of the window to return to the ‘MATLAB Tour’ main window. • When you have finished all the examples, click on the ‘main window’ button at the bottom of the window to return to the ‘MATLAB tour’ main window. • Then click on the ‘exit’ button on the bottom right-hand corner of the ‘MATLAB tour’ main window to exit the tour. • Type quit in the MATLAB command window to exit MATLAB.



Introduction to SIMULINK Objective To provide: • A brief overview of the functionality and applications of SIMULINK. • A tutorial on the use of SIMULINK to generate simulation models. • A tutorial on the DSP Block Set.



Equipment required A 486/Pentium PC running Windows95 with MATLAB version 5.x, SIMULINK version 2.1 and DSP block set installed.



Notation The commands that users need to enter into the appropriate window on the computer are formatted with the typeface as follows: plot(x,y)



Brief description of SIMULINK and the DSP blockset SIMULINK SIMULINK is a software package for modeling, simulating and analyzing dynamical systems. It supports linear and non-linear systems, modeled in continuous-time, discretetime, or a combination of the two. Systems can also be multi-rate, i.e. having different parts that are sampled or updated at different rates. SIMULINK provides a graphical user interface (GUI) for building models as block diagrams, using click-and-drag mouse operations. With this interface, you can draw the models just as you would with pen and paper. It has a set of ‘standard’ block library consisting of sinks, sources, linear and non-linear components and connectors. User created and defined blocks are also possible. It runs under the MATLAB environment.
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DSP blockset The DSP blockset is a collection of block libraries for use with Simulink dynamic system simulation environment. These libraries are designed specifically for DSP applications. They include operations such as classical, multi-rate, and adaptive filtering, complex and matrix arithmetic, transcendental and statistical operations, convolution, and Fourier transforms. Building models We shall now attempt to build three SIMULINK models, starting with a simple one. Sine wave integrator SIMULINK model Procedure We shall now attempt to build a simple model using SIMULINK. You should close all the demo windows with only the MATLAB window on. The model we shall be building will simply integrate a sine wave and display the input and output waveforms. • To start SIMULINK, type simulink (followed by the enter key) at the MATLAB prompt. A window titled ‘library: simulink’ will appear. • In the ‘library: simulink’ window, in the ‘file’ drop-down menu, choose ‘new>model’. A new window will now appear with a blank screen. You might want to move this new model window to the right side of the screen so you can see its contents and the contents of the block libraries at the same time. • In this model, you need to get the following blocks from these libraries: Source library: the sine wave block Sinks library: the scope block Linear library: the integrator block Connections library: the mux block • Open the source library to access the sine wave block. To open a block library, double-click on the library’s icon. Simulink then displays all the blocks in that library. In the source library, all the blocks are signal sources. • Now add the sine wave block to your model by positioning your cursor over that block, then press and hold down the mouse button. Drag the block into the model window. As you move the block, you can see the outline of the block and its name move with the pointer. • Place the block in your model window by releasing the button when it is in the position you want. In the same way, copy the other three blocks into the model window. • The > symbol pointing out of a block is an output port. If the symbol points to a block, it is an input port. A signal travels out of an output port and into an input port of another block through a connecting line. • The mux block has 3 input ports; we need only 2 of them in our model. To change the number of input ports, open the mux block’s dialog box by double clicking on the block. Change the ‘number of inputs’ parameter value to 2. Then click on the ‘close’ button.
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• Now we need to connect the blocks. Connect the sine wave block to the top input port of the mux block: position the pointer over the output port of the sine wave block, hold down the mouse button and move the cursor to the top input port of the mux block. The line is dashed while the mouse button is down. Release the mouse button. The blocks are connected. • Connect: The output port of the integrator block to the other input of the mux. The output of the mux to the scope. • The only remaining connection is from the sine wave block to the integrator. We shall do so by drawing a branch line from the line connecting sine wave to the mux. Follow the steps: Position the cursor on the line. Press and hold down the CTRL key on the keyboard. Press the mouse button. Drag the cursor to the Integrator block’s input port. Release the mouse button and the CTRL key. • Open the scope block to view the simulation output. Keep the scope window open. • Set the simulation parameters by choosing the ‘parameters’ from the ‘simulation’ drop-down menu. In the dialog box that appears, set the ‘stop time’ to 15.0. Close the dialog box. • Choose ‘start’ from the ‘simulation’ menu. Watch the traces of the scope block’s output. • Simulation stops when it reaches the time specified or when you choose ‘stop’ from the ‘simulation’ menu. • You may save the model by choosing ‘save’ from the ‘file’ menu.



Questions (a) Explain the phase shift between the integrated and sine wave form? (b) Do you expect to see this phase shift in practice? Why? Audio effects – reverberation The second simulation will demonstrate the interaction between MATLAB and SIMULINK. We shall simulate audio reverberation. The simulation model is shown below.
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Create a new SIMULINK model as shown in the figure. Note that the blocks entitled ‘feedback gain’ and ‘delay mix’ are actually ‘gain’ blocks in the linear library. Blocks can be renamed simply by clicking on the titles and editing them. Change the gain values in the gain blocks to that shown in the figure. Also set the following block parameters: (1) Signal from workspace variable name = x sample time = 1/fs (2) To workspace variable name = y max. no. of rows = inf decimation = 1 sample time = -1 (3) Delay integer sample delay = 1800 initial condition = 0 Once the model has been setup, save it to a filename of your choice.
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Select simulation→parameters and set up the simulation parameters the same as that shown in the above figures. Now go back to the MATLAB command window, enter the following: >> load reverbsrc >> fs = 16000; Data from a file called ‘reverbsrc.mat’ has been loaded into the workspace. Check that data has been loaded to a variable called x (using the whos command). You can also hear the sound using the command: >> sound(x,fs) Now run the simulation. The result can be heard by using the command in MATLAB: >> sound(y,fs) Adaptive noise cancellation An adaptive noise cancellation system has been described briefly in Chapter 1. We shall now attempt to build a simulation model to study its operation. This model will need to include blocks from the DSP blockset The simulation model is shown in the figure below.



Details of the blocks in this model and their parameter settings are given below: (1) Signal Actual block used: signal generator waveform = sine amplitude = 1.0 frequency = 0.345573 units = rad/sec
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(2) Noise Actual block used: bandlimited white noise noise power = 1 sample time = 1 seed = [23341] (3) Noise filter Actual block used: digital FIR design method = classical FIR type = lowpass order = 31 lower bandedge = 0.5 upper bandedge = 0.6 (4) LMS adaptive filter FIR filter length= 32 step size, mu = 0.5 initial condition = 0.0 sample time = 1 (5) FFT scope Frequency units = hertz Frequency range = half Amplitude scaling = dB FFT length = 256 Y-axis label = filter response, dB (6) Filter taps Actual block used: time vector scope Y-axis label: adaptive filter coefficients Save the model once it has been setup using a filename of your choice. Set up the simulation parameters as shown below.
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Now run the simulation and compare the input, input + noise, and output.



Questions: (1) Does the system perform better if the LMS adaptive filter length is changed to 64? (2) What if the LMS adaptive filter length is shortened to 24?



Discrete Fourier transform and digital filtering Objectives To reinforce concepts learnt in the lectures in the following areas: • DFT and FFT • Aliasing • Convolution and filtering • Overlap-add and overlap-save methods



Equipment required A 486/Pentium PC running Windows95 with MATLAB version 5.x, SIMULINK 2.x and the signal processing toolbox installed.



Notation The commands that users need to enter into the appropriate window on the computer are formatted with the typeface as follows: plot(x,y)
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DFT, windowing and aliasing (a) Start MATLAB by clicking on the MATLAB icon on the desktop. The MATLAB command window should be opened with a prompt ‘>>‘. (b) Enter >> sigdemo1 (c) The screen below should appear, containing the time and frequency representation of a sinusoid. You are seeing the discrete samples of a sine wave and the absolute value of its DFT, obtained using the FFT algorithm.



Q1: Does the peak of the frequency spectrum correspond to the frequency of the sinusoid? Q2: Draw the theoretical spectrum of a sinusoidal signal. Is what is shown here correspond to what you expect? If not, why not? (d) To increase the frequency of this sinusoid, click on the curve in the top window and while holding the mouse button down drag the mouse towards the left margin. Upon releasing the mouse button we observe that the fundamental frequency of the sinusoid has increased and is displayed in the window called ‘Fundamental’. Q3: How does the spectrum change when frequency of the sinusoid is increased? Q4: What happens to the spectrum when the frequency of the sinusoid exceeds 100? Explain what happened.
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Q5: What is the sampling frequency for this demonstration? (e) The original window applied to the selected signal is a rectangular window. This means that the sinusoids are cut off abruptly at both ends of the signal. A different window may be applied by selecting a window from the ‘window’ drop-down menu. Select the Hamming window. Q6: Does the peak of the frequency spectrum correspond to the frequency of the sinusoid? Q7: How does the spectrum of the signal differ from the one obtained using the rectangular window? Q8: See a plot of the Hamming window function in Figure 6.20 of the manual. Compare this to a rectangular window (Figure 6.13). Can you guess what contributes to the difference in the resulting spectrum? (f) Try all the available windows and compare the resulting spectra. Q9: Which window gives the smallest side-lobes (the artefacts at both sides of the peak)? (g) Change the waveform by opening the drop-down menu called ‘Signal’ and clicking the mouse on ‘square’. Observe the corresponding time and frequency representations. Q10: In changing the signal from sine wave to square wave, what do you notice about the harmonics (the peaks in the spectrum) ? (h) Click on the CLOSE button to end this session. Filtering a signal Here’s an example of filtering with the signal processing toolbox. (a) First make a signal with three sinusoidal components (at frequencies of 5, 15, and 30 Hz). Fs=255; t=(0:255)/Fs; s1=sin(2*pi*t*5); s2=sin(2*pi*t*15); s3=sin(2*pi*t*30); s=s1+s2+s3; (b) The sinusoids are sampled with a sampling period of 1/Fs and 256 points are included. Now plot this signal. plot(t,s); xlabel(‘Time (seconds)’); ylabel(‘Time waveform’); (c) To design a filter to keep the 15 Hz sinusoid and get rid of the 5 and 30 Hz sinusoids, we create a 50-th order FIR filter with a passband from 10 to 20 Hz. The filter was created with the FIR1 command. b=fir1(50,[20/Fs 40/Fs]); a=1;
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Use the command help fir1 to see how the function fir1 is used. The filter coefficients are contained in the variables b. To see their values simply type b at the command prompt. b is also the impulse response of the filter. (d) Display its frequency response.



[H,w]=freqz(b,a,512); plot(w*Fs/(2*pi),abs(H)); xlabel(‘Frequency (Hz)’); ylabel(‘Mag. of frequency response’); grid; (e) Filter the signal using the filter command. The filter coefficients and the signal vector are used as arguments. sf=filter(b,a,s); (f) Display the filtered signal (sf).



plot(t,sf); xlabel(‘Time (seconds)’); ylabel(‘Time waveform’); axis([0 1 -1 1]); Q11: Does it look like a single sinusoid? (g) Finally, display the frequency contents of the signal before and after filtering.



S=fft(s,512); SF=fft(sf,512); w=(0:255)/256*(Fs/2); plot(w,abs([S(1:256)' SF(1:256)'])); xlabel(‘Frequency (Hz)’); ylabel(‘Mag. of Fourier transform’); grid; Q12: Which frequencies have been removed from the composite signal? Linear and circular convolution The above digital filtering operation is performed using the filter function. Q13: Using the command whos, find the dimensions of b, s and sf. Filtering is basically a linear convolution between the impulse response of the filter and the input signal. So the output of the filter can also be obtained by the linear convolution function conv. Q14: From the dimensions of b and s, what is the length of the sequence resulting from the linear convolution of s and b? Check your answer by performing the linear convolution and checking the dimension of the result: sc = conv(b,s); whos
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Q15: Is your answer to Q14 correct? Q16: Is sf the truncated version of sc? Check the values of both sequences. Circular convolution of b and the first 51 elements of s (s1) to obtain c1: B=fft(b); s1=s(1:51); S1=fft(s1); C1=B.*S1; c1=ifft(C1); Note that C1 is obtained by element-by-element multiplication of B and S1. Q17: Compare the values of c1 with that of sc. Do you notice any differences? Now perform the circular convolution of b and the second 51 elements of s(s2). s2=s(52:102); S2=fft(s2); C2=B.*S2; c2=ifft(C2); Q18: Do you expect the values in c2 to be the same as the elements 52 to 102 of sc? Give your reason. Overlap-add and overlap-save methods We cannot obtain the correct linear convolution results by simply putting the circular convolution results together. To obtain the correct linear convolution results, we need to use overlap-save or overlap-add methods as described in section 4.7.2 in the manual. We shall divide the signals into 2 blocks of length 128 each. Enter the following: s1 = s(1:128); s2 = s(129:256); Q19: What are the values of L and M (refer to section 4.7.2 of the manual) in this case? We shall start with the overlap-add method. Q20: How many zeros will need to be appended after each block? Create a vector of this many zeros. nz= % set this to the value of your answer in Q20 z = zeros(1,nz); Now append the zeros to s1 and s2: sz1 = [s1 z]; sz2 = [s2 z]; Perform the circular convolutions using DFT: B=fft(b,128+nz); SZ1=fft(sz1); SZ2=fft(sz2); R1=B.*SZ1; R2=B.*SZ2; r1=ifft(R1); r2=ifft(R2);
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Now align the two results and add them. z2=zeros(1,128); r1 =[r1 z2]; r2 =[z2 r2]; r = r1+r2; Q21: Is the resulting vector r the same as that obtained by linear convolution (sc)? Based on the MATLAB codes above, implement the overlap-save method. Also breaking the signal s into two 128-element blocks. Write your MATLAB code here: Q22: Are the results of overlap-add and overlap-save the same?



FIR filter design Objective: To provide: • Deeper understanding of the characteristics of FIR filter. • An understanding in the use of software tools in the design of filters. • Verification of the examples in the lecture.



Equipment required: A 486/Pentium PC running Windows95 with MATLAB version 5.x and signal processing toolbox version 4 installed.



Notation: The commands that users need to enter into the appropriate window on the computer are formatted with the typeface as follows: plot(x,y)



Exercises: Starting sptool. ‘sptool’ is a graphical environment for analyzing and manipulating digital signals, filters and spectra. Through sptool, you can access 4 additional tools that provide an integrated environment for signal browsing, filter design, analysis and implementation. • Start MATLAB by clicking on the MATLAB icon on the desktop. The MATLAB command window should be opened with a prompt ‘>>‘. • Enter sptool at the command prompt. A separate ‘SPTool’ window will appear.
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• sptool has now started. We shall use it to design some filters and use them for filtering signals. We shall also make use of the signal browser and spectrum viewer to examine the properties of the unfiltered and filtered signals. `



The SPTool window



Using the filter designer Using the filter designer you can design IIR and FIR filters of various lengths and types, with standard frequency band configurations. (a) Open the filter designer by pressing the button new design on the SPTool window. The filter designer is now activated with a separate window appearing as below.



The filter designer window
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(b) The filter designer window has the following components: • A magnitude response area. • A design panel for viewing and modifying design parameters of the current filter. • Zoom controls for getting a closer look at filter features. • Specification lines for adjusting the constraints. (c) When the filter designer window first appears, it contains the specifications and magnitude response for an order 22, low-pass, equiripple FIR filter (designed using the Remez exchange algorithm), as shown in the figure above. (d) Go back to the SPTool window, under the ‘edit’ drop-down menu, choose sampling frequency. Change the sampling frequency to 7418 Hz. Notice now that the frequency axis of the filter response is changed accordingly. Q1: What are the maximum and minimum frequencies shown in the frequency axis? (e) Go to the filter designer window, in the design panel, click on the ‘down-arrow’ next to the word lowpass. A list of frequency configurations is shown. Q2: What frequency configurations are available? (f) Select bandpass by clicking on the word. (g) Then set fs1 to 1200, fp1 to 1500, fp2 to 2500 and fs2 to 2800. These fields define the width for the passband to stopband transition, in hertz. (h) Set Rp (passband ripple) to 4. Set Rs (stopband attenuation) to 30. The units are in decibels. (i) Now specify the filter design method. Click on the ‘down-arrow’ next to the word equiripple FIR. A list of design methods is shown. Q3: Which of the design methods shown are for FIR filters? (j) Click on Kaiser window. The new filter with the new specifications should now be designed and the results shown. Q4: What is the order of the filter designed? (k) Place the cursor on the constraints (straight lines) in the filter response diagram. Press on the mouse button and move it up or down. When the button is released, the new constraints are now used and a new filter is computed. Using the filter viewer (a) Go back to the SPTool window and click on the view button (right above the new design button). The filter viewer window now appears with the magnitude and phase responses of the designed filter. Q5: Is the filter linear phase?
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Q6: What happened to the stopband ripples as shown in the filter designer window?



The filter viewer



(b) The filter viewer has the following components: • A main plots display area for viewing one or more frequency domain plots of the selected filter. • A plots panel for selecting which subplots to display. • A frequency axis panel for specifying x-axis scaling in the main plot area. • A filter identification panel which displays information about the current selected filter. • Zoom controls for getting a closer look at the plots. (c) Go to magnitude in the plot panel. Click on the ‘down-arrow’ next to the word linear. This determines the scaling appearing on the y-axis of the magnitude response plot. Now click on the word decibel. Q7: How does the magnitude response plot look using decibels as magnitude units compared with the previous linear scale? (d) It is not easy to tell whether the phase response is linear because of wrapping of the angles. The group delay response makes it clearer. Click on the ‘tick box’ next to group delay. Q8: Is the filter linear phase? Note: Group delay is defined as the derivative of the phase with respect to frequency. So a linear phase filter has constant group delay response. (e) Click on the tick-box next to phase and group delay to remove those plots. (f) Click on the tick-box for impulse response to see a plot of the impulse response of this filter. (g) Then click on the tick-box for step response to see a plot of the response of this filter when unit step input is applied.
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Using the signal browser (a) We shall now get a signal from a file stored previously using MATLAB. Go back to the SPTool window. Click on file to obtain the drop-down menu. Then click on import. (b) An ‘Import to SPTool’ window appears. Click on from disk. Then click on the browse button. (c) In the ‘select file to open’ window, under the toolbox\signal directory double click on mtlb. (d) Now in the file contents panel of the ‘import to SPTool’ window, the variable names mtlb and Fs can be seen. First click on mtlb. Then click on the right arrow leading to the data text box. The window should be as shown below:



Importing signal to SPTool



(e) Now click on Fs and then click on the right arrow leading to the sampling frequency textbox. Click OK. (f) Click on the view button under the signals textbox. The signal browser is now activated.



The signal browser window
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(g) The signal browser window has the following components: • A main display area for viewing signals graphically. • A panner for seeing which part of the signal is currently displayed. • Display management control (at the top left) with array signals and real. • Zoom controls for getting a closer look. • Rulers and line display controls for making signal measurements and comparisons. (h) Move the cursor over one of the vertical lines in the signal display. The cursor now changes into the shape of a hand. While holding the mouse button down, move the vertical line back and forth. Notice that the numbers in the rulers and line display controls change values reflecting the position of the vertical line. You can do the same with the other vertical line. (i) Click on the Zoom in X button 2 to 3 times. Notice the changes in the signal display. Also notice a box appears in the panner below indicating the position of the currently displayed portion of the signal. (j) Clicking on Zoom out X will have the opposite effect. Using the spectrum viewer (a) Go back to the SPTool window. Click on the create button under the spectra textbox. The spectrum viewer is activated. (b) In the spectrum viewer window, click on the apply button on the lower left. The following display should be obtained.



The spectrum viewer window



(c) The spectrum of the signal mtlb is displayed. (d) The spectrum viewer window has the following components: • A main display area for viewing spectra.
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• A parameter frame for viewing and modifying the parameters or method for computing the spectrum. • Zoom controls. • Rulers and line display controls for making spectral measurements and comparisons. • Spectrum management buttons: inherit from, revert and apply. • A signal identification panel. (e) The ruler and line display controls are similar to that in the Signal Browser. The 2 vertical lines for measurement can be dragged back and forth. Q9: What is the frequency of the spectral peak that is closest to 2 kHz? (Use the ruler to make measurements). (f) In the parameter frame, pull down the menu for window (click on the ‘down-arrow’). Q10: Which windows are available in this menu? (g) Choose Hamming window. (h) In the overlap textbox, enter 100. There is now 100 samples overlap between successive windows of the signal for FFT. Click on apply. Q11: Are there any difference between the current spectrum and the one displayed earlier? Which ones looks smoother? ______________________ Applying the filter to the signal (a) Go back to the SPTool window. Click on the apply button under filters. In the ‘apply filter’ window, click OK. (b) The signal sig1 has been filtered filt1 to produce sig2. Highlight sig2 and view the filtered signal using the signal browser. (c) Create a new spectrum and apply it to sig2, which has already been selected. Q12: Is the spectrum what you would expect? Design the low-pass and high-pass filters for the loudspeaker crossover network as specified in the manual. The crossover frequency is 1 kHz with passband ripple of 0.1 dB and stopband attenuation of at least 60 dB. The transition band starts and ends at ±200 Hz from the crossover frequency. Use Kaiser window design. Q13: What is the order of filter required? Apply this filter to sig1 and display the spectrum of the filtered signal. Design the crossover filters using the Remez exchange algorithm (equiripple design). Q14: What is the order of filter required? Apply this filter to sig1 and display the spectrum of the filtered signal. Q15: Is the spectrum significantly different from the one obtained in the previous delivery. If so, in what way?



Practical sessions 265



IIR filter design Objective: To provide: • Deeper understanding of the characteristics of IIR filters. • An understanding in the use of software tools in the design of filters. • Verification of the examples in the lecture.



Equipment required: A 486/Pentium PC running Windows95 with MATLAB version 5.x and signal processing toolbox version 4 installed.



Prerequisite: You should have completed the discrete Fourier transform and digital filtering service before attempting this one. We assume that you are already familiar with sptool.



Exercises: (1) IIR filter design using the filter designer. • The filter designer lets you design digital filters based on classical functions including Butterworth, Chebyshev (Chebyshev I), inverse Chebyshev (Chebyshev II), and elliptic filters. • Start sptool and create a new design. (Refer to FIR filter design exercise if you are not sure how to do this.) • Select a Chebyshev type 1 IIR filter and high-pass as configuration. • Set the sampling frequency to 2000 Hz using sampling frequency ... from the edit menu in SPTool window. • In the filter designer, set fs (stopband edge frequency) to 700. Set fp (passband edge frequency) to 800. • Set Rp (passband ripple) to 2.5. Set Rs (stopband attenuation) to 35. The unit is decibel. • Uncheck the minimum order tick-box and enter 7 in the textbox for an order 7 filter. Click on the apply button. • The new filter should now be computed. Q1: Does this filter satisfy the specifications? • Enter 6 in the order textbox. Q2: Does this filter satisfy the specifications? • Try an even lower order filter. Q3: What is the lowest order that still satisfies the specification?
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• Click view under filters in the SPTool window to activate the filter viewer. Look at the phase response. Click on the tick box for group delay to give you a better picture. Q4: Is the phase response linear? (Or, equivalently, is the group delay constant?) Q5: If the answer to Q4 is no, then in which frequency region does the group delay change the most? • Now select a Butterworth IIR filter. Let the specifications remain the same as before. Q6: What is the lowest order Butterworth filter that satisfies the specification? • Go to the filter viewer. Q7: Is the phase response linear? (Or, equivalently, is the group delay constant?) Q8: If the answer to Q4 is no, then in which frequency region does the group delay change the most? ____________________________ • Select a Chebyshev type 2 IIR filter. Q9: What is the lowest order Chebyshev II filter that satisfies the specification? • Go to the filter viewer. Q10: Is the phase response linear? (Or, equivalently, is the group delay constant?) Q11: If the answer to Q4 is no, then in which frequency region does the group delay change the most? • Now select an elliptic IIR filter. Q12: What is the lowest order elliptic filter that satisfies the specification? • To the filter viewer. Q13: Is the phase response linear? (Or, equivalently, is the group delay constant?) Q14: If the answer to Q4 is no, then in which frequency region does the group delay change the most? Verify the example designs in the manual. (a) Design the Butterworth IIR filter as specified in the example of section 7.2.1 of the manual. Q15: Is the filter response the same as in Figure 7.4?
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(b) Design the Chebyshev I filter as specified in the example of section 7.2.2. Q16: Is the filter response the same as in Figure 7.7? (c) Design the inverse Chebyshev (Chebyshev II) filter as specified in the example of section 7.2.3. Q17: Is the filter response the same as in Figure 7.9? (d) Design the elliptic filter as specified in the example of section 7.2.4. Q18: Is the filter response the same as in Figure 7.9? IIR filtering (a) Import the signal mtlb using the procedures in (4) of discrete Fourier transform and digital filtering exercise. (b) Go back to the SPTool window, under the edit menu, choose sampling frequency. Change the sampling frequency to 7418 Hz. (c) Design a band-pass filter using an elliptic response. (d) Set fs1 to 1200, fp1 to 1500, fp2 to 2500 and fs2 to 2800. (e) Set Rp (passband ripple) to 4. Set Rs (stopband attenuation) to 30. (f) Click on Auto in the parameter panel of the filter designer to let the program select the appropriate filter order automatically. Q19: What filter order is needed? Q20: Compare with the FIR filters designed using the same specifications, which one has the lower order? (g) Filter the signal sig1 by clicking on apply under filters in the SPTool window. Click OK to generate sig2. (h) View sig2 using the signal browser. (i) Click on create under spectra in the SPTool window to view the spectrum of sig2. Q19: Is the filtered spectrum what you expected? (j) Design an FIR filter using Kaiser window with the same specifications. Filter the signal sig1 using this FIR filter. Then view the spectrum of the output signal sig3. Q20: How do the spectra of sig2 and sig3 compare?
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Filter realization and wordlength effects Objective: To provide a deeper understanding and illustrations of: • Wordlength effects • Cascade realization of IIR filters



Equipment required: A 486/Pentium PC running Windows95 with MATLAB version 5.x and signal processing toolbox version 4 installed.



Notation: The commands that users need to enter into the appropriate window on the computer are formatted with the typeface as follows: plot(x,y)



Exercises: ADC quantization effects Note that MATLAB computes everything in floating point. To simulate quantization effects we shall create two functions fpquant and coefround, which are not standard MATLAB functions. (a) First start MATLAB. Under the command window, select file→new→m-files. Then enter the following into the editor/debugger window. function X = fpquant(s,bit) %FPQUANT simulated fixed-point arithmetic %------% Usage: X = fpquant( S, BIT ) % % returns the input signal S reduced to a % word-length of BIT bits and limited to the range % [-1,1). Wordlength reduction is performed by % (1) rounding to nearest level and % (2) saturates when input magnitude exceeds 1. if nargin ~= 2; error(‘usage: fpquant( S, BIT ).’); end; if bit eps; error(‘wordlength must be positive integer.’); end; Plus1 = 2^(bit-1);
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X X X X X



= = = = =



s * Plus1; round(X); min(Plus1 - 1,X); max(-Plus1,X); X / Plus1;



(b) Save it with the filename fpquant.m (which stands for fixed-point quantizer). Now enter the coefround function and save this one in coefround.m. function [aq,nfa]=coefround(a,w) % COEFROUND quantizes a given vector a of filter % coefficients by rounding to a desired % wordlength w. f=log(max(abs(a)))/log(2); % Normalization of a by n=2^ceil(f); % n, a power of 2, so that an=a/n; % 1>an>=-1 aq=fpquant(an,w); % quantize nfa=n; % Normalization factor (c) Generate a linearly increasing sequence v and obtain its quantized values using a 3-bit quantizer: v=-1.1:1e-3:1.1; vq=fpquant(v,3); dq=vq-v; figure(1), plot(v,vq) figure(2), plot(v,dq) (d) The mean, variance and probability density of the quantization error can be obtained by mean(dq) std(dq) [hi,x]=hist(e,20); plot(x,hi/sum(hi)) Q1: What is the range of distribution of errors? Q2: Is the distribution even? The power spectrum of the error can be displayed with spectrum(dq) Q3: Does this power spectrum differ from the theoretical? If so, how do they differ?
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Filter coefficient wordlength effects (a) Design a linear phase FIR low-pass filter and display its frequency response: f=[0 0.4 0.6 1]; m=[1 1 0 0]; h1=remez(30,f,m); [H,w]=freqz(h1,1,256) plot(w,20*log10(abs(H))) xlabel(‘Normalized Frequency’); ylabel(‘Magnitude squared (dB)’); Q4: What are the specifications (order, passband, stopband, ripples, etc) of the filter being designed? (b) Quantize the coefficients to 10 bits: wlen=10; h1q=coefround(h1,wlen); (c) Now display the frequency response of the filter: [Hq,wq]=freqz(h1q,1,256) hold on, plot(wq,20*log10(abs(H))) Q5: How does the response of the coefficient-quantized filter differ from the original? Q6: Does coefficient quantization destroy the linear phase property of the filter? (d) Change the number of bits (wlen) to 8 and repeat the above. Q7: How do the stopband ripples of these three versions of the filter differ? (e) Next, implement an IIR elliptic low-pass filter with passband edge at 0.4 Hz (normalized) and a stopband attenuation of 40 dB. [b,a]=ellip(7,0.1,40,0.4); [H,w]=freqz(b,a,512); figure(2), plot(w,20*log10(abs(H))) (f) Quantize the coefficients to 10 bits: w0=10; [bq,nb]=coefround(b,w0); [aq,na]=coefround(a,w0); [Hq,w]=nb/na*freqz(bq,aq,512); hold on, plot(w,20*log10(abs(Hq))) Compare the frequency response with that of the unquantized filter. Try using other wordlengths (such as 12, 13, 14 bits).
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Q8: What is the minimum number of bits required so that the minimum stopband attenuation remains below 40 dB? Cascade implementation of IIR filters (a) Implement the IIR filter designed in the previous section using the cascade structure. First find the poles and zeros: p=roots(a) z=roots(b) (b) p and z comes either in complex conjugate pairs or real. In this case there are three complex conjugate pairs and a real root for each polynomial. Choose the pair with the largest magnitude from p and the ones nearest to zero for z. p1=[0.2841+0.9307i 0.2841-0.9307i]; z1=[-0.3082+0.9513i -0.3082-0.9513i]; b1=real(poly(z1)); a1=real(poly(p1)); [H1,w]=freqz(b1,a1,512); figure(3), plot(w,20*log10(abs(H1))) (c) Repeat the above for the remaining two pairs of p and z. Assign them to variables p2, z2, b2, a2, H2 and p3, z3, b3, a3, H3 respectively. (d) The cascade frequency response can be obtained by Hc=H1.*H2; Hc=Hc.*H3; sf=H(1)/Hc(1); Hc=Hc*sf; hold on, plot(w,20*log10(abs(Hc))) (e) Quantize b1, b2, b3 and a1, a2, a3 to wordlengths of 10 bits. Compare the resulting cascaded frequency response with quantized coefficients to that obtained in the previous section. Q9: How sensitive is the frequency response to coefficient quantization when the filter is implemented as a cascade of second order structures? Is the frequency response better or worse than the one obtained with coefficients quantized to the same number of bits?
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DSP system development Objective: • To introduce some features of the TMS320C54x family of DSP chips. • To show how a simple DSP board can aid in the development of a DSP system. • To go through the process of assembling, loading and debugging a DSP assembly language program.



Equipment required: • • • •



TMS320C5x DSP starter kit (DSK), with cables and power supply. PC with TMS320C5x development software installed. Disk of examples supplied by IDC. Microphone, speakers, signal generator, oscilloscope and spectrum analyzer (if available).



Hardware setup Check that the DSK board has been connected as shown in the documentation provided in the Appendix. The DB25 printer cable is connected to the PC’s parallel port on one end and to the DSK board on the other. The power supply is connected to the power supply connector.



Software setup The appropriate software should already be loaded. Click on the ‘C54x code explorer’ icon to start the debugger. Note that the debugger will only start if the DSK board has been powered up and connected properly. The directory C:\DSKPLUS is where the software required for this practical resides. Load the example files needed for this practical to this directory. It should come as a separate disk supplied by IDC.



Exercises: Familiarization with the development board Some relevant chapters from the TMS320C54x DSKplus user’s guide and the TLC320AC01C analog interface circuit data manual have been extracted in the Appendix. Please refer to them if necessary. Your instructor should also have original copies of these manuals available. (a) Take a close look at the DSKplus development board. Identify the 3 main devices on this board: the DSP chip, the programmable analog interface, and the PAL for host port interface. Q1: Which one of the TMS320C54x family of chips does this development board use?
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The table below shows the internal program and data memory sizes for various chips in this family of DSP chips.



Memory Type ROM: Program Program/Data DARAM



'541 28K 20K 8K 5K



'542 2K 2K 0 10K



'543 2K 2K 0 10K



'545 48K 32K 16K 6K



Q2: What are the configurations for the chip on the DSKplus development board? Note: DARAM (dual access RAM) can be configured as data memory or data/program memory. (b) The AC01 analog interface circuit provides a single channel of voice quality data acquisition and playback. Quantization resolution is 14 bits. The default sampling frequency is 15.4 kHz. The sampling frequency can be changed by programming the A and B registers of the AIC. The master clock frequency is now 10 MHz.



f5 =



f MCLK 2 × (register A value)×(register B value)



Q3: What are some of the combinations of values for registers A and B that will produce a 15.4 kHz sampling rate? What about a 10 kHz sampling rate? (c) The on-board 10 MHz oscillator provides a clock to the board. However, the C542 creates a 40 MHz internal clock. Assembly language program structure (a) The assembler that comes with the DSKplus is called an algebraic assembler. It enables users to program in assembly language without having extensive knowledge of the mnemonic instruction set. (b) Start up the PC and open an MS-DOS window. Go to the directory C:\DSKPLUS by entering CD C:\DSKPLUS. (c) Start up the text editor by entering EDIT FIR.ASM. You are now looking at the source code for a simplified FIR filtering program. The function of this program will be discussed later. (d) Find the assembler directives .setsect in the program file.
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Q4: How many ‘setsect’ directives are there? Q5: What addresses do these directives define? The last number on the ‘setsect’ directive statement indicates whether program (0) or data (1) space is used. (e) The .copy directive copies source code from the file with name enclosed in double quotes. Q6: How many files in total does this program consist of? Q7: Can you identify the data areas and the program areas in this program? Q8: What are the starting addresses of the filter coefficients, the input data and the output data? (f) Try to understand roughly what the code does. The comments in the file should make it quite clear. Q9: Find the file that initializes the analog interface chip. What sampling frequency is being used (Hint: find the values for A and B registers)? (g) Refer to the TMS320C54x DSP algebraic instruction set manual to find out what the instructions repeat and macd do. These are at the heart of the FIR filtering program. (h) When you feel you understand the program, exit the text editor by pressing ALT-F followed by X. You should now return to the MS-DOS prompt. Using the assembler and debugger (a) Assemble the file FIR.ASM by entering dskplasm fir.asm –l Note that the last letter in the above command is lowercase L. Q10: What messages do you see as the file is assembled? (b) Check that the file FIR.OBJ is created. Q11: What other files are created? (c) Go back to windows. Click on the C54x code explorer icon in the code explorer group to start the debugger or use the start menu. (d) Click on file, followed by load program (e) Go to the directory C:\DSKPLUS
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Q12: How many ‘.OBJ’ files are present in that directory? (f) Double click on FIR.OBJ (g) The code has been loaded onto the C54x board. You should be able to see the source code in the disassembly window on the left-hand side. Note: If the program has not been loaded properly, the source code in FIR.ASM will not appear in the disassembly window. In that case, exit code explorer and reset the DSKplus board by unplugging the power connection and reconnect again. Then repeat (c) to (f) above. If problem persists, get the instructor to help do a self-test on the board. (h) The debugger consists of 4 windows: disassembly, CPU registers, peripheral registers and data memory windows. The toolbar on top of the screen includes buttons for single stepping, running, and resetting the DSKplus board. These buttons allow you to step over or into functions. The animation button supports a graphical representation of a variable or buffer. The data can be viewed in either the time or frequency domain. The debugger’s online help is accessed through a button on the interface. It can be helpful in providing answers to common questions you may have while you are using the tool. (i) The first line of the program is highlighted in the disassembly window. Click on the step into button on the top to single-step through the program. Single-step through the first 3 lines of the program. Q13: Which registers have been changed? Q14: What color does the contents of these registers turn into? (j) Open the data memory window. Examine the contents of the locations where the filter coefficients, the input data and the output data are stored. Q15: What are the contents of the output data area before and after the filtering instructions? (k) Reset the program by clicking on the reset button at the top. (l) You can dynamically change the contents of registers and data memory. Try increasing the most recent input data by 100 h (hexadecimal). Execute the program again. (m) You can also change the contents of these data memory locations during the execution of the program. Try reducing the third input data by 100 h after the macd instruction has been performed 5 times. You have now gone through the basic steps in assembling and examining the operation of a program using the debugger. These are routine procedures when developing a DSP program for execution on a DSP chip.
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(n) If an oscilloscope or spectrum analyzer is available, you may observe the output of the board. The program generates random noise, which is then filtered. The output signal should show the frequency response of the low-pass filter. (o) If a microphone is available, see if you can modify the source code of the program to accept input from the input port (instead of the random noise sample generated within the program). Then run the program, speak into the microphone and listen to the filtered output. Designing and implementing an FIR filter (optional) We shall now go through the process of designing an FIR filter and putting the coefficients into the FIR filtering program. We shall perform the design using MATLAB, generate the filter coefficients and put that into our FIR filter program. (a) Design an 80th order FIR filter with a cut-off frequency of 0.25 Hz (normalized) using the Hamming window method. The MATLAB function to be used is FIR1. Q16: What is the real cut-off frequency? (b) Quantize these coefficients to 15 (or 16) bits. Scale the resulting quantized coefficients by a factor of 215 (or 216). (c) You can now enter these values as filter coefficients into the coefficient file. Copy the original coefficient file and rename it to a filename of your choice. Copy, rename and change the main program source (FIR.ASM) to reflect the change in coefficient filename. Enter the coefficients into the appropriate locations in the file. (d) Assemble and run the FIR filter program. If an oscilloscope or spectrum analyzer is available, check if the program is behaving as expected. Otherwise, listen to the filtered white noise using the speakers. The original filter has a cut-off frequency of around 970 Hz. It should sound quite different from the current one. (e) If time permits, try some other filter cut-off frequencies.



Sigma-delta techniques Objective: To reinforce the concepts and techniques used in sigma-delta converters, namely, • Oversampling • Quantization noise spectral shaping.



Equipment required: A 486/Pentium PC running Windows95 with MATLAB version 5.x and Simulink 2.1 installed.
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Exercises: Please refer to section 2.4.4 of the manual for concepts and techniques used in sigmadelta converters. Oversampling The simulation model that we will use in studying the effect of oversampling is shown in the figure below. Note: It makes use of the function fpquant that we have defined in filter realization and wordlength effects exercise. _ e c (n )
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Figure C.1 Simulation model for studying oversampling effects



The signal source is random (white) noise w(n), which has a flat spectrum. This signal is filtered appropriately to produce a random signal v(n) with the desired bandwidth. The MATLAB code for doing that is: [b0,a0]=ellip(7,0.1,60,0.195); w=(rand(1,8000)-0.5)*2); v=filter(b0,a0,w); We have generated 8000 samples of the signal. The filter used is a 7-th order elliptic low-pass filter with 0.1 dB passband ripple and at least 60 dB attenuation in the stopband. The cut-off frequency is 0.195 Hz normalized. v(n) is now the 4 times oversampled signal. The critically sampled signal vc(n) is generated by downsampling v(n) by 4 (taking 1 out of 4 samples). n=1:4:length(v); vc=v(n); The signals v(n) and vc(n) are now quantized to 10 bits. yc=fpquant(vc,10); vo2=fpquant(v,10); The quantization noise power (in dB) for vc(n) is calculated and stored as variable dbe1. ec=yc-vc; dbe1=10*log10(cov(e1)); In actual systems, the oversampled signal will be digitally filtered and then downsampled (see the manual for details), we shall do the same here. The quantization noise power (in dB) dbe2 is calculated using only the downsampled version. y2=decimate(vo2,4); v2e=decimate(v,4); e2=y2-v2e; dbe2=10*log10(cov(e2));
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Q1: What is the difference between dbe1 and dbe2? Q2: How many bits of quantization does the improvement (in Q1) represent? Is that roughly what is expected? Quantization noise spectral shaping The second technique that sigma-delta converters use is the reshaping of the quantization noise spectrum by using error feedback. Figure C.2 shows the simulation model that we will use. 4
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Figure C.2 Simulation model for studying quantization noise shaping effects



The upper portion of the simulation model is the sigma-delta system using error feedback. The lower portion provides us with the reference for calculating the noise power (in dB). We shall first generate the sequence of outputs u(n). x=0; for n=1:length(v), u(n)=fpquant(x,10); ve=v(n)-u(n); x=ve+x; end The above code may take longer to execute. We have to compute the output sampleby-sample instead of operating on the whole vector/matrix for which MATLAB is optimized. Then the output signal is decimated (filtered and down sampled) to produce the actual output and error. y3=decimate(u,4); Before we decimate the input signal, we need to shift the sequence to the right by one place because of the one sample delay introduced by the integrator in the loop. vs(2:length(v))=v(1:length(v)-1); vs(1)=0; v3e=decimate(vs,4); The quantization error (in dB) can now be calculated. e3=y3-v3e; dbe3=10*log10(cov(e3)); Q3: What is the difference between dbe2 and dbe3?
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Q4: How many bits of quantization does the improvement (in Q3) represent? Is that roughly what is expected? Sigma-delta A/D converter Start SIMULINK and construct a model as shown below:



The following parameters are used for the blocks: (1) Signal generator waveform: square amplitude: 1 frequency: 80 Hz (2) Analog Butterworth LP filter cutoff frequency: 2*pi*400 order: 5 (3) Zero-order hold sample time: 1/512000 (4) Decimator 1 Actual block used: FIR decimation FIR filter coefficients: fir1(31,0.15) decimation factor: 4 input sample time: 1/512000 (5) Decimator 2 Actual block used: FIR decimation FIR filter coefficients: fir1(31,0.15) decimation factor: 4 input sample time: 1/128000 (6) Decimator 3 Actual block used: FIR decimation
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FIR filter coefficients: fir1(31,0.15) decimation factor: 4 input sample time: 1/32000 (7) Integrator external reset: none initial condition source: internal initial condition: 0 upper saturation limit: inf lower saturation limit: -inf absolute tolerance: auto Simulation parameters are setup as shown below.



Start the simulation. The output of the converter is the quantized version of the input.
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Q5: Can you understand how the converter works?



Digital image processing Objective: • To provide an introduction to the DSP area of image processing. • To illustrate linear and non-linear filtering on images.



Equipment required: A 486/Pentium PC running Windows95 with MATLAB version 5.x and image processing and signal processing toolboxes installed.



Notation: The commands that users need to enter into the appropriate window on the computer are formatted with the typeface as follows: plot(x,y)



Exercises: Displaying images. (a) Start MATLAB. Enter I = imread(‘ic.tif’); J = imrotate(I,35,’bilinear’); imshow(I) figure, imshow(J) An image of an IC is displayed and it is rotated by 35° counterclockwise. (b) To display a sequence of images, load mri montage(D,map) Image analysis (a) In image analysis, we typically want to obtain some pixel values or their statistics. Enter the following: imshow canoe.tif impixel Click on two or three points in the displayed image and then press ‘return’. The pixel values are displayed. Notice that since this is a color image, the RGB values are shown. (b) To obtain the intensity values along a certain straight line: imshow flowers.tif improfile
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The cursor is changed to a cross hair when it is over the image. Specify a line segment by clicking on the end points. Then press ‘return’. (c) Image contours can be obtained: I=imread(‘rice.tif’); imshow(I) figure, imcontour(I) (d) Image histograms are useful. One use of histogram has been discussed in the lecture. I=imread(‘rice.tif’); figure(1), imshow(I) figure(2), imhist(I,64) (e) Edge detection is also a very useful operation. I=imread(‘blood1.tif’); BW=edge(I,’sobel’); figure(1), imshow(I) figure(2), imshow(BW) You may also run edgedemo for an interactive demonstration of edge detection. Image enhancement (a) Intensity adjustment: I=imread(‘rice.tif’); J=imadjust(I,[0.15 0.9],[0,1]); figure(1), imshow(I) figure(2), imshow(J) Compare this adjustment with the following: J=imadjust(I,[0 1],[0.3 0.8]) imshow(J) (b) Histogram equalization I=imread(‘pout.tif’); J=histeq(I); imshow(I) figure(2), imshow(J) Histograms of the two pictures can be compared: figure(1), imhist(I) figure(2), imhist(J) (c) Median filtering First, read in an image and add noise to it. I=imread(‘eight.tif’); J=imnoise(I,’salt & pepper’,0.02); figure(1), imshow(I) figure(2), imshow(J) Now median filter the image: K=filter2(fspecial(‘average’,3),J)/255; L=medfilt2(J,[3 3]); figure(1), imshow(K) figure(2), imshow(L) The first figure uses linear filtering, and the second one uses median filtering. Which one is better? (d) Adaptive filtering I=imread(‘saturn.tif’); J=imnoise(I,’gaussian’,0,0.005);
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K=wiener2(J,[5 5]); figure(1), imshow(J) figure(2), imshow(K) This filter is called Wiener filter. Fourier transform (a) Construct an artificial image: f=zeros(30,30); f(5:24,13:17)=1; imshow(f,’notruesize’) (b) Compute the 256 × 256 DFT: F=fft2(f,256,256); F2=log(abs(F)); imshow(F2,[-1,5], ‘notruesize’); colormap(jet); colorbar The DC coefficient is displayed in the upper-left corner. It can be moved to the center by F2=fftshift(F); imshow(log(abs(F2)),[-1,5]); colormap(jet); colorbar These are just some of the operations provided by the image processing toolbox. Explore it further by going to the MATLAB demos for this toolbox in a similar way to introduction to MATLAB exercise.
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