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Summary



1. Introduction 2. General Bayesian inference with scale mixture prior 3. Variational Bayesian Approximation (VBA) 4. New optimization algorithms 5. Numerical comparison of algorithms 6. Implementation issues 7. Conclusion and perspectives



Introduction Linear inverse problem (discrized) : g = Hf + . I



f = [f1 , f2 , ..., fN ]t ∈ RN : unknowns to be estimated.



I



g = [g1 , g2 , ..., gM ]t ∈ RM : observed data.



I



 : errors of modelling and measurement.



H ∈ MM×N : matrix of the system response with high dimensions ⇒ ill-posed inverse problem. Objective : Estimate f → ˆf. Tools : I



1. Deterministic : Regularization (Tikhonov regularization [Tikhonov, 1963]). 2. Probabilistic : Bayesain Approach -MCMC [Robert and Casella, 1998] (computational cost). - Variational Bayesian Approach [Sm´ıdl and Quinn, 2005](faster approach).



General Bayesian inference with scale mixture prior g = Hf +  ⇒ Bayes Rule : p(g|f; M) p(f|M) p(g|M)



p(f|g; M) = Likelihood :



−M/2



p(g|f; M) = (2πv ) I



Prior which can be used for sparsity enforcing [Mohammad-Djafari, 2012] : I I



I



  kg − Hfk2 exp − 2v



Simple heavy tailed models. Hierarchical mixture models.



Scale Mixture model of Student-t : R ( p(f j |vf , α, β) = N (f j |0, vzfj )G(zj |α, β) dzj Q p(f) = j p(f j )



(1)



Bayesian framework I



Hierarchical represantation with hidden variables : ( p(f j |zj , vf ) = N (f j |0, vzfj ) p(zj |α0 , β0 ) = G(zj |α0 , β0 )



⇒ p(f, z|g, v , vf ) ∝ p(g|f, v )p(f|z/vf ) p(z|α0 , β0 ) Posterior distribution : p(f, z|g) ∝v



−M/2



×



I



 exp



−kg − Hfk2 2v



( ) Y N zj f 2j 1/2 (zj /vf ) exp − 2vf j=1



α βj j zj αj −1 exp {−βj zj }



Γ(αj )



For a given model M, the expression of p(f, z|g; M) is usually complex.



Variational Bayesian Approximation (VBA) I



I



Objective : Approximate p(f, z|g) by a separable law q(f, z) = q1 (f) q2 (z). Criterion :   Z q q KL(q : p) = q ln = ln p p q



I



Free energy : KL(q : p) = ln p(g|M) − F(q) where Z Z p(g|M) = p(f, z, g|M) df dz



I



F(q) is the free energy associated to q defined as :   p(f, z, g|M) F(q) = ln q(f, z) q



I



For a given model M, minimizing KL(q : p) is equivalent to maximizing F(q) and when optimized, F(q ∗ ) gives a lower bound for ln p(g|M).



VBA : Alternate optimization -Alternate optimization scheme   qˆ1 = arg maxq {F(q1 qˆ2 )} ⇒ q1 (f) = 1  qˆ2 = arg maxq {F(qˆ1 q2 )} ⇒ q2 (z) = 2



1 K1 1 K2



n o exp hln p(g, f, z)iq2 n o exp hln p(g, f, z)iq1



-Conjugacy property ( (k) Q (k) (k) (k) (k) e j , vej ) e j , vej ) = N (f|m q1 (f) = j N (f j |m Q (k) (k) (k) e (k) ) e (k) , β q2 (z) = j G(zj |e αj , βej ) = G(z|α -Initialization (



(0)



q1 (f) = (0)



q2 (z) =



Q Q



(0)



(0)



j



N (f j |mj , vj ) = N (f|m(0) , Diag(v(0) ))



j



G(zj |αj , βj )



(0)



(0)



= G(z|α(0) , β (0) )



VBA : Alternate optimization Updating of Gamma distribution ( (k+1) α ej = α0 + 1/2 m 2 +v (k+1) βe = j k j k + βk j



2vf



j



Updating of Gaussian distribution    −1 (k+1)  t 1 e  ve(k+1) = 1 α H H e / β + diag j j vf j v j (k+1)    (k)  v (k+1)   m ej = j v Ht (g − Hm(k) ) j − diag Ht H j mj (k+1)



-α ej does not depend on the iterations. - p(z|f, g) is separable, thus all the zj can be computed simultaneously when fj is computed (Classical alternate algorithm).



New optimization algorithms I



Gradient based [Fraysse and Rodet, 2011] : -Use the structure of probability densities set. -Construct a new density using the previous one thanks to Radon Nikodym theorem [Rudin, 1987]. q (k+1) = h q (k) where h ∈ L1 (q (k) ). -Exponential Gradient [Kivinen, 1997] : n o q (k+1) = exp λk dF(q (k) , f) q (k) ⇒ q (k+1) = q (k)



q (r ) q (k)



!λsubopt



- q (r ) an intermediate mesure. -λsubopt a suboptimal step of descent. (r )



- qq(k) the differential of F with respect to q.



.



New optimization algorithms I



Conjugate gradient like q (k+1) = q (k) (



q (r ) λsubopt q (k) λsubopt β ) ( (k−1) ) q (k) q



-λsubopt and β the parameters of the conjugate gradient (need to be determinated via a scalar product). (k) - q (r ) an intermediate mesure, qq(k−1) is the descent direction at the previous estimate. I



I



Difficulties : Absence of scalar product in the fonctional space →Impossible to obtain the parameter that allows to get the new descent direction. β = 0 → previous case, β = 1 → corrections of Vignes / bisector.



Numerical comparison of algorithms I



Gradient based Intermediate measure q (r ) : Alternate optimization    v (r ) j   m(r ) j



 −1 (k+1) α ej /βej + v1 diag Ht H j (r )   (k)   v = vj  Ht (g − Hm(k) ) j − diag Ht H j mj =







1 vf



Finally    (λ)   ve   j



(r ) (k)



=



vj vj (r )



vj



(k)



+ λ(vj



(r )



− vj )



(k) (r ) (r ) (k) (k) (r )  mj vj + λ(mj vj − mj vj )  (λ)   ej =  (r ) (k) (r )  m vj + λ(vj − vj )



Numerical comparison of algorithms



I



Approximate Conjugate Gradient    (λβ)    vej   (λβ)   ej  m



v (r ) v (k) v (k−1) =



 j



 +λ + βv (r ) δ (k−1) j  (m(k) v (k−1) v (r ) )j + λ βv (r ) ∆(k) + v (k−1) ∆(k−1) j  = (v (k−1) v (r ) )j + λ v (k−1) δ (k) + βv (r ) δ (k−1) j (v (r ) v (k−1) )



j



v (k−1) δ (k)



with δ (k) = v (k) − v (r ) , δ (k−1) = v (k−1) − v (k) , ∆(k) = m(k) v (k−1) − m(k−1) v (k) , ∆(k−1) = m(r ) v (k) − m(k) v (r ) .



Implementation issues (r )



(r ) mj I



=



vj



v



 h i  (k) t (k) t H (g − Hm ) − diag H H j mj j



Operations :  ˆ = Hm  g ˆ δg = g − g  t δf = H δg



I



In inverse problems we do not have access to the matrix H, but we can compute ˆ , (CT : Radon). 1. Forward operator : Hm → g 2. Adjoint operator : Ht δg → δf, (CT : Backprojection).



I



We  t may  also need to compute the diagonal elements of H H by developing algorithms that provide this (extract the diagonal by doing some operations using the canonical basis).



Conclusion and perspectives



I



Conclusions : I



I



I



I



Application of Variational Bayesian Approximation with Student-t prior. New optimization algorithm in the space of the probability density. Lower computational cost than MCMC.



Perspectives : I



Development of these methods in non linear (bi-linear or multi-linear) cases : Diffraction wave tomography (Microwave, optical..)



Thank you for your attention.
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