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Summary In many applications, we can model the observations via a hierarchical models where the hidden variables play an essential role. This is the case in inverse problems in general, where the observed data g are linked to some hidden variables f which itself is modeled via another hidden variable z. we also have all the prior model parameters θ of these variables which has to be inferred from the data. In general, the expression of the joint posterior law p( f , z, θ |g) is intractable, in particular when f and z are great dimensional. To be able to propose tractable Bayesian computation, there are different methods. We may mention: efficient sampling methods such as Nested sampling, but still for Big Data handeling, this method as well as all the MCMC methods cost too much to be used. In this tutorial talk, I propose to give a synthetic view of Approximate Bayesian Computation (ABC) methods such as: Variational Bayesian Approximation (VBA), Expectation Propagation (EP) and Approximate Message Passing (AMP). I will show some application in Computed Tomography and in biological data, signal and image classification and clustering.
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CONTENTS



Chapter 1 Introduction As this is a tutorial document, a breif summary of some basic idea is presented in this introductive chapter.



1.1



Basics of probability theory



First, let give a simple definition of the word Probability: A probability is a number between zero and one giving an indication of our belief about something. This belief comes from our knowledge about that thing. The easiest example is a coin or a dice. What is the probability to have face up? To answer this question, we may require to know how the coin is made, how it is thrown, etc. But, what to do if we only know that it has two sides and nothing else. Here, we can use Le principe d’indiff´erence de Laplace and assign this probability to one half. Now, to go further, we need to define events, discrete variables, continuous variables, etc. But, let do it easily and simply, because, we want to use them for really hard problems. • For a discrete valued random variable X, we can define a probability distribution: {p1 , · · · , pn } where pi = P(X = xi ). • For a continuous valued random variable, we can define a probability density function p(x) where P(a < X ≤ b) =



Z b



p(x) dx. a



9



(1.1)
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CHAPTER 1. INTRODUCTION • The next important point is the notion of Expected value of any regular function f (X) which is given as E [ f (X)] = ∑ f (xi )pi



(1.2)



i



for the discrete variable case and Z



E [ f (X)] =



f (x)p(x) dx



(1.3)



for the continuous variable case. Particular functions of importance are: – f (x) = x which results to the expected values: Z



E [X] =



xp(x) dx



(1.4)



– f (x) = (x − E [X])2 which results to the variance Z



Var [X] =



(x − E [X])2 p(x) dx



(1.5)



– f (x) = xk which results to the k-th order moments µ k (X) =



Z



xk p(x) dx



(1.6)



– f (x) = − ln p(x) which results to the entropy Z



H(X) =



1.1.1



[− ln p(x)]p(x) dx = −



Z



p(x) ln p(x) dx



(1.7)



Important Examples



A few probability distributions which are used very often are: • Gaussian or Normal distribution: p(x|µ, v) = N (x|µ, v) = (2πv)



1/2



  1 2 exp − (x − µ) , 2v



for which we have E [X] = µ and Var (X) = v.



(1.8)
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• Gamma distribution: p(x|α, β ) = G (x|α, β ) = for which we have E [X] =



α β



β α α−1 x exp [−β x] Γ(α)



and Var (X) =



(1.9)



α . β2



• Inverse Gamma distribution: p(x|α, β ) = I G (x|α, β ) = for which we have E [X] =



β α+2



β −α+2 −α+1 x exp [−β /x] Γ(α)



and Var (X) =



(1.10)



β . α2



• Student or t-distribution  − ν+1 2 Γ( ν+1 ) x2 2 p(x|ν) = S (x|ν) = √ 1 + ν νπ Γ( ν2 )



(1.11)



where – ν is the number of degrees of freedom, – Γ is the Gamma function and • ν = 1 gives Cauchy distribution. p(x) =



π 1 + x2



(1.12)



An interesting relation between Student-t, Normal and Gamma distributions: Z S (x|ν) =



N (x|0, 1/λ ) G (λ |ν/2, ν/2) dλ



(1.13)



A more general two parameters relation is: S (x|α, β ) =



Z



N (x|0, v) I G (v|α, β ) dv



(1.14)
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(a) Normal



(b) Gamma



(c) Inverse Gamma



(d) Student-t



Figure 1.1: Normal, Gamma, Inverse Gamma and Student-t distributions.
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1.1.2
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Case of two variables



When we have two variables, X1 and X2 , we can for each one define p(x) and p(y), but also the joint probability law p(x, y) as well as the conditionals p(x|y) and p(y|x) which are related to each other through the following relations: • Marginals: Z



p(x) =



p(x, y) dy



(1.15)



p(x, y) dx



(1.16)



Z



p(y) = • Conditionals p(x|y) = p(y|x) =



p(x, y) p(y) p(x, y) p(x)



(1.17) (1.18)



In this case, in addition to the expected values E [X], E [Y ], Var [X] and Var [Y ], we can define the covariance, cov(X,Y )   cov(X,Y ) = E (x − E [X])(y − E [Y ])2 (1.19) and the mean vector µ = [µ(X), µ(Y )] and the Covariance matrix   Var [X] cov(X,Y ) C= cov(X,Y ) Var [Y ]



(1.20)



Two examples: • Normal distribution   1 0 −1 p(x1 , x2 ) = N (x|µ, Σ) = (2π)det (Σ) exp − (x − µ) Σ (x − µ) 2 (1.21)   √ v ρ v1 v2 √1 with x = [x1 , x2 ]0 , µ = [µ1 , µ2 ]0 , Σ = , ρ v v v 1 2 2   √ v2 −ρ v1 v2 1 −1 2 √ det (Σ) = (1 − ρ )v1 v2 , Σ = (1−ρ 2 )v v . 1 2 −ρ v1 v2 v1 1/2



All marginals p(x1 ), p(x2 ) and conditionals p(x1 |x2 ) and p(x2 |x1 ) are Gaussians.
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CHAPTER 1. INTRODUCTION • Separable Normal-Inverse Gamma p(x, v) = N (x|µ0 , v0 )I G (v|α0 , β0 )



(1.22)



Evidently, the variables are independent and so the marginals are p(x) = N (x|µ0 , v0 ) and p(v) = I G (v|α0 , β0 ). • Normal-Inverse Gamma p(x, v) = N (x|µ0 , v)I G (v|α0 , β0 )



(1.23)



Here, the two variables are not independent. The marginal for v is p(v) = I G (v|α0 , β0 ), but the marginal for x is the Student-t distribution: Z ∞



p(x) = 0



N (x|µ0 , v)I G (v|α0 , β0 ) dv = St (x|µ0 , α0 , β0 )



(1.24)
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Figure 1.2: 2D Normal distributions: contour and mesh representations. A separable (Top) and a correlated case (Bottom).
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Figure 1.3: Normal-Inverse Gamma distributions: Separable p(x, v) = N (x|µ0 , v0 )I G (v|α0 , β0 ) and non separable p(x, v) = N (x|µ0 , v)I G (v|α0 , β0 ).



1.1. BASICS OF PROBABILITY THEORY



1.1.3
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Multi-variate case



This can be extended for a vector of n variables X = [X1 , · · · , Xn ]0 , where we can define joint probability density function p(x) and the the vector of the expected values ZZ µ = E [X] = x p(x) dx (1.25) and the covariance matrix   ZZ 0 C = E (X − µ)(X − µ) = (x − µ)(x − µ)0 p(x) dx



(1.26)



In the appendixes, some examples of the pdfs that are very commonly used are given. Two examples: • Multivariate Normal distribution   1 0 −1 p(x|µ, Σ) = N (x|µ, Σ) = (2π) det (Σ) exp − (x − µ) Σ (x − µ) 2 (1.27) 0 0 with x = [x1 , · · · , xn ] , µ = [µ1 , · · · , µn ] and   v1 cov (x1 , x2 ) · · · cov (x1 , xn ) ..   v2 ··· .  cov (x2 , x1 )  Σ= (1.28)  .. ..   . ··· ··· . cov (xn , x1 ) ··· ··· vn −n/2



1/2



• Multivariate Student-t −1/2



p(x|µ, Σ, ν) ∝ |Σ|



(ν+p)/2  1 0 −1 1 + (x − µ) Σ (x − µ) ν



(1.29)



– p=1 f (t) =



−(ν+1) Γ((ν + 1)/2) √ (1 + t 2 /ν) 2 Γ(ν/2) νπ



(1.30)



– p = 2, Σ−1 = A |A|1/2



Γ((ν + p)/2) √ f (t1 ,t2 ) = Γ(ν/2) ν p π p 2π



p



1+ ∑



p



! −(ν+2) 2



∑ Ai jti t j /ν



i=1 j=1



(1.31)



18



CHAPTER 1. INTRODUCTION



Normal



Student-t



Figure 1.4: 2D Normal and 2D Student-t distributions. – p = 2, Σ = A = I f (t1 ,t2 ) =



−(ν+2) 1 (1 + (t12 + t22 )/ν) 2 2π



(1.32)



1.2. BAYES RULE



1.2
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Bayes rule



Now, let just present in an easy way the Bayes rule. In fact, it is so easy way to derive it. Just write the product rule: p(A, B|I) = p(A|B, I)p(B|I) = p(B|A, I)p(A|I)



(1.33)



from which we deduce: p(B|A, I)p(A|I) , p(B|I)



p(A|B, I) =



(1.34)



where I represent the common or background knowledge for the events A and B. To present the ideas in a simple and easy to remember, we do not write any more I which is present everywhere. So, the sample relation to remember is p(A, B) = p(A|B)p(B) = p(B|A)p(A) → p(A|B) =



p(B|A)p(A) . p(B)



(1.35)



Knowing p(A, B) we can marginalize it over A to obtain the denominator p(B) (sum rule): p(B) = ∑ p(B|A)p(A) (1.36) A



With some mathematical background, we can extend this relation to the continuous random variables X and Y with joint probability law p(x, y) and its marginal probability distributions Z p(x) = and



p(x, y) dy



(1.37)



p(x, y) dx



(1.38)



Z



p(y) = and its conditionals p(x|y) =



p(x,y) p(y)



and p(y|x) =



p(x,y) p(x)



p(x, y) = p(x|y)p(y) = p(y|x)p(x) → p(x|y) =



we have: p(y|x)p(x) . p(y)



(1.39)



Now, consider that x is an unknown quantity (variable) and y is another quantity related to x and we want to infer on x via the obervation of y.
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1.3



Using the Bayes rule



The essence of the Bayesian approach to infer on an unknown quantity x through the observation of another quantity y dependent on it, can be summarized as follows: • Assign from the model linking x to y (forward model) the probability law p(y|x) • Assign the prior p(x) to translate all we know before observing y • Apply the Bayes rule to update the state of knowledge after observing the data p(x|y) =



p(y|x)p(x) p(y)



(1.40)



• Use the posterior p(x|y) to do any inference on x. For example compute expected value of any function f (x): Z



E [x] =



f (x)p(x|y) dx



(1.41)



or the region [a, b] where P(a ≤ x < b) =



Z b



p(x|y) dx



(1.42)



a



or the value of x for which the p(x|y) is maximum: xb = arg max {p(x|y)} , x



or any other question we may have about x or any function f (x).



(1.43)



Chapter 2 Bayes rule for parameter estimation In this chapter, a short summary of parameter estimation using the Bayes rule is presented.



2.1



Parameter estimation in a direct observation



Let introduce the use of the Bayes rule in a very simple direct observation model, where the data g = {g1 , · · · , gn } are assumed to follow a probability law p(gi |θ ) with a set of unknown parameters θ on which we could assign a prior probability law p(θ ). The question now is how to infer θ from those data. We can immediately use the Bayes rule: p(θ |g) =



p(g|θ )p(θ ) ∝ l(θ )p(θ ) p(g)



(2.1)



where: def • l(θ ) = p(g|θ ) = ∏i p(gi |θ ) is called the likelihood and • the denominator p(g) Z



p(g) =



p(g|θ )p(θ ) dθ



(2.2)



is called the evidence. So, the process of using the Bayes rule for parameter estimation can be summarized as follows: 21
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CHAPTER 2. BAYES RULE FOR PARAMETER ESTIMATION • Write the expression of the likelihood p(g|θ ) • Assign the prior p(θ ) to translate all we know about θ befor observing the data g • Apply the Bayes rule to obtain the expression of the posterior law p(θ |g) • Use the posterior p(θ |g) to do any inference on θ . For example: – Compute its expected value, called Expected A Posteriori (EAP) or Posterior Mean (PM): Z



θbPM =



θ p(θ |g) dθ



(2.3)



– Compute the value of θ for which the p(θ |g) is maximum; Maximum A Posteriori (MAP): θbMAP = arg max {p(θ |g)}



(2.4)



θ



– Sampling and exploring [Monte Carlo methods] θ ∼ p(θ |g) which gives the possibility to obtain any statistical information wa want to know about θ . For example, if we generate N samples {θ1 , · · · , θN }, for large enough N, we have: 1 N E [θ ] ' ∑ θ n . N n=1



(2.5)



When θ is a scalar quantity, then, we can also do the following computations: – Compute the value of θ Med such that: P(θ > θ Med ) = P(θ < θ Med )



(2.6)



which is called the median value. Its computation needs integration: Z θ Med −∞



p(θ |d) dθ =



Z ∞ θ Med



p(θ |d) dθ



(2.7)



2.1. PARAMETER ESTIMATION IN A DIRECT OBSERVATION
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Figure 2.1: Mode and Mean or MAP and PM



– Compute the value θ α , called α quantile, for which P(θ > θ α ) = 1 − P(θ < θ α ) =



Z ∞



p(θ |d) dθ = 1 − α



θb α



– Region of high probabilities: [needs integration methods] Z θb 2



[θb 1 , θb 2 ] :



p(θ |d) dθ = 1 − α



θb 1



Two main points are of great importance: • How to assign the prior p(θ ) in the second step; and • How to do the computations in the last step. This last problem becomes more serious with multi parameter case. Bayes rule can be illustrated easily as follows: p(d|θ ) ↓ p(θ )→ Bayes →p(θ |d)



(2.8)
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2.2



Multi-parameter case



If we have more than one parameter, then θ = [θ 1 , · · · , θ n ]0 . The Bayes rule still holds: p(d|θ )p(θ |d) p(θ |d) = (2.9) p(d) Now, again, we can compute: • The Expected A Posteriori (EAP): ZZ



θ p(θ |g) dθ ,



θbPM =



(2.10)



but this needs efficient integration methods. • The Maximum A Posteriori (MAP): θbMAP = arg max {p(θ |g)}



(2.11)



θ



but this needs efficient optimization methods. • Sampling and exploring [Monte Carlo methods] θ ∼ p(θ |g) but this needs efficient sampling methods. • We may also try to localize the region of highest probability: P(θ ∈ Θ) =



ZZ



p(θ |d) dθ = 1 − α



(2.12)



Θ



for a given small α, but this problem may not have a unique solution. Bayes rule can be illustrated easily as follows: p(d|θ ) ↓ p(θ )→ Bayes →p(θ |d)



2.3. RECURSIVE BAYES



2.3
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Recursive Bayes



When we have a set of independent data d = {d1 , · · · , dn }, we can either use them all in a direct way: p(θ |d) ∝ p(θ ) p(d|θ ) (2.13) which can be illustrated as: p(d|θ ) ↓ p(θ ) −→ Bayes −→ p(θ |d) or use them in a recursive way p(θ |d) ∝ p(θ ) ∏ p(di |θ ) i h i  ∝ [p(θ )p(d1 |θ )] p(d2 |θ ) · · · p(dn |θ ) h i  ∝ [p(θ |d1 ] p(d2 |θ ) · · · p(dn |θ ) h i  ∝ [p(θ |d1 , d2 ) · · · · · · p(dn |θ ) .. . ∝ p(d1 , · · · , dn |θ )



(2.14)



which can be illustrated as follow: p(d1 |θ ) p(d2 |θ ) p(dn |θ ) ············ ↓ ↓ ↓ p(θ )→ Bayes →p(θ |d1 )→ Bayes →p(θ |d1 , d2 )...→ Bayes →p(θ |d)
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Figure 2.2: Recursive Bayes



2.4



Exponential families



Two main points are of great importance: • How to assign the prior p(θ ) in the second step; and • How to do the computations in the last step. One of the tools which makes easy these two steps is considering the exponential families and the conjugate priors. A class of distributions p(x|θ ) is said to belong to an exponential family if " # K   p(x|θ ) = a(x) g(θ ) exp ∑ φk (θ ) hk (x) = a(x) g(θ ) exp φ t (θ )h(x) (2.15) k=1



This family is entirely determined by a(x), g(θ ), and {φk (θ ), hk (x), k = 1, · · · , K} and is noted Exfn(x|a, g, φ , h). Particular cases of interest are: • When a(x) = 1 and g(θ ) = exp [−b(θ )] we have   p(x|θ ) = exp φ t (θ )h(x) − b(θ ) • Natural exponential family: When a(x) = 1, g(θ ) = exp [−b(θ )], h(x) = x and φ (θ ) = θ we have   (2.16) p(x|θ ) = exp θ t x − b(θ ) .
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• Scalar variable with a vector parameter: " p(x|θ ) = a(x)g(θ ) exp



K



#



∑ φk (θ )hk (x)



  = a(x)g(θ ) exp φ t (θ )h(x) .



k=1



(2.17) • Scalar variable with a scalar parameter: p(x|θ ) = a(x)q(θ ) exp [φ (θ )h(x)] • Simple natural scalar exponential family: p(x|θ ) = θ exp [−θ x] = exp [−θ x + ln θ ] ,



2.5



x ≥ 0,



θ ≥ 0.



(2.18)



Conjugate priors



A family F of prior probability distributions p(θ ) is said to be conjugate to the likelihood p(x|θ ) if, for every p(θ ) ∈ F , the posterior distribution p(θ |x) also belongs to F . The main argument for the development of the conjugate priors is the following: When the observation of a variable X with a probability law p(x|θ ) modifies the prior p(θ ) to a posterior p(θ |x), the information conveyed by x about θ is obviously limited, therefore it should not lead to a modification of the whole structure of p(θ ), but only of its parameters. Assume that p(x|θ ) = l(θ |x) = l(θ |t(x)) where t = {n, s} = {n, s1 , . . . , sk } is a vector of dimension k + 1 and is sufficient statistics for p(x|θ ). Then, if there exists a vector {τ0 , τ} = {τ0 , τ1 , . . . , τk } such that p(θ |τ) = ZZ



p(s = (τ1 , · · · , τk )|θ , n = τ0 ) p(s = (τ1 , · · · , τk )|θ 0 , n = τ0 ) dθ 0



exists and defines a family F of distributions for θ ∈ T , then the posterior p(θ |x, τ) will remain in the same family F . The prior distribution p(θ |τ) is then a conjugate prior for the likelihood (sampling distribution) p(x|θ ).



28



CHAPTER 2. BAYES RULE FOR PARAMETER ESTIMATION



For a set of n i.i.d. samples {x1 , · · · , xn } of a random variable X ∼ Exf(x|a, g, θ , h) we have ! " # n



K



n



p(x|θ ) = ∏ p(x j |θ ) = [g(θ )]n j=1



∏ a(x j ) exp j=1



n



∑ φk (θ ) ∑ hk (x j ) j=1



k=1



"



#



n



= gn (θ ) a(x) exp φ t (θ ) ∑ h(x j ) ,



(2.19)



j=1



where a(x) = ∏nj=1 a(x j ). Then, using the factorization theorem it is easy to see that ( ) n



t=



n



n, ∑ h1 (x j ), · · · , ∑ hK (x j ) j=1



j=1



is a sufficient statistics for θ .



2.6



Conjugate priors of the Exponential family



A conjugate prior family for the exponential family "



#



K



p(x|θ ) = a(x) g(θ ) exp



∑ φk (θ ) hk (x) k=1



is given by " p(θ |τ0 , τ) = z(τ)[g(θ )]τ0 exp



#



K



∑ τk φk (θ )



.



k=1



The associated posterior law is " p(θ |x, τ0 , τ) ∝ [g(θ )]n+τ0 a(x)z(τ) exp



K



∑



n



!



τk + ∑ hk (x j )



k=1



j=1



We can rewrite this in a more compact way: If p(x|θ ) = Exfn(x|a(x), g(θ ), φ , h), then a conjugate prior family is p(θ |τ) = Exfn(θ |gτ0 , z(τ), τ, φ ),



# φk (θ ) . (2.20)
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and the associated posterior law is p(θ |x, τ) = Exfn(θ |gn+τ0 , a(x) z(τ), τ 0 , φ ) where



n



τk0 = τk + ∑ hk (x j ) j=1



or



n



¯ τ 0 = τ + h,



with h¯ k =



∑ hk (x j ).



j=1



Particular case of the natural exponential family: If   p(x|θ ) = a(x) exp θ t x − b(θ ) Then a conjugate prior family is   p(θ |τ 0 ) = g(θ ) exp τ t0 θ − d(τ 0 ) and the corresponding posterior is   p(θ |x, τ 0 ) = g(θ ) exp τ tn θ − d(τ n ) where x¯ n =



1 n



with τ n = τ 0 + x¯



n



∑ x j.



j=1



A slightly more general notation which gives some more explicit properties of the conjugate priors of the natural exponential family is the following: If   p(x|θ ) = a(x) exp θ t x − b(θ ) Then a conjugate prior family is   p(θ |α0 , τ 0 ) = g(α0 , τ 0 ) exp α0 τ t0 θ − α0 b(τ 0 ) The posterior is   p(θ |α0 , τ 0 , x) = g(α, τ) exp α τ t θ − αb(τ) with α = α0 + n



and τ =



α0 τ 0 + n¯x ) (α0 + n)
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and we have the following properties: ¯ ] = ∇b(θ ) E [X|θ ] = E [X|θ E [∇b(θ )|α0 , τ 0 ] = τ 0 E [∇b(θ )|α0 , τ 0 , x] =



2.7 2.7.1



n¯x + α0 τ 0 n = π x¯ n + (1 − π)τ 0 , with π = α0 + n α0 + n



Examples First example: Gaussian mean



A very simple and introductory example for this case is a Gaussian model with fixed variance v and unknown mean parameter θ : p(gi |θ , v) = N (gi |θ , v)



(2.21)



p(θ |θ0 , v0 ) = N (θ |θ0 , v0 ).



(2.22)



with the Gaussian prior:



For this model, we have: #   1 1 n 2 2 (θ − g) ¯ l(θ ) = p(g|θ ) = ∏ p((gi |θ ) ∝ exp − ∑ (gi − θ ) ∝ exp − 2v i=1 2v/n i (2.23) where g¯ is the mean value of the data g¯ = 1n ∑ni=1 gi . Looking at this expression, we may make two remarks: "



• First that g¯ is a sufficient statistics for p(g|θ ). • Second p(θ |θ0 , v0 ) is a conjugate prior for θ for the Gaussian likelihood p(g|θ ). So, the posterior will be a Gaussian law, as we will demonstrate it easily. Combining this with the prior, we obtain:     1 1 1 2 2 2 p(θ |g) ∝ exp − (θ − θ0 ) ∝ exp − (θ − θb ) (θ − g) ¯ − (2.24) 2v/n 2v0 2ˆv
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where θb can be obtained easily: θb = arg max {p(θ |g)} = arg min {J(θ )} θ



(2.25)



θ



with



1 1 (θ − g) ¯ 2− (θ − θ0 )2 (2.26) 2v/n 2v0 and vˆ is obtained by looking at the second derivative of J(θ ):  2 −1 1 1 ∂ J(θ ) v0 ve ∂ 2 J(θ ) = −( + ) −→ vˆ = − = with ve = v/n. (2.27) 2 2 ∂θ v/n v0 ∂θ v0 + ve J(θ ) = −



To summerize:   p(θ |g, θ0 , v, v0) = N (θ |θb , vˆ ) v0 ve  with θb = g¯ + θ0 , ve+ v0 ve+ v0



vˆ =



v0 ve , v0 + ve



ve = v/n.



(2.28)



This problem can also be interpreted as a measurement system of a quantity θ with an instrument: gi = θ + εi , i = 1, · · · , n (2.29) where εi represents the measurement error to which we have assigned p(εi |v) = N (εi |0, v), ∀i. Let show a numerical example with g¯ = 2, v = 1, θ0 = 0, v0 = 2. First for one data (n = 1) and for 10 data points (n = 10). The following particular cases are interesting: • v = 0 (Exact data): θb = g, ¯ vˆ = 0 which means that the prior information has no effect. • v0 = 0 (very sure a priori): θb = θ0 , vˆ = 0 which means that there is no need for the data if a priori you are sure about the value of the quantity you want to measure. • v → ∞ (irrelevant data): θb = θ0 , vˆ = 1 which means that the instrument is so imprecise that the measured data brings no information. • v0 → ∞ (non informative prior): θb = g, ¯ vˆ = 1 which means that the prior information does not change anything. • n → ∞ (great number of data): θb = g, ¯ vˆ = 1 which means that the likelihood becomes so narrow that the effect of the prior is negligible.
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Figure 2.3: Illustrating Bayes for parameter estimation: Prior p(θ ), Likelihood l(θ ) = p(g|θ ) and Posterior p(θ |g) for two cases: same prior with two different likelihoods: with one data point m = 1, with 10 data points m = 10.



2.7.2



Second example: Gaussian mean and variance



The second example which will show some difficulties to do exact computations is the same as in the previous example, but this time the variance v is also unknown which means that the precision of the measurement system is unknown. So, this time, we have two unknowns θ and v with the following relations: p(gi |θ , v) = N (gi |θ , v)



(2.30)



with the Gaussian prior for θ : p(θ |θ0 , v0 ) = N (θ |θ0 , v0 )



(2.31)



and the Inverse Gamma prior for v: p(v|α0 , β0 ) = I G (v|α0 , β0 )



(2.32)



which results to: p(θ , v|g, φ 0 ) =



1 N (gi |θ , v)N (θ |θ0 , v0 )I G (v|α0 , β0 ) p(g|φ 0 ) ∏ i



where we noted φ 0 = (θ0 , v0, α0 , β0 ).



(2.33)
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In previous example, all the computations had analytical expression, but as we will see here, for example to compute the normalization factor we need the computation of the double integration ZZ



p(g|φ 0 ) =



∏ N (gi|θ , v)N (θ |θ0, v0)I G (v|α0, β0) dθ dv



(2.34)



i



which is needed to be able to compute any other expectations such as the posterior means:  ZZ   E [θ |g] = θ p(θ , v|g, φ 0 ) dθ dv ZZ (2.35)   E [v|g] = v p(θ , v|g, φ 0 ) dv dθ As we will see, not all these integrals have analytical solutions. However, the following relations hold: • posterior conditionals p(θ |v, g, φ 0 ) and p(v|θ , g, φ 0 ): The first conditional is in fact exactly equivalent to the previous case where vˆ was known:



  p(θ |v, g, φ 0 ) ∝ N (g|θ 1, vI)N (θ |θ0 , v0 )   = N (θ |θb , vˆ ) v˜ v0 v˜ v0    with g¯ + θ0 , v˜ = , θb = v˜ + v0 v˜ + v0 v0 + v˜



v˜ = v/n



(2.36) Obtaining the relations of the second conditional is also easy to derive: p(v|θ , g, φ 0 ) ∝ N (g|θ 1,vI)I G (v|α0 , β0 )  1 n 2 −α0 +1 exp [−β /v] ∝ v−n/2 exp − 2v ∑ i=1 (gi − θ ) v   0 1 n −n/2−α −1 2 0 ∝v exp − 2v ∑i=1 (gi − θ ) − β0 /v (2.37) which is an Inverse Gamma:    p(v|θ , g, φ 0 ) ∝ N (g|θ 1, vI)I G (v|α0 , β0 ) b , βb) = I G (v|α (2.38)   with 1 n 2 b b = α0 + n/2, β = β0 + 2 ∑i=1 (gi − θ ) α
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CHAPTER 2. BAYES RULE FOR PARAMETER ESTIMATION • Joint posterior: p(v, θ |g, φ 0 )h∝ N (g|θ 1, vI)N (θ |θ0 , v0 )I G (v|α i 0 , β0 )



1 n ∝ v−n/2 exp − 2v ∑i=1 (gi − θ )2 − 2v10 (θ − θ0 )2 v−α0 +1 exp [−β0 /v] i h   1 n 1 −n/2−α −1 2 2 0 ∝v exp − 2v ∑i=1 (gi − θ ) − β0 /v exp − 2v0 (θ − θ0 ) (2.39) which can be written in two forms:  p(θ , v|g, φ 0 ) ∝ N (g|θ 1, vI)N (θ |θ0 , v0 ) I G (v|α0 , β0 )    ∝ N (θ |θb , vˆ )I G (v|α0 , β0 ) (2.40) v/n v0 v/n v0   b  with g¯ + θ0 , vˆ = , θ= v/n + v0 v/n + v0 v0 + v/n



or   p(θ , v|g, φ 0 ) ∝ N (g|θ 1, vI)I G (v|α0 , β0 ) N (θ |θ0 , v0 )    b , βb ) N (θ |θ0 , v0 ) I G (v|α n  b = β0 + 1 (gi − θ )2  b with α = α + n/2, β  0  2∑



(2.41)



i=1



All these relations are obtained easily from conjugacy property of Gaussian and Inverse Gamma priors for the Gaussian likelihood. For the joint distribution, we may remark that p(θ , v|g, φ 0 ) is not separable in θ and v, because in the first b , βb ) derelation the parameters (θb , vˆ ) depend on v and in the second equation (α pend on θ . We cannot have an explicit relation for the exact expression of p(θ , v|g, φ 0 ) because the double integration with respect to θ and v does not have an explicit solution. we can however compute them numerically. To be able to use these expressions for a practical application, we need to fix the hyperparameters φ 0 = (θ0 , v0, α0 , β0 ). One solution is the uniform prior θ0 = 0, v0 = ∞ and the Jeffry’s prior α0 = 0, β0 = 0 which result to: θb = g, ¯ vˆ = 1.
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Figure 2.4: Illustrating Bayes for parameter estimation: Prior p(θ , v) = N (θ |θ0 , v0 )I G (v|α0 , β0 ), Likelihood l(θ , v) = p(g|θ , v) and Posterior p(θ , v|g) Another choice of prior in this case is the Normal-Inverse Gamma prior: p(θ , v|θ0 , α0 , β0 ) = N (θ |θ0 , v)I G (v|α0 , β0 )



(2.42)



which results to p(θ , v|g, φ 0 ) ∝ N (g|θ 1, vI)N (θ |θ0 , v)I G (v|α0 , β0 ) which again can be written as: p(v, θ |g, φ 0 ) ∝ N 1, vI)N (θ |θ0 , v)I G (v|α0, β0 )  (g|θ 1 1 n −(n+1)/2 2 2 v−α0 +1 exp [−β /v] ∝v exp − 2v ∑ i=1 (gi − θ ) − 2v (θ − θ0 )   0 1 n 1 ∝ v−(n+1)/2−α0 −1 exp − 2v (θ − θ0 )2 − β0 /v ∑i=1 (gi − θ )2 − 2v (2.43) which can be written:   b , βb )  p(θ , v|g, φ 0 ) ∝ I G (v|α 1 n 1 b b (gi − θ )2 + (θ − θ0 )2 with α = α + (n + 1)/2, β = β +  0 0 ∑  2 i=1 2 (2.44) where this time, we have  1 1  b 1 θ = g¯ + θ0 , vˆ = , (2.45) 2 2 2  α 2 b b b = α0 + n/2, β = β0 + (g¯ − θ )
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Figure 2.5: Illustrating Bayes for parameter estimation: Prior p(θ , v) = N (θ |θ0 , v)I G (v|α0 , β0 ), Likelihood l(θ , v) = p(g|θ , v) and Posterior p(θ , v|g)



Chapter 3 Bayes for linear models Linear models are of great importance in many area: curve fitting, regression and many other machine learning problems such as Compress Sensing (CS) and of course in many linear inverse problems such as deconvolution, image restoration, image reconstruction in Computed Tomography (CT), etc. In this chapter, a summary of using the Bayes rule for linear models is presented



3.1



Linear models



Now, let introduce the use of the Bayes rule in a simple indirect observation model, where the data g is related to the unknown f via a simple linear model g = Hf + ε,



(3.1)



where f is a vector of unknown quantities, H the known forward model, g the vector of the data and ε the vector representing the errors. The Bayes rule for this simple linear model with additive noise is written as: p(f|g) =



p(g|f)p(f) p(g)



(3.2)



where p(g|f), called commonly the likelihood, is obtained using the forward model (3.1) and the assigned probability law of the noise p(ε), p(f) is the assigned prior model and p(f|g) the posterior probability law. Again, the denominator is given by Z p(g) =



p(g|f)p(f) df. 37



(3.3)
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This even very simple linear model has been used in many area: linear inverse problems, compressed sensing, Curve fitting and linear regression, machine learning, etc. In inverse problems such as deconvolution, image restoration, f represent the input or original image, g represents the blurred and noisy image and H is the convolution operator matrix. In image reconstruction in Computed Tomography (CT), f represents the distribution of some internal property of an object, for example the density of the material and g represents the radiography data and H is the radiographic projection operator (discretized Radon transform operator). To show the diversity of such problems, a few example are illustrated below. In Compress Sensing, g is the compressed data, f is the uncompressed image and H the compressing matrix. In machine learning, g are the data, H is a dictionary and f represents the sparse coefficients of the projections of the data on that dictionary.



3.2



Deconvolution



As an example, consider a Time-of-Flight (TOF) Mass Spectrometry (MS) measurement system where the measured data g(τ) is related to the desired mass distribution f (t) by a convolution equation: Z



g(t) =



h(τ) f (t − τ) dτ,



(3.4)



where h(τ), called the impulse response of the system, is the point spread function of the blurring effect due to the measurement system. When discretized, this equation is written as g = Hf + ε where the matrix H is a Toepliz matrix with its first raw filled with the samples of the psf h(t). To write this equation for the discrete case, consider the case where f (t), g(t) and h(τ) are discretized with a sampling period of one unity (∆t = 1) and that the impulse response h(τ) is causal (h(τ) = 0, ∀τ < 0) and finite length (h(τ) = 0, ∀τ > K∆t). Then, we can write K



g(m) =



∑ h(k) f (m − k) k=1



Now, assuming that the data we have is: g = {g(m), m = 0, · · · , M} we have:



(3.5)
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 f (−p)    ..   h(K) · · · h(0) 0 ··· ··· 0 g(0) .   .     ..   f (0)  g(1)   0    ..   . . f (1) ..     .. .       .. ..   .    . . . . . = .   (3.6) h(K) · · · h(0) .    .. ..  . .    . ..  .    ..   .      .. . . .  .   .. 0    .  .. g(M) 0 ··· ··· 0 h(K) · · · h(0)  f (M) 



            



As we can see, the matrix H has a Toeplitz structure and contains the samples of the impulse response h = {h(0, h(1), · · · , h(K)}. Two examples of such convolution (forward problem) and deconvolution (inverse problem) are shown in the following figures.



desired signal f (t)



observed signal g(t)



Figure 3.1: A deconvolution example: a) desired signal f (t), b) observed data g(t).
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3.3



Deconvolution in Mass spectrometry



This first example is of high interest in many data processing in Mass Spectrometry. Two specificities of this example are: • The desired signal is sparse and positive • The observed signal is blurred and noisy.



desired spectra f (t)



observed data g(t)



Figure 3.2: Blurring effect in TOF MS data: a) desired spectra f (t), b) observed data g(t). This second example too is of high interest. Two specificities of this example are: • The desired signal is the superposition of some Gaussian shaped elementary signals with various width. • The observed signal lacks the necessary resolution and we cannot see very well the picky signal in the data.



3.4



Fourier Synthesis in Mass Spectrometry



A second example here is again in MS systems, but this time via Fourier Transform Ion Cyclotron Resonance (FTICR), where the observed data g(s) is related



3.5. IMAGE RESTORATION
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to the Fourier transform (FT) or Laplace transform (LT) of the mass distribution f (t): Z g(s) =



f (t) exp {−sτ} ds with s = jω or s = jω + α,



(3.7)



where α is an attenuation factor. The following figure shows an example of the theoretical spectra f (t) and the corresponding observed data g(s) in (b). We may observe that, due to the attenuation and the noise in the data, a simple inversion by inverse FT (c) may not give satisfactory result. desired spectra f (t)



observed data g(s).



Figure 3.3: Data in FTICR-MS: a) desired spectra f (t), b) observed data g(t). Here too the discretized version of this relation is written as g = Hf + ε where the matrix H is now the Discrete Fourier transform (DFT) matrix.



3.5



Image restoration



A first example here again is in Matrix-Assisted Laser Desorption Ionization (MALDI) MS system, where due to the coupling effect of Focal-Plane-Detectors (FPD) or non uniformity of ion conversion devices (electron multipliers) the relation between the observed spectra and desired spectra can be written as a 2D convolution relation: g(x0 , y0 ) =



Z Z



f (x, y) h(x0 − x, y0 − y) dx dy.



(3.8)
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desired image f (x, y)



observed image g(x, y)



Figure 3.4: Image restoration problem: a) desired image f (x, y), b) observed image g(x, y).



3.6



Computed Tomography



X ray Computed Tomography (CT) is a typical inverse problem in imaging system where a linearized forward model has been used. In summary, an X ray of intensity I0 illuminates the body, goes through and its energy I is measured by a detector. gi = ln(I/I0) is computed and related to the unknown distribution of the material density inside the body f (x, y) via a line integral: Z



gi =



f (x, y) dl



(3.9)



Li



In parallel geometry, when each line Li is parametrized by a distance from origin r and an angle φ , we get: Z



gφ (r) = g(r, φ ) =



f (x, y) dl Lr,φ



ZZ



f (x, y) δ (r − x cos φ − y sin φ ) dx dy



=



(3.10)



which is called Radon transform. This is due to the fact that Radon proposed an analytical solution for this relation which is 1 f (x, y) = 2π



Z πZ ∞ 0



0



∂ g(r, φ )/∂ r dr dφ r − x cos(φ ) − y sin(φ )
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3D



2D



Z



gφ (r1 , r2 ) =



Lr1 ,r2 ,φ



Z



f (x, y, z) dl



gφ (r) =



Lr,φ



f (x, y) dl



Forward probelm: f (x, y) or f (x, y, z) −→ gφ (r) or gφ (r1 , r2 ) Inverse problem: gφ (r) or gφ (r1 , r2 ) −→ f (x, y) or f (x, y, z) Figure 3.5: 3D and 2D Computed Tomography



f (x, y)



g(r, φ )



Figure 3.6: Two examples of objects and sinograms in 2D X ray Computed Tomography
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CHAPTER 3. BAYES FOR LINEAR MODELS Decomposition of this equation in different steps: ∂ g(r, φ ) ∂r Z ∞ 1 g(r, φ ) Hilbert TransformH : g1 (r0 , φ ) = dr π 0 (r − r0 ) Z 1 π Backprojection B : f (x, y) = g1 (r0 = x cos φ + y sin φ , φ ) dφ 2π 0 Derivation D :



g(r, φ ) =



and using the Fourier Transform (FT) relations: R G(Ω, φ ) = F1 [g(r, φ )] = g(r, φ ) exp [− jΩr] dr, F1 [g(r, φ )] = ΩF1 [g(r, φ )], F1 [g1 (r, φ )] = sign(Ω)F1 [g(r, φ )], result in one of the standard image reconstruction in CT which is called FilterBack-Projection (FBP): f (x, y) = B H D g(r, φ ) = B F1−1 |Ω| F1 g(r, φ ) which is illustrated here: g(r, φ ) −→



IFT FT Filter −→ −→ F1 |Ω| F1−1



ge(r,φ )



−→



Back–projection −→ f (x, y) B



In this work, we are not going to use analytical methods but the algebraic methods where the forward model is discretized from the first step. Algebraic methods: To be able to do the computation, we have to discretise the problem. The steps to do this is shown in Figure 4. As we can see in Fgure 4, we have a linear inverse problem. However, we may note that: • H is huge dimensional: in 2D: 106 × 106 and in 3D: 109 × 109 . So, in general, even if very sparse, we can not have all its elements inside the computer memory in particular in 3D case. • Hf corresponds to Forward projection • Ht g corresponds to Back-Projection (BP) • In practice, as we will see, even if the matrix H may not be available, we are able to compute its effects Hf and Ht g.
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f (x, y) = ∑ j f j b j (x, y)  1 if (x, y) ∈ pixel j b j (x, y) = 0 else



g(r, φ ) Z



g(r, φ ) =







f (x, y) dl L



N



gi =



∑ Hi j



f j + εi → g = Hf + ε



j=1



Figure 3.7: Discretization of the forward problem in X ray Computed Tomography. f j represents the value of the pixel j, gi represent the measurement result by the ray number i and Hi j is the length of ray i in pixel j.
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desired image f (x, y)



observed data (sinogram) g(r, φ )



Figure 3.8: X ray image reconstruction problem: a) desired image f (x, y), b) observed image g(r, φ ).



3.7



Curve fitting



We consider here a classical problem of curve fitting that any engineer is almost anytime faced to. We analyse this problem as a parameter estimation : Given a set of data {(gi ,ti ), i = 1, . . . , m} estimate the parameters f of an algebraic curve to fit the best these data. Among different curves, the polynomials are used very commonly. A polynomial model of degree n relating gi = g(ti ) to ti is gi = g(ti ) = f 0 + f 1ti + f 2ti2 + · · · + f ntin + εi ,



i = 1, . . . , m



Noting that this relation is linear in f i , we can rewrite it in the following        1 t1 t12 · · · · · · t1n g1 f0 ε1  g2   1 t2 t 2 · · ·     · · · t2n       f 1   ε2  2  ..  =  .. .. .. .. ..   ..  +  ..   .   . . . . .  .   .  2 gm fn εm 1 tm tm · · · · · · tmn



(3.11)



(3.12)



or g = Hf + ε



(3.13)



3.8. DECOMPOSITION ON A DICTIONARY
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The matrix H is called the Vandermond matrix. It is entirely determined by the vector t = [t1 ,t2 , . . . ,tn ]t . In the case where m = n + 1, this matrix is invertible iff ti 6= t j , ∀i 6= j. In general, however we have more data than unknowns, i.e. m > n + 1. Note that the matrix Ht H is a Hankel matrix: m t



[H H]kl = ∑



m



tik−1 til−1



i=1



= ∑ tik+l−2 ,



k, l = 1, . . . , n + 1



(3.14)



i=1



and the vector Ht x is such that m



[Ht f]k = ∑ tik−1 f i ,



k = 1, . . . , n + 1



(3.15)



i=1



3.8



Decomposition on a dictionary



Another classical problem is the decomposition of a signal g(t) on a set of functions n



g(ti ) =



∑ f j φ j (ti) + εi,



i = 1, . . . , m



(3.16)



j=0



which is a more general case of the previous case where φ j (t) = t j . This relation can be written in the following vectorial form:        g1 φ0 (t0 ) φ0 (t1 ) φ0 (t2 ) · · · · · · φ0 (tn ) f0 ε1  g2   φ1 (t0 ) φ1 (t1 ) φ1 (t2 ) · · ·     · · · φ1 (tn )       f 1   ε2  +  ..  =      .. .. .. .. .. . .   .     ..   ..  . . . . . gm φm (t0 ) φm (t1 ) φm (t2 ) · · · · · · φm (tn ) fn εm (3.17) or again g = Hf + ε (3.18) where gi = g(ti ) and the columns of the matrix H are called the atoms or the elements of the dictionary.
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Bayes rule for supervised inference



As we could see, in many applications, the inference problem starts by a linear forward model: g = Hf + ε, (3.19) where f is a vector of unknown quantities, H the known forward model, g the vector of the data and ε the vector representing the errors. The Bayes rule for this simple linear model with additive noise is written as: p(f|g, θ ) =



p(g|f, θ1 )p(f|θ1 ) p(g|θ )



(3.20)



where p(g|f, θ1 ), called commonly the likelihood, is obtained using the forward model (3.1) and the assigned probability law of the noise p(ε), p(f|θ2 ) is the assigned prior model, θ = (θ1 , θ2 ) represents the parameters of the likelihood and the prior, p(f|g, θ ) the posterior probability law and Z



p(g|θ ) =



p(g|f|θ1 )p(f|θ2 ) df.



(3.21)



When the hyper-parameters θ = (θ1 , θ2 ) are known, we say that the problem is supervised and the only unknown of the problem is f. We can then use the posterior law p(f|g, θ ) to do any inference on f.



3.10



Bayes rule for unsupervised inference



In many practical situations, we may also want to estimate them from the data. In the Bayesian approach, this can be done easily: p(f, θ 1 , θ 2 |g) =



p(g|f, θ 1 )p(f, θ 2 )p(θ 1 )p(θ 2 ) p(g)



(3.22)



where p(θ 1 ) and p(θ 2 ) are the prior probability laws assigned to θ 1 and θ 2 and often p(θ ) = p(θ 1 )p(θ 2 ). We can then write more succinctly p(f, θ |g, θ0 ) =



p(g|f, θ 1 )p(f, θ 2 )p(θ |θ0 ) p(g|θ0 )



(3.23)



where we introduced θ0 which represents the second level hyper parameters which we will omit for now and write: p(g|f, θ 1 )p(f, θ 2 )p(θ |θ0 ) p(f, θ |g) = ∝ p(g|f, θ 1 )p(f, θ 2 )p(θ ) (3.24) p(g)



3.10. BAYES RULE FOR UNSUPERVISED INFERENCE
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where ∝ means equal up to a constant factor which is 1/p(g) in this case. One last extension is the case where f depends itself to another hidden variable z. So that we have: p(f, z, θ |g) ∝ p(g|f, θ 1 ) p(f|z, θ 2 ) p(z|θ 3 ) p(θ )



(3.25)



In the following we consider these cases and go more in details to see how to infer on f from (3.20), on (f, θ ) from (3.24) or on (f, z, θ ) from (3.25).
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Chapter 4 Linear Gaussian model Linear models are of importance. Gaussian prior laws are the most common and the easiest ones. Linear models with Gaussian prior laws are the easiest and powerful tools for a great number of scientific problems. In this section, an overview and some main properties are given.



4.1



Simple supervised case



Let consider the linear forward model we considered in previous chapter g = Hf + ε,



(4.1)



and assign Gaussian laws to ε and f which leads to:  i h  p(g|f) = N (g|Hf, vε I) ∝ exp − 1 kg − Hfk2 2vε i h 1  p(f) = N (f|0, v f I) ∝ exp − kfk2 2v f Using these expressions, we get:  i h  p(f|g) ∝ exp − 1 kg − Hfk2 − 1 kfk2 2v f h 2vε i 1  ∝ exp − 2vε J(f) with J(f) = kg − Hfk2 + λ kfk2 , which can be summarized as:  b  p(f|g) = N (f|bf, Σ)  bf = [H0 H + λ I]−1 H0 g   Σ b = vε [H0 H + λ I]−1 = vε H0 [HH0 + λ −1 I]−1 , 51



(4.2)



λ=



vε vf



(4.3)



(4.4) λ=



vε vf
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This is the simplest case where we know exactly the expression of the posterior law and all the computations can be done explicitly. However, for great dimensional problems, where the vectors f and g are very great dimensional, we may even not be able to keep in memory the matrix H and surely not be able to compute the inverse of the matrix [H0 H + λ I]. The trick here is, for example for computing bf to use the fact that bf = arg max {J(f)}



(4.5)



f



and so the problem can be casted in an optimization problem of a quadratic criterion for which there are great number of algorithms. Let here to show the simplest one which is the gradient based and so needs the expression of the gradient: ∇J(f) = −2H0 (g − Hf) + 2λ f which can be summarized as follows: ( (0) f =0 h i (k+1) (k) 0 (k) (k) f = f + α H (g − Hf ) + 2λ f



(4.6)



(4.7)



As we can see, at each iteration, we need to be able to compute the forward operation Hf and the backward operation H0 δ g where δ g = g − Hf. This optimization algorithm needs to write two programs: • Forward operation Hf • Adjoint operation H0 δ g These two operations can be implemented using High Performance parallel processors such as Graphical Processor Units (GPU). The computation of the posterior covariance is much more difficult. There are a few methods: The first category is the methods which use the particular structure of the matrix H and H0 H or HH0 as we can use the matrix inversion lemma and see that b = vε [H0 H + λ I]−1 = vε I − H0 [HH0 + λ −1 I]−1 Σ (4.8) For example, in a signal deconvolution problem, the matrix H has a Toeplitz structure and so have the matrices H0 H and HH0 which can be approximated by Circulant matrices and be diagonalized using the Fourier Transform.



4.2. UNSUPERVISED CASE
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b by a diagonal matrix which can The second more general is to approximate Σ also be interpreted as to approximate the posterior law p(f|g) by a separable q(f) = ∏ j q( f j ). This brings us naturally to the Approximate Bayesian Computation (ABC). But, before going to the details of ABC methods, let consider the case where the hyper-parameters of the problem (parameters of the prior laws) are also unknown.



4.2



Unsupervised case



In previous section, we considered the linear models with Gaussian priors with known parameters vε and v f . In many practical situations these parameters are not known. Here, we consider this problem, first for the general case: p(f, θ |g, θ0 ) =



p(g|f, θ 1 )p(f, θ 2 )p(θ |θ0 ) p(g|θ0 )



(4.9)



and then, more specifically for the linear Gaussian models. To simplify the notations, we omit for now the second level hyperparameter θ0 and write: p(g|f, θ 1 )p(f, θ 2 )p(θ ) (4.10) p(f, θ |g) = p(g) From here, we have some options: • Joint Maximum A posteriori (JMAP) n o (bf, θb) = arg max p(f, θb|g)



(4.11)



(f,θ )



Under some conditions, this can be done in an iterative alternate optimization:  n o  bf(k+1) = arg max p(f, θb(k |g) f n o (4.12)  θb(k+1) = arg max p(f(k) , θb|g) θ • Marginalize over the parameters θ (considered as the nuisance parameter) to obtain: ZZ p(f|g) = p(f, θ |g) dθ (4.13) from which we can infer on f. The main difficulty here is in the fact that rarely we can have analytical expression for this integration.



54



CHAPTER 4. LINEAR GAUSSIAN MODEL • Marginalization over f to obtain: p(θ |g) =



ZZ



p(f, θ |g) df



(4.14)



which can be used to first estimate θ and then use it. For example, the method which is related to the Second type Maximum likelihood, first estimate θb by n o θb = arg max p(θb|g) (4.15) θ



and then use it with p(f|θb, g) to infer on bf. For a flat prior model, p(θ |g) ∝ p(g|θ ) which is called the likelihood and the estimator n o n o θb = arg max p(θb|g) = arg max p(g|θb) θ



(4.16)



θ



is called Maximul Likelihood (ML) and the whole approach is called ML of second type. • Approximate Bayesian Computation (ABC): There are many different methodes to do ABC. A good synthetic way is to explain all of them is to start by finding an approximate tractable probability law q(f, θ ) to replace p(f, θ |g) and then select a criterion to to optimize to find q(f, θ ) and use it. There are different possibilities: – The degenerate deterministic case: q(f, θ ) = δ (f − ef)δ (θ − θe). This results to JMAP. – The separable case: q(f, θ ) = q1 (f)q2 (θ ). Now, depending on the criterion, for example KL (q : p) or KL (p : q) to select q, we obtain the VBA or the Expectation-Propagation (EP).



Chapter 5 Approximate Bayesian Computation (ABC) for Large scale problems As we could see, very often, we can find the expression of the posterior law p(f|g), sometimes exactly as is the case of the linear models with Gaussian priors in the previous section, but often up to the normalization constant (the evidence term) p(g) in: 1 1 p(g|f)p(f) = p(g, f). (5.1) p(f|g) = p(g) p(g) This term is not necessary for Maximum A Posteriori (MAP) but it is needed for Expected A Posteriori (EAP) and for doing any other expectation computation. This is the case, almost in all Non Gaussian prior models or Non Gaussian noise models or the Non Linear forward models. In this chapter, a few cases are considered more in detail. Even in the Gaussian and linear case which is the simplest case and we have analytical expressions for almost everything, the computational cost for large scale problems brings us to search for approximate but fast solutions.



5.1



Large scale linear and Gaussian models



As we could see in previous chapter, the linear forward model g = Hf + ε with Gaussian noise and Gaussian prior is the simplest case where we can do all the computations analytically. 55
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 p(g) = N (g|Hf0 , v f HH0 + vε I),     b b with:    p(f|g)= N (f|f, Σ) p(g|f) = N (g|Hf, vε I) bf = f0 + [H0 H + λ I]−1 H0 (g − Hf0 ) → p(f) = N (f|f0 , v f I)   b = vε [H0 H + λ I]−1  Σ    = vε H0 [HH0 + λ −1 I]−1 , λ = vvεf



(5.2)



To be able to do the computation, we need mainly to compute the determinant of the matrix v f HH0 + vε I for p(g) and the inverse of the matrices [H0 H + λ I] or [HH0 + λ −1 I].



5.1.1



Large scale computation of the Posterior Mean (PM)



As we mentioned in previous section, even if this case for great dimensional cases, we need to develop specialized algorithms. For example, by rewriting more explicitly these relations:  i h 1 2  kg − Hfk p(g|f) ∝ exp −    h 2vε i2 1 2 p(f) ∝ exp − 2v f kf − f0 k2  i h    p(f|g) ∝ exp − 1 J(f) with J(f) = 1 kg − Hfk2 + λ kf − f0 k2 , 2 2vε 2



λ=



vε vf



(5.3) we could see that, for computing bf, we can use an optimization algorithm bf = arg max {J(f)}



(5.4)



f



which does not need even to have these matrices explicitly. However, for computing the posterior covariance, we need more specialized algorithms which can be used for great dimensional cases.



5.1.2



Large scale computation of the Posterior Covariance



Computing the determinant of the matrix v f HH0 + vε I for p(g) and the inverse of the matrices [H0 H + λ I] or [HH0 + λ −1 I] which are needed for uncertainty quantification, are between the greatest subjects of open research for Big Data problems. Here, we consider a few cases.



5.1. LARGE SCALE LINEAR AND GAUSSIAN MODELS
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Structured matrices One solution is to use the particular structure of these matrices when possible. This is the case for deconvolution or image restoration, where these matrices have Toeplitz or Bloc-Toeplitz structures which can be well approximated by Circulant or Bloc-Circulant matrices and diagonalized using Fourier Transform (FT) and Fast FT (FFT). The main idea here is using the properties of the circulant matrices: If H is a circulant matrix, then H = FΛF0 (5.5) where F is the DFT or FFT matrix and F0 the IDFT or IFFT and Λ is a diagonal matrix whose elements are the FT of the first ligne of the circulant matrix. As the first line of that circulant matrix contains the samples of the impulse response, the vector of the diagonal elements represents the spectrum of the impulse response (Transfer function). Using this property, we have: [H0 H + λ I]−1 = [F0 ΛFF0 Λ + λ ]−1 = [F0 Λ2 F + λ I]−1 = F[Λ2 + λ I]−1 F0



(5.6)



Sampling based methods Second solution is generating samples from the posterior law and use them to compute the variances and covariances. So, the problem is how to generate a sample from the posterior law  b b with:   p(f|g)= N (f|f, Σ) bf = f0 + [H0 H + λ I]−1 H0 (g − Hf0 )   b = vε [H0 H + λ I]−1 , λ = vε Σ vf



(5.7)



One solution is to compute the Cholesky decomposition of the covariance b = AA0 , generate a vector u ∼ N (u|0, I) and then generate a sample matrix Σ f = Au +bf [GMI15]. We can compute bf by optimizing 1 J(f) = kg − Hfk2 + λ kf − f0 k22 , 2



λ=



vε , vf



(5.8)



but the main computational cost is the Cholesky factorization. Another approach, called Perturbation-Optimization [Gio10, OFG12] is based on the following property:
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If we note x = f + [H0 H + λ I]−1 H0 (g − Hf) and look for its expected and covariance matrix, it can be shown that: E [x] = bf b Cov (x) = Σ So, to generate a sample from the posterior law, we can do the following: • Generate two random vectors ε f ∼ N (ε f |0, v f I) and εg ∼ N (εg |0, vε I) • Define e g = g + εg and ef = f + ε f and optimize 1 g − Hfk2 + λ kef − f0 k22 J(ef) = ke 2 • The obtained solution posterior law.



f(n)



(5.9)



n o e = arg minef J(f) is a sample from the desired



By repeating this process for a great number of times, we can use them to obb tain good approximations for the posterior mean bf and the posterior covariance Σ by computing their empirical mean values. We need however fast and accurate optimization algorithms. Approximate structured inverse matrices b= The third solution is trying to approximate the original covariance matrix Σ 0 −1 e [H H + λ I] by an approximated structured covariance Σ which will need less memory, for example by a Symmetric Toeplitz, a Tridiagonal or even a Diagonal matrix. The Symmetric Toeplitz case then needs to compute and save the first line of the approximated inverse, the Symmetric Tridiagonal needs only the diagonal and the first off-diagonal elements and finally the approximated Diagonal of the inverse is the most economic solution. It is very useful, if for example, we only want to know the variances of the obtained solution bf. In linear algebra community, these subjects are still open and many researches are going on. We consider here the last problem which consists in computing the diagonal elements of the inverse of the required matrices. There are at least two approaches: • Computing the exact inverse



5.1. LARGE SCALE LINEAR AND GAUSSIAN MODELS



59



• Computing the approximate inverse The first approach is more usual and mainly based on Choleski factorization. The second approach is more appealing. We may consider the problem as a matrix approximation problem where we need to define a proximity criterion. Here, a few propositions. • Mean Absolute Difference (MAD) ∆1 (A, B) = kA − Bk1 =



1 N N ∑ ∑ |Ai, j − Bi, j | N 2 i=1 j=1



(5.10)



1 N N ∑ ∑ |Ai, j − Bi, j |2 N 2 i=1 j=1



(5.11)



• Mean Quadratic Difference (MQD) ∆2 (A, B) = kA − Bk22 =



• Trace of Difference (TD) N



∆3 (A, B) = tr (A − B) − N = ∑ (Ai,i − Bi,i ) − N



(5.12)



i=1



• Log of ratio of Determinents (LrD)    det (A) = ln det B−1 A ∆4 (A, B) = ln det (B)



(5.13)



• Combined TD-LrD ∆5 (A, B) = tr (A − B) − N + ln



det (A) det (B)



(5.14)



• Combined Trace of product-LrD ∆5 (A, B) = tr (AB) − N + ln



det (A) det (B)



(5.15)
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This last one is appealing because related to the KL divergence of two normal distributions. KL divergence of the Gaussian law Q = N (x|µ0 , Σ0 ) with respect to P = N (x|µ1 , Σ1 ) is given by:     det (Σ1 ) 1 0 −1 −1 KL (Q|P) = tr Σ0 Σ1 + (µ1 − µ0 ) Σ0 (µ1 − µ0 ) − n + ln 2 det (Σ0 )   1 = tr Σ−1 Σ1 + (µ1 − µ0 )0 Σ−1 (µ1 − µ0 ) − n − ln det Σ−1 Σ1 0 0 0 2 (5.16) This brings us directly to Approximate Bayesian Computation (ABC) via approximating the posterior p(f|g) by a simpler distribution q(f) that we can use to do fast computations. This approach can then be used for Non-Gaussian priors too.



5.2



Non Gaussian priors



The case of Non Gaussian priors is also of great importance. A very famous example is the case of Generalized Gaussian prior " # p(f) ∝ exp −γ ∑ | f j |β



(5.17)



j



and its particular case of Double Exponential (DE) prior law β = 1: "



#



p(f) ∝ exp −γ ∑ | f j | ∝ exp [−γkfk1 ]



(5.18)



j



which results to: (



h i 1 p(f|g) ∝ exp − 2vε J(f) with J(f)



= 12 kg − Hfk2 + λ kfk1 ,



(5.19) λ = γvε .



Now, the question is: Can we do approximate computation of the Posterior Mean (PM) or Posterior Covariance (PCov) or any other expectations efficiently?



5.3. COMPARISON CRITERIA FOR TWO PROBABILITY LAWS
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Another example is the Total Variation (TV) regularization method which can be interpreted as choosing the prior " # p(f) ∝ exp −γ ∑ | f j − f j−1 | ∝ exp [−γkDfk1 ]



(5.20)



j



where D is the first order difference matrix. This prior with a Gaussian model for noise results to: h i ( 1 p(f|g) ∝ exp − 2vε J(f) with J(f)



= 12 kg − Hfk2 + λ kDfk1 ,



(5.21)



λ = γvε .



One last example is using the Cauchy or more generally the Student-t distribution as the prior: " # p(f) ∝ exp −γ ∑ ln(1 + f 2j )ν/2



(5.22)



j



which results to: h i ( 1 p(f|g) ∝ exp − 2vε J(f) with J(f)



= 12 kg − Hfk2 + λ ∑ j ln(1 + f 2j )ν/2 ,



λ = γvε .



(5.23)



These three examples are of great importance. They have been used in the framework of MAP estimation and thus the optimization of the criteria J(f) for many linear inverse problems.



5.3



Comparison criteria for two probability laws



To do this kind of approximations, we can consider the problem as a kind of approximating the posterior law p(f|g) by a simpler law q(f|g), for example a separable one. We can then use the q ln



q p



(5.24)



p ln



p q



(5.25)



Z



KL (q|p) = or



Z



KL (p|q) =
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as measures of approximations. Optimizing KL (q|p) with respect to q focuses on the mode of p while optimizing KL (p|q) with respect to q focuses on the tailes of p. As we will see later, KL (q|p) is used in Variational Bayesian Approximation ˇ (VBA) method [SQ06], while KL (p|q) is used in Expectation Propagation (EP) + method [PSC 16]. There are many other Information Geomtry based criteria to compare two probability distributions [BK12, Bas13], but here, we will focus on these two criteria.



5.4



Variational Computation basics



To be able to do any inference such as computing the posterior mean, we need first to obtain the expression of the posterior law: p(f|g, θ ) =



1 p(g|f, θ1 )p(f|θ2 ) p(g|θ )



(5.26)



and so to be able to compute the partition function p(g|θ ): ZZ



p(g|θ ) =



p(g|f, θ1 )p(f|θ2 ) dθ



(5.27)



which can also be used for model selection. Apart from some simple cases, very often we do not have an analytic expression for that. So, trying to find an approximate computation or an upper or lower bounds for that is often looked for. One of the main idea of ABC is to find some lower or upper bounds for p(g|θ ) or for − ln p(g|θ ) using some basic idea such as ln x ≤ x,



∀x > 0



(5.28)



or Eq {ln x} ≤ ln Eq {x} ,



∀q(x).



(5.29)



 p(g, f) df



(5.30)



Using this last relation for E p(f) {ln p(g)} ≤ ln Eq(f)



ZZ



5.4. VARIATIONAL COMPUTATION BASICS
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for any regular distribution q(f), which becomes ln p(g) ≤ ln



ZZ



q(f)p(g, f) df ≤



ZZ



q(f) ln p(g, f) df = hln p(g, f)iq



(5.31)



So, if we can have the expression of the un-normalized posterior law p(g, f) and are able to compute the expected value of its logarithm hln p(g, f)iq with respect to any simple regular distribution q(f), we can access to an upper bound of ln p(g). This idea is the main part of the VBA [Bis99].



5.4.1



Computation of the evidence



The computation of the evidence is the main first difficulty of any Bayesian computation: ZZ ZZ p(g) =



p(g|f)p(f) df =



p(g, f) df



(5.32)



The second idea, still easier is using the KL divergence: p(f|g) df q(f) Z p(g|f)p(f)/p(g) = q(f) ln df q(f) Z p(g, f) df − ln p(g) = q(f) ln q(f) Z



KL (q : p) =



q(f) ln



which becomes: ln p(g) = KL (q(f) : p(f|g)) −



Z



q(f) ln



p(g, f) df q(f)



(5.33)



The second part of the left side of this relation is called Free Energy. This question can be translated differently: Can we approximate the posterior law p(f|g) by a simpler law q(f) that we can do computations more easily and keep some optimality? One of the easiest way to answer to this question is to choose a family of probability laws for q(f) for which we can do the computations easily, choose a criterion of optimality of the approximation and go forward. Four main classes are easy to do computations with:
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CHAPTER 5. APPROXIMATE BAYESIAN COMPUTATION • Diracs (Deterministic or degenerate probability law): q(f) = δ (f − ef). As we will see later, with this choice we have only to compute ef and it is easy to show that we obtain the MAP solution: ef = arg max {p(f|g)} .



(5.34)



f



The problem then becomes an optimization one, often easier to write: ef = arg min {J(f) = − ln p(f|g)}



(5.35)



f



which is J(f) = kg − Hfk2 + λ kfk1 in the above mentioned simple case. From here, still a lot to do to apply the method in real applications. Many efforts has been done, in particular, when f is of great dimensional. e Again, as we will see later, this cor• Gaussian laws: q(f) = N (f|ef, Σ). responds to the Laplace approximation. Mainly, the technique becomes equivalent to develop the expression of ln p(f|g) in Taylor’s series around its maximum ef keeping the second term. • Separable law: q(f) = ∏ j q( f j ). This is the case of Variational Bayesian Approximation (VBA), Mean Field Approximation (MFA) or Approximate Message Passing (AMP).



5.5



Variational Inference (VI)



Variational inference (VI) methods (Neal and Hinton, 1998, Jordan et al, 1998) have been used in a variety of probabilistic problems and in particular in Bayesian network. Between these methods, we can mention Belief Propagation (BP), Expectation Propagation (EP) (Minka 2001), Variational Bayesian Approximation (VBA) and Variational Message Passing (VMP) (Winn and Bishop 2005). For extended references, see: ˇ • VBA: [SQ06, AEB06, Bis99, HCC10, CGMK10, CP11, Bas13, FR14, KMTZ14, MTRP09, MD16, Sat01, ZFR15] • EP and BP: [MWJ99, Hes02, YFW03, PSC+ 16, GBJ15] • EM and MFA: [CFP03, DLR77, Zha93, Zha92] • MCMC: [FOG10, GMI15, GLGG11, N+ 11, OFG12, PY10]
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5.5.1



65



Basics



Let note by x = (g, f) where g are visible (observed) and f are the hidden (latent) variables. In general p(x) can be decomposed as p(x) = ∏ p(xi |pai )



(5.36)



i



where pai denotes the set of variables corresponding to the parents of the nodes i and xi denotes the variable or group of variables associated with node i. When we are interested to the posterior law of the latent variables p(f|g) or the marginal law of of an individual latent variable p( f j |g), very often, we can not obtain analytical expressions for them. The goal of VI is to find a tractable variational distribution q(f) that closely approximate p(f|g). As a measure of approximation, we can use KL (q : p) and it is easy to show the following relation: ln p(g) = F (q(f)) + KL (q(f) : p(f|g))



(5.37)



where q(f) ln



q(f) df p(f|g)



(5.38)



q(f) ln



q(f) df p(g, f)



(5.39)



Z



KL (q : p) = and F (q(f)) = −



Z



As KL (q : p) ≥ 0 it follows that F (q(f)) is a lower bound for ln p(g). So minimizing the exclusive KL (q : p) or maximizing the Free energyF (q(f)) results to the same q(f).



5.5.2



Factorized forms



One of the simplest approximation is the factorized form q(f) = ∏ q j ( f j )



(5.40)



j



where f j are disjoint groups of variables. The case of fully separability is called Mean Field Approximation (MFA).
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∏ j q j( f j) df p(g, f)



Z



∏ q j ( f j ) ln j



= −



Z



q j ( f j ) hln p(g, f)iq− j df + H(q j ) + ∑ H(qi ) i6= j



= −KL q j ( f



∗ j) : q j ( f j)







+ terms independent of q j (5.41)



where H represents the entropy and ln q∗j ( f j ) = hln p(g, f)iq− j + cte



(5.42)



where h.iq− j denotes an expectation with respect to all factors q j except q j ( f j ). The Free energy is minimized when h i 1 (5.43) ln q∗j ( f j ) = exp hln p(g, f)iq− j Z



5.5.3



Variational Message Passing



Putting p(x) = ∏ p(xi |pai )



(5.44)



ln q∗j ( f j ) = hln p(x)iq− j + cte



(5.45)



i



in the expression we can see that



* ln q∗j ( f j ) =



+



ln ∏ p(xi |pai ) i



+ cte



(5.46)



q− j



which becomes 



 ln q∗j ( f j ) = ln p( f j |pa j ) q + −j



∑



hln p(xk |pak )iq− j + cte



(5.47)



k∈ch j



wher ch j are the children of node j in the graph. The computation of q∗j ( f j ) can therefor expressed as a local computation at the node j. This computation involves the sum of the terms involving the parent nodes and one term from each of the child nodes. These terms are called messages from the corresponding nodes. The exact form of the messages depend on the functional form of the conditional distributions in the model. Important simplifications are obtained when the distributions are from the exponential families and are conjugate with respect to the distributions over the parents variables.
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Conjugate exponential families



Let now consider



where we have



h i p(f|pa f ) = exp φ f (pa f )0 u f (f) + a f (f) + b f (pa f )



(5.48) 



 ∂ b f (φ f u f (f) = − . ∂φ f



(5.49)



Now, consider g ∈ ch f . Its conditional probability of b given its parents will also be in the exponential family and we have h i 0 p(g|f, cp f ) = exp φ g (f, cp f ) ug (g) + a f (g) + b f (f, cp f ) (5.50) where cp f are the co-parents of f with respect to g, i.e. the set of co-parents of g excluding itself. p(f|pa f ) can be thought of as a prior and p(g|f, cp f ) as a contribution to the likelihood of f in the data g. Conjugacy requires: h i q(f|φ q ) = exp φ g f (g, cp f )0 uq (f) + c(g, cp f ) (5.51) Now, it can be shown that q∗ ( f j ) has also the exponential form h i q∗ (f|φ q∗ ) = exp φ 0q∗ uq∗ (f) + aq∗ (f) + bq∗ (φ q∗ )



(5.52)



with 



 φ q∗ = φ f (pa f ) +



∑ 



 φg f (gk , cpk )



(5.53)



k∈chy )



where all expectations are with respect to q. From these relations, we can define the message from a parent node f to a child node g:



 mf→g = u f (5.54) and the message from a child node g to a parent node f:



  mg→f = φg f ug , {mi→g }i∈cp f



(5.55)



which relies on g having received messages previously from all the co-parents. If any node is observed then the messages are defined as above but with < uA > replaces by uA .
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When a node f has received messages from all parents and children, an updated distribution q∗ by updating φ ∗f by  φ ∗ = φ q∗ {mi→f }i∈cp f +



∑



(5.56)



m j→f



j∈ch f )



5.6



Variational Bayesian Approximation (VBA)



Let consider the simple case of approximating p(f, θ |g) by q(f, θ ) = q1 (f) q2 (θ ) using as the approximation criterion KL(q(f, θ |g) : p(f, θ |g)): Z Z



KL(q : p) =



q q ln = p



Z



=



Z



q1 ln q1 +



Z Z



q1 q2 ln q2 ln q2 −



q1 q2 p



Z Z



= −H(q1 ) − H(q2 )− < ln p >q



q ln p (5.57)



The optimization of this criterion with respect to q1 and q2 can be done via an iterative algorithm:  h i  qb1 (f) ∝ exp hln p(f, θ |g)i qb2 (θ ) h i (5.58)  qb2 (θ ) ∝ exp hln p(f, θ |g)i qb1 (f) When the convergence is achieved we can use q1 and q2 for doing any computation, respectively related to f and θ . ) We may also note that: p(g, f, θ ) = p(g|f, θ ) p(f|θ ) p(θ ) and p(f, θ |g) = p(g,f,θ p(g) and so: p(g, f, θ ) df dθ q(f, θ ) ZZ p(g, f, θ ) ≥ q(f, θ ) ln df dθ q(f, θ ) ZZ



p(g) =



q(f, θ )



This last term is called Free energy: F (q) =



ZZ



q(f, θ ) ln



p(g, f, θ ) df dθ q(f, θ )



(5.59)
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and it is easy to show that the Evidence of the model M is related to these quantities by: p(g) = F (q) + KL(q : p) (5.60) As KL(q : p) ≥ 0, F (q) is a lower bound for p(g) and thus: (b q1 , qb2 ) = arg min {KL(q1 q2 : p)} = arg max {F (q1 q2 )} (q1 ,q2 )



(5.61)



(q1 ,q2 )



KL(q1 q2 : p) is a convex function wrt q1 when q2 is fixed and vice versa:  qb1 = arg minq1 {KL(q1 qb2 : p)} = arg maxq1 {F (q1 qb2 )} (5.62) qb2 = arg minq2 {KL(b q1 q2 : p)} = arg maxq2 {F (b q1 q2 )} It is also easy to show that:   qb1 (f)



h i ∝ exp hln p(g, f, θ )iqb2 (θ ) h i  qb2 (θ ) ∝ exp hln p(g, f, θ )i qb1 (f)



(5.63)



Up to now, we did not put any other constraints on q1 and q2 . To be able to develop an practical algorithm, we may constraint them to parametric families. Three particular cases are of great interest: • Case 1 : −→ Joint MAP  n o ( ef = arg max p(f, rθe|g) e e f qb1 (f|f) = δ (f − f) n o −→ e e θe= arg max p(ef, θ |g) qb2 (θ |θ ) = δ (θ − θ ) θ



(5.64)



• Case 2 : −→ EM 



 Q(θ , θe)= hln p(f, θ |g)i qb1 (f) ∝ p(f|θ , g) n q1 (f|θe) o (5.65) −→ e e θe qb2 (θ |θ ) = δ (θ − θ ) = arg maxθ Q(θ , θe)



• Case 3: Appropriate for inverse problems   Accounts for the uncertainties of qb1 (f) ∝ p(f|θe, g) −→ b qb2 (θ ) ∝ p(θ |f, g) θ for bf and vice versa.



(5.66)



in particular if p(f|θe, g) and p(θ |f, g) are Exponential families, with Conjugate priors.
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CHAPTER 5. APPROXIMATE BAYESIAN COMPUTATION A schematic comparison of these three cases is given in the following figure. • JMAP Alternate optimization Algorithm: n o θ (0) −→ θe−→ ef = arg maxf p(f, θe|g) −→ ef −→ bf ↑ ↓ n o e e b e e θ ←− θ ←− θ = arg maxθ p(f, θ |g) ←−f • Expectation-Maximization (EM): θ (0) −→ θe−→ ↑ θb ←− θe←−



q1 (f) = p(f|θe, g)



−→ q1 (f) −→ bf ↓



Q(θ , θe) = hln p(f, θ |g)iq1 (f) n o ←−q (f) 1 θe = arg max Q(θ , θe) θ



• Variational Bayesian Approximation (VBA): h i θ (0) −→ q2 (θ )−→ q1 (f) ∝ exp hln p(f, θ |g)iq2 (θ ) −→q1 (f) −→ bf ↑ ↓ h i b θ ←− q2 (θ )←− q2 (θ ) ∝ exp hln p(f, θ |g)iq1 (f) ←−q1 (f) Thus VBA englobes the JMAP and the Bayesian EM. As we could see the VBA is based on using KL (q|p) to find q. Another approach is to use the KL (p|q) which makes the main idea of the Expectation Propagation (EP) methods.



5.7



Expectation Propagation



In its general form the Expectation propagation (EP) is a method of distributional approximation via data partitioning. In its classical formulation, EP is an iterative approach to approximately minimizing the Kullback-Leibler divergence from a target density p(f), to a density q(f) from a tractable family such as exponential families. Since its introduction by [Opper+Winther:2000] and [Minka:2001b], EP has become a mainstay in the toolbox of Bayesian computational methods for inferring intractable posterior densities.



5.7. EXPECTATION PROPAGATION



5.7.1
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Basic algorithm



Expectation propagation (EP) is an iterative algorithm in which a target density p(f) is approximated by a density from some specified parametric family q(f). First introduced by [Opper+Winther:2000] and, shortly after, generalized by [Minka:2001b,Minka:2001a], EP belongs to a group of message passing algorithms, which infers the target density using a collection of localized inferences [Pea88]. In the following, first we introduce the general message passing framework and then specify the particular features of EP. Let us first assume that the target density f (f) has some convenient factorization: K



f (f) ∝ ∏ fk (f). k=0



In Bayesian inference, the target is typically the posterior density p(f|g), where one can assign for example one factor as the prior p(f) and other factors as the likelihood for one data point p(gk |f): K



p(f|g) ∝ p(f) ∏ p(gk |f)



(5.67)



k=1



A message passing algorithm works by iteratively approximating p(f|g) with a density q(f) which admits the same factorization: K



q(f) ∝ ∏ qk (f),



(5.68)



k=0



and using some suitable initialization for all qk (f). The factors fk (f) together with the associated approximations qk (f) are referred to as sites. At each iteration of the algorithm, and for k = 1, . . . , K, the current approximating function q(f) is replaced by qk (f) by the corresponding factor fk (f) from the target distribution. Accordingly, (with slight abuse of the term “distribution”) we define the cavity distribution, g−k (f) ∝



q(f) , qk (f)



and the tilted distribution, g\k (f) ∝ fk (f)g−k (f).
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The algorithm proceeds by first constructing an approximation gnew (θ ) to the tilted distribution g\k (f). After this, an updated approximation to the target dennew (f)/g (f). Iterating these updates in sity’s fk (f) can be obtained as gnew −k k (f) ∝ g sequence or in parallel gives the following algorithm. General message passing algorithm: 1. Choose initial site approximations qk (f). 2. Repeat for k ∈ {1, 2, . . . , K} until all site approximations qk (f) converge: (a) Compute the cavity distribution, g−k (f) ∝ q(f)/qk (f). (b) Update site approximation qk (f) so that qk (f)q−k (f) approximates pk (f)q−k (f). Each step of this general EP can be done in different ways. For example the step 2 can be done in serial or parallel batches. The last step (b) can be done, for example by qnew (5.69) k (f) = arg min {KL (pk (f)q−k (f)|qk (f)q−k (f))} qk



or any other divergence measure or even in an exact way. For example, classical message passing performs this step exactly to get the true tilted distribution [?]. In practice, we may consider the following considerations: • Partitionneng the data • Choosing the parametric form of the approximating qk (f) • Selection of the initial site approximations q0k (f) • Tools to perform inference on tilted distributions • Synchronous or Asynchronous site updates. • Application of constraints such as moments preservation, positive definiteness of the covariance matrices, etc. The step for choosing the ways to do inference on tilted distributions, we may consider three methods: • Mode-based tilted approximation • Variational tilted approximation • Simulated-based tilted approximation



5.8. GAUSSIAN CASE EXAMPLE



5.8
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Gaussian case example



Here, we consider a very simple example which consists in approximating P : p(x1 , x2 ) = N (x|µ, Σ)



(5.70)



by e (5.71) e1 , ve1 )N (x2 |µ e2 , ve2 ) = N (x|µ e , Σ) Q : q(x1 , x2 ) = q1 (x1 )q2 (x2 ) = N (x1 |µ where: 0 0 e =[µ e1 , µ e2 ]0 , x = [x  1 , x2 ] , µ =√[µ1 , µ2] , µ v ρ v1 v2 e = ve1 0 , √1 Σ= , Σ v2 ρ v1 v2 0 ve2 −1



det (Σ) = (1 − ρ 2 )v1 v2 ,



Σ



  e = ve1 ve2 det Σ



e−1 = Σ



5.8.1



and



1 (1−ρ 2 )v1 v2



=



1 ve1 ve2







1/e v2 0



 √ v2 −ρ v1 v2 √ , v1 −ρ v1 v2   0 1/e v1 0 = 1/e v1 0 1/e v2



Preliminary expressions



We have the following relations: 1 1 1 ln(2π) + ln det (Σ) + (x − µ)0 Σ−1 (x − µ) 2 2 2 1 1 1 2 ln(2π) + ln((1 − ρ )v1 v2 ) + (x − µ)0 Σ−1 (x − µ) = 2 2 2  1 1 1 2 = ln(2π) + ln((1 − ρ )v1 v2 ) + tr Σ−1 (x − µ)(x − µ)0 2 2 2 (5.72)



− ln p(x) =



  1 1 1 e + (x − µ e )0 Σ−1 (x − µ e) − ln q(x) = ln(2π) + ln det Σ 2 2 2 1 1 1 e−1 (x − µ e )0 Σ e) ln(2π) + ln(e v1 ve2 ) + (x − µ = 2 2 2  1 1 1 e−1 e )(x − µ e )0 = ln(2π) + ln(e v1 ve2 ) + tr Σ (x − µ 2 2 2 (5.73)
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  i 1 h  −1 e e e )0 Σ−1 (µ − µ e ) − 2 − ln det Σ−1 Σ tr Σ Σ + (µ − µ 2



(5.74)



and KL (P|Q) =



  −1 i 1 h e−1  e−1 (µ e Σ e − µ)0 Σ e − µ) − 2 − ln det Σ tr Σ Σ + (µ 2 e−1 Σ = Σ







 √ v1 v1 /e v1 ρ v1 v2 /e √ ρ v1 v2 /e v2 v2 /e v2



1 Σ Σ= (1 − ρ 2 )v1 v2 −1 e







 √ v2 v2 /e v1 −ρ v1 v2 /e √ −ρ v1 v2 /e v1 v1 /e v2



 −1  v e Σ = 1 + v2 tr Σ ve1 ve2  −1  v v (1 − ρ 2 ) e Σ = 1 2 det Σ ve1 ve2



1 ve1 ve2 + 1 − ρ 2 v1 v2   ve1 ve2 −1 e det Σ Σ = v1 v2 (1 − ρ 2 )



  −1 e tr Σ Σ =



(5.75) (5.76)



(5.77)



(5.78) (5.79)



(5.80) (5.81)



   1 1 ve1 ve2 ve1 ve2 0 −1 e ) Σ (µ − µ e ) − 2 − ln KL (Q|P) = + + (µ − µ 2 1 − ρ 2 v1 v2 v1 v2 (1 − ρ 2 ) (5.82) and    1 v1 v2 v1 v2 (1 − ρ 2 ) −1 0 e e − µ) Σ (µ e − µ) − 2 − ln KL (P|Q) = + + (µ 2 ve1 ve2 ve1 ve2 (5.83)
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5.8.2
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VBA



Using the expression    1 ve1 ve2 1 ve1 ve2 0 −1 e ) Σ (µ − µ e ) − 2 − ln KL (Q|P) = + + (µ − µ 2 1 − ρ 2 v1 v2 v1 v2 (1 − ρ 2 ) we have: ∂ KL (Q|P) e=µ = 0 −→ µ e ∂µ ∂ KL (Q|P) = 0 −→ ve1 = v1 (1 − ρ 2 ) ∂ ve1 e =µ µ ∂ KL (Q|P) = 0 −→ ve2 = v2 (1 − ρ 2 ) ∂ ve2 e =µ µ



(5.84) (5.85) (5.86)



Interestingly, we obtain for Q: q1 (x1 ) = N (x1 |µ1 , (1 − ρ 2 )v1 ) q2 (x2 ) = N (x2 |µ2 , (1 − ρ 2 )v2 ). So, the means are conserved, but the variances are underestimated. For the more general case, with any P and Q, we may just find the functional derivatives with respect to q1 and q2 and try to obtain an alternate optimization algorithm directly for q1 and q2 . Starting by re-writing: Z



KL (Q : P) =



Q Q ln = P



Z



=



Z



q1 q2 ln Z



q1 ln q1 +



q1 q2 p



q2 ln q2 −



Z



q1 q2 ln p



(5.87)



and computing the functional derivatives:   ∂ KL (Q|P) = 0 −→ q1 ∝ exp < ln p >q2 ∂ q1   ∂ KL (Q|P) = 0 −→ q2 ∝ exp < ln p >q1 ∂ q2 we obtain the VBA algorithm. For that, we need:



(5.88) (5.89)
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 1



tr Σ−1 (x − µ)(x − µ)0 q (x ) 1 1 2 h i p 1 2 e − 2x (µ + ρ x v /v ( µ − µ ) = c+ 1 1 1 2 2 2 2(1 − ρ 2 )v1 1  1



= c + tr Σ−1 (x − µ)(x − µ)0 q (x ) 2 2 2 h i p 1 2 e x − 2x (µ + ρ v /v ( µ − µ ) = c+ 2 2 2 1 1 1 2(1 − ρ 2 )v2 2 (5.90)



< ln p(x) >q1 = c +



< ln p(x) >q2



This gives the algorithm for VBA: ve1 = v1 (1 − ρ 2 ) ve2 = v2 (1 − ρ 2 ) p e1 = µ1 + ρ v1 /v2 (µ e2 − µ2 ) µ p e1 − µ1 ) e2 = µ2 + ρ v2 /v1 (µ µ



(5.91) (5.92)



We may check that this algorithm converges to the same solution: e1 = µ1 , µ



5.8.3



e2 = µ2 , µ



ve1 = (1 − ρ 2 )v1 ,



ve2 = (1 − ρ 2 )v2 .



(5.93)



EP



e1 ,µ e2 , ve1 and ve2 , we can compute the To obtain an iterative algorithm to compute µ e1 , µ e2 , ve1 , ve2 ]0 and then either use a gradient of KL (Q|P) with respect to the vector [µ fixed point or a gradient based algorithm to obtain an iterative updating algorithm. ∂ KL (P|Q) e=µ = 0 −→ µ e ∂µ ∂ KL (P|Q) |µe =µ = 0 −→ ve1 = v1 ∂ ve1 ∂ KL (P|Q) = 0 −→ ve2 = v2 ∂ ve2 e =µ µ



(5.94) (5.95) (5.96)



This time, we obtain for Q: q1 (x1 ) = N (x1 |µ1 , v1 ) and q2 (x2 ) = N (x2 |µ2 , v2 ). So, both the means and the variances are conserved.
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e1 ,µ e2 , ve1 and ve2 , we can Here too, to obtain an iterative algorithm to compute µ e1 , µ e2 , ve1 , ve2 ]0 and compute the gradient of KL (P|Q) with respect to the vector [µ then either use a fixed point or a gradient based algorithm to obtain an iterative updating algorithm. Z



KL (P : Q) = Z



=



P P ln − (P − Q) = Q p ln p −



Z



p ln q1 −



Z



p ln Z



p − (p − q1 q2 ) q1 q2



p ln q2 −



Z



(p − q1 q2 )



(5.97)



To obtain the EP algorithm, we need: ∂ KL (P|Q) = 0 −→ q1 ∝ ∂ q1 ∂ KL (P|Q) = 0 −→ q2 ∝ ∂ q2



p q2 p q1



(5.98) (5.99)



For the Gaussian case, we have: p e2 , ve2 ) = N (x|µ, Σ)/N (x2 |µ q2 p e1 , ve1 ) = N (x|µ, Σ)/N (x1 |µ q2 (x2 ) ∝ q1 q1 (x1 ) ∝



(5.100) (5.101)
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CHAPTER 5. APPROXIMATE BAYESIAN COMPUTATION A few conclusions: • VBA using KL (Q|P) estimates well the means but the variances are under estimated • EP using KL (P|Q) estimates well the means and the variances. A few extensions to consider: • General Multivariate Normal where p(x) = N (x|µ, Σ) and e with Σ e = diag {e e , Σ) q(x) = N (x|µ v}. • General exponential families  K where  p(x|θ ) = a(x) g(θ ) exp ∑k=1 φk (θ ) hk (x) = a(x) g(θ ) exp [φ t (θ )h(x)] and e with Σ e = diag {e e , Σ) q(x) = N (x|µ v} • General exponential families where p(x|θ ) = a(x) g(θ ) exp h[φ t (θ )h(x)]iand q(x|θe) = a(x) g(θe) exp φ t (θe)h(x)



5.9 5.9.1



Linear inverse problems case Supervised case p(f|g) ∝ p(f)p(g|f) ∝ p(f) ∏ p(gi |f) ∝ ∏ p( f j ) ∏ p(gi |f) i



j



(5.102)



i



In VBA, we were trying to approximate p(f|g) by q(f) ∝ ∏ q( f j )



(5.103)



j



p(f|g) ∝ p(f)p(g|f) ∝ p(f) ∏ pi (gi |f)



(5.104)



i



In EP, one tries to approximate p(f|g) by q(f) ∝ p(f) ∏ qi (f) i



(5.105)



5.10. NORMAL-INVERSE GAMMA EXAMPLE



5.9.2
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Unsupervised case p(f, vε , v f |g) ∝ p(f|v f )p(g|f, vε )p(vε )p(v f ) ∝ ∏[p( f j |v f j )p(v f j )] ∏[p(gi |f, vεi )p(vεi )] j



(5.106)



i



In VBA, we were trying to approximate p(f, vε , v f |g) by q(f, vε , v f ) ∝ ∏[q( f j )q(v f j )] ∏ q(vεi ) j



(5.107)



i



In EP, we were trying to approximate p(f, vε , v f |g) by q(f, vε , v f ) ∝ ∏[q( f j )q(v f j )] ∏[qi (gi |f, vεi )qi (vεi )] j



5.10



(5.108)



i



Normal-Inverse Gamma example



p(v, θ |g, φ 0 ) ∝ N (g|θ 1,hvI)N (θ |θ0 , v0 )I G (v|α0 , β0 ) i 1 n 1 −n/2 2 2 ∝v exp − 2v ∑i=1 (gi − θ ) − 2v0 (θ − θ0 ) v−α0 +1 exp [−β0 /v] h i   1 n ∝ v−n/2−α0 −1 exp − 2v ∑i=1 (gi − θ )2 − β0 /v exp − 2v10 (θ − θ0 )2 (5.109)



1 n ln p(v, θ |g, φ 0 ) = c + (−n/2 − α0 − 1) ln v − 2v ∑i=1 (gi − θ )2 − β0 /v− 2v10 (θ − θ0 )2 (5.110)



< ln p(v, θ |g, φ 0 ) >q1 (θ )



 1 1 n = c + (−n/2 − α0 − 1) ln v − ( ∑ gi − θ )2 + β0 v 2 i=1



< ln p(v, θ |g, φ 0 ) >q2 (v)



n 1 1 = c− (gi − θ )2 − (θ − θ0 )2 ∑ 2 < v > i=1 2v0



(5.111)
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VBA Algorithms



q1 (θ ) = N (θ |θe, v˜ ) v0 < v > /n θe = g¯ + θ0 , < v > /n + v0 < v > /n + v0 v0 < v > /n v˜ = v0+ < v > /n e , βe), q2 (v) = I G (v|α e = (−n/2 − α0 − 1), α 1 n βe = (β0 + ∑ (gi − < θ >)2 ) 2 i=1 (5.112)



We can obtain two different algorithms depending on the order of updating:



VBA Algorithm 1: Initialization v˜ = 1, θe = g¯ Iterations : e = −n/2 − α0 − 1, βe = β0 + 12 ∑ni=1 (gi − θe)2 α /n v0 e , v˜ = vv0+/n < v >= βe/α , θe = /n v˜ g¯ + v˜ θ0 0



VBA Algorithm 2: Initialization e = α0 − 1, βe = β0 α Iterations: /n v0 e , v˜ = vv0+/n < v >= βe/α , θe = /n v˜ g¯ + v˜ θ0 0 e = −n/2 − α0 − 1, βe = β0 + 21 ∑ni=1 (gi − θe)2 α



5.10. NORMAL-INVERSE GAMMA EXAMPLE



5.10.2



81



EP Algorithms



i h  1 n  p(v, θ |g, φ 0 ) ∝ v−n/2−α0 −1 exp − 2v ∑i=1 (gi − θ )2 − β0 /v exp − 2v10 (θ − θ0 )2 h i 1 e)2 q1 (θ |θe, v˜ ) ∝ v˜ −1/2 exp − 2˜ (θ − θ h v i e , βe) ∝ v−αt −1 exp −βe/v q2 (v)|α p(v,θ |g,φ 0 ) q1 (θ |θe,˜v)



=



h i 1 n v−n/2−α0 −1 exp[− 2v ∑i=1 (gi −θ )2 −β0 /v] exp − 2v1 (θ −θ0 )2 0



1 e2 v˜ −1/2 exp[− 2˜ v (θ −θ ) ] = v−n/2−α0 −1 v˜ +1/2



h i 1 n 2 − β /v − 1 (θ − θ )2 + 1 (θ − θ 2 e exp − 2v (g − θ ) ) ∑i=1 i 0 0 2v0 2˜v h i 1 n v−n/2−α0 −1 exp[− 2v ∑i=1 (gi −θ )2 −β0 /v] exp − 2v1 (θ −θ0 )2 0 h i = v−αt −1 exp −βe/v = v−n/2−α0 −1 vαt +1



p(v,θ |g,φ 0 ) e ,βe) q2 (v)|α



i h 1 n exp − 2v ∑i=1 (gi − θ )2 − β0 /v − 2v10 (θ − θ0 )2 + βe/v (5.113) q1 (v)



0 −1 v ∝ v−n/2−α ˜ +1/2 h



1 n exp − 2v ∑i=1 (gi − θ )2 − β0 /v − 2v10 (θ − θ0 )2 + 2˜1v (θ − θe)2



0 −1 vαt +1 q2 (θ ) ∝ v−n/2−α h



exp



1 n − 2v ∑i=1 (gi − θ )2 − β0 /v − 2v10 (θ



− θ0



i



i



)2 + βe/v



(5.114) Imposing v˜ = v for q1 (v) and θe = θ for q2 (θ ): q1 (v)



0 −1+1/2 ∝ v−n/2−α h



exp



i 2 e − θ ) ] − β0 /v e = −n/2 − α0 + 1/2, βe = 12 [∑ni=1 (gi − θ )2 + (θ − θe)2 ] + β0 α



1 [∑ni=1 (gi − θ )2 + (θ − 2v



e , βe), = I G (v|α e +1 0 −1 vα q2 (θ ) ∝ v−n/2−α h



i 1 n exp − 2v ∑i=1 (gi − θ )2 − β0 /v − 2v10 (θ − θ0 )2 + βe/v h i 1 n 2 − 1 (θ − θ )2 ∝ exp − 2v (g − θ ) ∑i=1 i 0 2v0 = N (θ |θe, v˜ ), θe =, v˜ = (5.115)
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Chapter 6 Summaries of Bayesian inference for inverse problems This chapter summarizes the Bayesian inference for linear inverse problems. First, we consider the simple case of g = Hf + ε and then the cases with more distinguished error terms, for example g = Hf + ξ + ε. For each case, we start by simplest supervised model, then the unsupervised case with the estimation of hyperparameters and then more sophisticated hierarchical priors.



6.1 6.1.1



Simple supervised case General relations g = Hf + ε θ2



θ1



f



ε



p(f|g, θ ) ∝ ?  ?  –



H g



?  



p(g|f, θ1 ) p(f|θ2 )



Objective: Infer f



bf = arg max {p(f|g, θ )} f Z Z – Posterior Mean (PM): bf = f p(f|g, θ ) df



– MAP:



p(g|f) ↓ p(f)→ Bayes →p(f|g)
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6.1.2



Gaussian case g = Hf + ε  p(g|f, vε ) = N (g|Hf, vε I) b → p(f|g, θ ) = N (f|bf, Σ) p(f|v ) = N (f|0, v I) f f vf vε bf = arg min {J(f)} with – MAP: f ?  ?  1 2 + 1 kfk2 J(f) = kg − Hfk ε vε vf f  



–(Posterior Mean (PM)=MAP: bf = (Ht H + λ I)−1 Ht g with λ = b = (Ht H + λ I)−1 Σ



H g



?  



vε vf .



vε , v f ↓ g→



6.1.3



Bayes



→ bf b →Σ



Gauss-Markov model



vf ,D



vε



g = Hf + ε



?  ?  



f



ε



 



H g



?  



p(g|f, vε ) = N (g|Hf, vε I) b → p(f|g, θ ) = N (f|bf, Σ) p(f|v f ) = N (f|0, v f (DDt )−1 I)



– MAP:



J(f) =







1 1 2 vε kg − |Hfk + v f



–(Posterior Mean (PM)=MAP: bf = (Ht H + λ Dt D]−1 Ht g b = vε (Ht H + λ Dt D]−1 with λ = Σ vε , v f , D ↓ g→



Bayes



→ bf b →Σ



kDfk2



ve vf .



6.2. UNSUPERVISED CASE



6.2
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Unsupervised case



Here we consider the case where we want to estimate the hyperparameters of the problem too. The starting point is to write the expression of the joint posterior law: p(f, θ |g) ∝ p(g|f, θ 1 ) p(f|θ 2 ) p(θ ) (6.1) Then, different possibilities are considered.



6.2.1



General relations



Unsupervised case: Hyper parameter estimation p(f, θ |g) ∝ p(g|f, θ 1 ) p(f|θ 2 ) p(θ ) – Objective: Infer (f, θ ) Methods:



β0



α0



– JMAP: (bf, θb) = arg max(f,θ ) {p(f, θ |g)} – Marginalization Type 1: ZZ



?  ? 



θ2



θ1



p(f|g) =



  – ?  ? 



f



ε



Marginalization Type 2: ZZ



 p(θ |g) =



H g



p(f, θ |g) dθ



p(f, θ |g) df followed by:



? 



n o θb = arg maxθ {p(θ |g)} → bf = arg maxf p(f|g, θb)







– MCMC Gibbs sampling: f ∼ p(f|θ , g) → θ ∼ p(θ |f, g) until convergence Use samples generated to compute mean and variances – VBA: Approximate p(f, θ |g) by q1 (f) q2 (θ ) Use q1 (f) to infer f and q2 (θ ) to infer θ



86



CHAPTER 6. SUMMARIES OF BAYESIAN INFERENCE



6.2.2



JMAP, Marginalization, VBA



• JMAP: p(f, θ |g) optimization



−→ bf −→ θb



• Marginalization over parameters (Type 1): p(f, θ |g) −→



p(f|g)



−→ bf



Joint Posterior Marginalize over θ



• Marginalization over hidden variables (Type 2): p(f, θ |g) −→



p(θ |g)



−→ θb −→ p(f|θb, g) −→ bf Joint Posterior Marginalize over f



• Variational Bayesian Approximation



p(f, θ |g) −→



Variational Bayesian Approximation



−→ q1 (f) −→ bf −→ q2 (θ ) −→ θb



6.2. UNSUPERVISED CASE



6.2.3
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Non stationary noise and sparsity enforcing model



• Non stationary noise: g = Hf + ε, p(εi ) = N (εi |0, vεi ) → p(ε) = N (ε|0,V ε = diag {vε 1 , · · · , vε M })



• Student-t prior model for sparsity enforcing: p( f j |v f j ) = N ( f j |0, v f j ) and p(v f j ) = I G (v f j |α f0 , β f0 ) → p( f j ) = S t( f j |α f0 , β f0 )



p(g|f, vε ) = N (g|Hf,V ε ), V ε = diag {vε }  p(f|v f ) = N (f|0,V f ), V f = diag v f ( p(vε ) = ∏i I G (vεi |αε0 , βε0 ) (



α f0 , β f0 αε0 , βε0



?  ? 



vf



vε



f



ε



p(v f ) = ∏i I G (v f j |α f0 , β f0 ) p(g|f, vε ) p(f|v f ) p(vε ) p(v f )



  p(f, vε , v f |g) ∝ ?  ?   Objective:



H g



Infer (f, vε , v f )



? 



 – JMAP: (bf,b vε ,b v f ) = arg maxf,vε ,v f p(f, vε , v f |g)







– VBA: Approximate p(f, vε , v f |g) by q1 (f) q2 (vε ) q3 (v f )



αε0 , βε0 , α f0 , β f0 ↓ g→



→ bf JMAP Bayes → b vε →b vf



αε0 , βε0 , α f0 , β f0 ↓ g→



→ q1 (bf) VBA Bayes → q2 (b vε ) → q3 (b vf )
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Sparse model in a Transform domain 1



g = Hf + ε, f = Dz, z sparse  p(g|z, vε ) = N (g|HDf, vε I) p(z|vz ) = N (z|0,V z ), V z = diag {vz }  p(vε ) = I G (vε |αε0 , βε0 ) p(vz ) = ∏i I G (vz j |αz0 , βz0 ) αz0 , βz0



p(z, vε , vz |g) ∝p(g|z, vε ) p(z|vz ) p(vε ) p(vz )



? 



vz



αε0 , βε0 Objective:  ?  ?  z



vε



f



ε



Infer (f, vε , v f )



– JMAP:



  D ?  (b z, vˆε ,b vz ) = arg max {p(z, vε , vz |g)} ?   Alternate



H?  g 



(z,vε ,vz )



optimization:  b z = arg min  z {J(z)} with:   1 2 −1/2 zk2   J(z) = 2vˆε kg − HDzk + kV z βz +b z2



j b vz j = αz 0+1/2   0  2   vˆε = βε0 +kg−HDbzk



αε0 +M/2



– VBA: Approximate p(z, vε , vz , vξ |g) by q1 (z) q2 (vε ) q3 (vz ) Alternate optimization.



αε0 , βε0 , αz0 , βz0 ↓ g→



→ bf JMAP Bayes → b vε →b vf



αε0 , βε0 , αz0 , βz0 ↓ g→



→ q1 (bf) VBA Bayes → q2 (b vε ) → q3 (b vf )



6.2. UNSUPERVISED CASE



6.2.5
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Sparse model in a Transform domain 2



g = Hf + ε, f = Dz + ξ , z sparse   p(g|f, vε ) = N (g|Hf, vε I) p(f|z) = N (f|Dz, vξ I),  V z = diag {vz }  p(z|vz ) = N (z|0,V z ), αξ0 , βξ0 αz0 , βz0 p(v ) = I G (v |α , β )  ε ε ε0 ε0 ?  ?  p(v ) = I G (vz j |αz0 , βz0 ) ∏ i vξ vz αε , βε  z 0 0   p(vξ ) = I G (vξ |αξ0 , βξ0 ) ?  ?  ?  vε p(f, z, vε , vz , vξ |g) ∝p(g|f, vε ) p(f|z f ) p(z|vz ) z ξ    p(vε ) p(vz ) p(vξ ) D ?  ? @  R f @ Objective: Infer (f, vε , v f , vξ ) ε  



H g



?  



– JMAP:  (bf,b z, vˆε ,b vz ,b vξ ) = arg max p(f, z, vε , vz , vξ |g) (f,z,vε ,vz ,vξ ) Alternate optimization. – VBA: Approximate p(f, z, vε , vz , vξ |g) by q1 (f) q2 (z) q3 (vε ) q4 (vz ) q5 (vξ ) Alternate optimization.



g



αε0 , βε0 , αz0 , βz0 , αξ0 , βξ0



αε0 , βε0 , αz0 , βz0 , αξ0 , βξ0



↓



↓



→



JMAP Bayes



→ bf →b z →b vz →b vε →b vf



g



→



VBA Bayes



→ q1 (bf) → q2 (b z) → q3 (b vz ) → q4 (b vε ) → q5 (b vf )
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Non stationary noise, Dictionary based, Sparse representation



 ε Gaussian g = u + ε, u = Hf + ζ , ζ Sparse   f = Dz + ξ , z Sparse, ξ Gaussian; p(g|u, vε ) = N (g|u,V ε ), V ε = diag {vε } p(vε ) = ∏i I G (vεi |αε0 , βε0 );   p(u|f, vε ) = N (u|Hf,V ζ ), V ζ = diag vζ αξ0 , βξ0 αz0 , βz0 p(vζ ) = ∏ j I G (vζ j |αζ0 , βζ0 ); ?  ?   vξ vz αζ , βζ  p(f|z) = N (f|Dz, vI), 0 0   p(z|vz ) = N (z|0,V z ), V z = diag {vz } ?  ?  ?   v p(vz ) = ∏ j I G (vz j |αz0 , βz0 ); z ζ ξ    p(f, z, vε , vz |g) ∝p(g|f, vε ) p(f|z f ) p(z|vz ) D ?  @  ? R f αε0 , βε0 @ p(vε ) p(vz ) p(vξ ) ζ   ?  Objective: Infer (f, z, u, vε , vz , vξ , vζ ) H? vε   u ?  – JMAP:   ε P  ? (bf,b z, u, vˆε ,b vz ,b vξ , vζ ) = arg max p(f, z, u, vε , vz , vξ , vζ |g)  q g P (f,z,u,vε ,vz ,vξ ,vζ )  Alternate optimization. – VBA: Approximate p(f, z, u, vε , vz , vξ , vζ |g) by q1 (f) q2 (z) q3 (vε ) q4 (vz ) q5 (vξ ) q6 (vζ ) Alternate optimization.



g→



αε0 , βε0 , αζ 0 , βζ 0 αz0 , βz0 , αξ0 , βξ0



αε0 , βε0 , αζ 0 , βζ 0 αz0 , βz0 , αξ0 , βξ0



↓



↓



→ bf →b z JMAP Bayes b →u → θb



g→



VBA Bayes



→ q1 (bf) → q2 (b z) → q3 (b u) → q4 (θb)



6.3. NON STATIONARY NOISE, DICTIONARY BASED, SPARSE REPRESENTATION91



6.3.1



Gauss-Markov-Potts prior models for images



f (r)



z(r)



c(r) = 1 − δ (z(r) − z(r0 ))



 g = Hf + ε a0 p(g|f, vε ) = N (g|Hf, vε I) m0 , v0  α0 , β0 K, γ αε0 , βε0  p(vε ) = I G (vε |αε0 , βε0 ) ?  ?  ?    p( f (r)|z(r) = k, mk , vk ) = N ( f (r)|mk , vk ) vε   z θ  p(f|z, θ ) = ∑k ∏r∈Rk ak N ( f (r)|mk , vk ),    θ = {(ak , mk , vk ), k = 1, · · · , K} @  ?  ?  R @ f  ε p(θ ) = D(a|a 0 )N (a|m0 , v0)I G (v|α0 , β0 )      p(z|γ) ∝ exp γ ∑r ∑r0 ∈N (r) δ (z(r) − z(r0 )) Potts MRF H?  p(f, z, θ |g) ∝ p(g|f, vε ) p(f|z, θ ) p(z|γ) g  MCMC: Gibbs Sampling VBA: Alternate optimization.



γ, K, a0 , m0 , v0 , α0 , β0 ↓



g →



JMAP Bayes



γ, K, a0 , m0 , v0 , α0 , β0 ↓ → bf →b z → θb →b vε



g →



VBA Bayes



→ q1 (bf) → q2 (b z) → q3 (θb) → q4 (vˆε )
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Chapter 7 Some complements to Bayesian estimation 7.1



Choice of a prior law in the Bayesian estimation



One of the main difficulties in the application of Bayesian theory in practice is the choice or the attribution of the direct probability distributions f (x|θ ) and π(θ ). In general, f (x|θ ) is obtained via an appropriate model relating the observable quantity X to the parameters θ and is well accepted. The choice or the attribution of the prior π(θ ) has been, and still is, the main subject of discussion and controversy between the Bayesian and orthodox statisticians. Here, I will try to give a brief summary of different approaches and different tools that can be used to attribute a prior probability distribution. There are mainly four tools: • use of some invariance principles • use of maximum entropy (ME) principle • use of conjugate and reference priors • use of other information criteria



7.1.1



Invariance principles



D´efinition 1 [Group invariance] A probability distribution model f (x|θ ) is said to be invariant (or closed) under the action of a group of transformations G if, for 93
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every g ∈ G , there exists an unique θ ∗ = g(θ ¯ ) ∈ T such that y = g(x) is distributed ∗ according to f (y|θ ). Exemple 1 Any probability density function in the form f (x|θ ) = f (x − θ ) is invariant under the translation group G : {gc (x) : gc (x) = x + c,



c ∈ IR}



(7.1)



This can be verified as follows x ∼ f (x − θ ) −→ y = x + c ∼ f (y − θ ∗ ) with



θ∗ = θ +c



Exemple 2 Any probability density function in the form f (x|θ ) = variant under the multiplicative or scale transformation group G : {gs (x) : gs (x) = s x,



1 θ



f ( θx ) is in-



s > 0}



(7.2)



This can be verified as follows x∼



1 x 1 y f ( ) −→ y = s x ∼ ∗ f ( ∗ ) with θ ∗ = s θ θ θ θ θ



Exemple 3 Any probability density function in the form f (x|θ1 , θ2 ) = is invariant under the affine transformation group  G : ga,b (x) : ga,b (x) = a x + b, a > 0, b ∈ IR



1 θ2



1 f ( x−θ θ2 )



(7.3)



This can be verified as follows x∼



1 x − θ1 1 y−θ∗ f( ) −→ y = a x+b ∼ ∗ f ( ∗ 1 ) with θ2∗ = a θ2 , θ2 θ2 θ2 θ2



θ1∗ = a θ1 +b.



Exemple 4 Any multi variable probability density function in the form f (x|θ ) = f (x − θ ) is invariant under the translation group G : {gc (x) : gc (x) = x − c,



c ∈ IRn }



(7.4)



Exemple 5 Any multi variable probability density function in the form f (x) = f (kxk) is invariant under the orthogonal transformation group  G : gA (x) : gA (x) = A x, At A = AAt = I (7.5)



7.1. CHOICE OF A PRIOR LAW IN THE BAYESIAN ESTIMATION
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Exemple 6 Any multi variable probability density function in the form f (x|θ ) = kxk 1 θ f ( θ ) is invariant under the following transformation group  G : gA,s (x) : gA,s (x) = s A x,



At A = AAt = I,



s > 0.



(7.6)



This can be verified as follows x∼



1 kxk 1 kyk f( ) −→ y = s A x ∼ ∗ f ( ∗ ) with θ ∗ = s θ . θ θ θ θ



From these examples we see also that any invariance transformation group G on x ∈ X induces a corresponding transformation group G¯ on θ ∈ T . For example for the translation invariance G on x ∈ X induces the following translation group on θ ∈ T G¯ : {g¯c (θ ) : g¯c (θ ) = θ + c, c ∈ IR} (7.7) and the scale invariance G on x ∈ X induces the following translation groupe on θ ∈T G¯ : {g¯s (θ ) : g¯s (θ ) = s θ , s > 0} (7.8) We just see that for an invariant family of f (x|θ ) we have a corresponding invariant family of prior laws π(θ ). To be complete, we have also to consider the cost function to be able to define the Bayesian estimate. D´efinition 2 [Invariant cost functions] Assume a probability distribution model f (x|θ ) is invariant under the action of the group of transformations G . Then the cost function c[θ , θb] is said to be invariant under the group of transformations G˜ if, for every g ∈ G and θb ∈ T , there exists an unique θb∗ = g( ˜ θb) ∈ T with g˜ ∈ G˜ such that c[θ , θb] = c[g(θ ¯ ), θb∗ ] for every θ ∈ T .



D´efinition 3 [Invariant estimate] For an invariant probability distribution model f (x|θ ) under the group of transformation Gc and an invariant cost function c[θ , θb] under the corresponding group of transformation G¯, an estimate θb is said to be invariant or equivariant if   b b θ (g(x)) = g˜ θ (x)
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Exemple 7 Estimation of θ from the data coming from any model of the kind f (x|θ ) = f (x − θ ) with a quadratic cost function c[θ , θb] = (θ − θb)2 is equivariant and we have G = G¯ = G˜ = {gc (x) : gc (x) = x − c,



c ∈ IR}



Exemple 8 Estimation of θ from the data coming from any model of the kind f (x|θ ) = θ1 f ( θ1 ) with the entropy cost function c[θ , θb] =



θ θ − ln( ) − 1 θb θb



is equivariant and we have G = {gs (x) : gs (x) = s x, s > 0} G¯ = G˜ = {gs (θ ) : gs (θ ) = s θ , s > 0} Proposition 1 [Invariant Bayesian estimate] Suppose that a probability distribution model f (x|θ ) is invariant under the group of transformations G and that there exists a probability distribution distribution π ∗ (θ ) on T which is invariant under the group of transformations G¯, i.e. , π ∗ (g(A)) ¯ = π ∗ (A) for any measurable set A ∈ T . Then the Bayes estimator associated with π ∗ , noted θb∗ minimizes ZZ  ZZ  ZZ h h ii    π ∗ (θ ) dθ R θ , θb π ∗ (θ ) dθ = R θ , g( ¯ θb) π ∗ (θ ) dθ = E c θ , g¯ θb( X) over θb. If this Bayes estimator is unique, it satisfies   θb∗ (x) = g˜−1 θb∗ (g(x)) Therefore, a Bayes estimator associated with an invariant prior and a strictly convex invariant cost function is almost equivariant. Actually, invariant probability distribution distributions are rare. The following are some examples:



7.2. CONJUGATE PRIORS



97



Exemple 9 If π(θ ) is invariant under the translation group Gc , it satisfies π(θ ) = π(θ + c) for every θ and for every c, which implies that π(θ ) = π(0) uniformly on IR and this leads to the Lebesgue measure as an invariant measure. Exemple 10 If θ > 0 and π(θ ) is invariant under the scale group Gs , it satisfies π(θ ) = s π(sθ ) for every θ > 0 and for every s > 0, which implies that π(θ ) = 1/θ . Note that in both cases the invariant laws are improper.



7.2



Conjugate priors



The conjugate prior concept is tightly related to the sufficient statistics and exponential families. D´efinition 4 [Sufficient statistics] When X ∼ Pθ (x), a function h(X) is said to be a sufficient statistics for {Pθ (x), θ ∈ T } if the distribution of X conditioned on h(X) does not depend on θ for θ ∈ T .



D´efinition 5 [Minimal sufficiency] A function h(X) is said to be minimal sufficient for {Pθ (x), θ ∈ T } if it is a function of every other sufficient statistics for Pθ (x). A minimal sufficient statistics contains the whole information brought by the observation X = x about θ . Proposition 2 [Factorization theorem] Suppose that {Pθ (x), θ ∈ T } has a corresponding family of densities {pθ (x), θ ∈ T }. A statistic T is sufficient for θ if and only if there exist functions gθ and h such that pθ (x) = gθ (T (x)) h(x)



(7.9)



for all x ∈ Γ and θ ∈ T . Exemple 11 If X ∼ N (θ , 1) then T (x) = x can be chosen as a sufficient statistics.
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Exemple 12 If {X1 , X2 , . . . , Xn } are i.i.d. and Xi ∼ N (θ , 1) then " # 1 n −n/2 2 f (x|θ ) = (2π) exp − ∑ (xi − θ ) 2 i=1 # " # " h n i n 1 n 2 −n/2 2 = exp − ∑ xi (2π) exp − θ exp θ ∑ xi 2 i=1 2 i=1 and we have T (x) = ∑ni=1 xi . Note that, in this case, we need to know n and x¯ = n1 ∑ni=1 xi . Note also that we can write f (x|θ ) = a(x) g(θ ) exp [θ T (x)] where h n i g(θ ) = (2π)−n/2 exp − θ 2 2



"



1 n and a(x) = exp − ∑ xi2 2 i=1



#



Exemple 13 If X ∼ N (0, θ ) then T (x) = x2 can be chosen as a sufficient statistics . Exemple 14 If X ∼ N (θ1 , θ2 ) then T1 (x) = x2 and T2 (x) = x can be chosen as a set of sufficient statistics. Exemple 15 If {X1 , X2 , . . . , Xn } are i.i.d. and Xi ∼ N (θ1 , θ2 ) then # " n 1 −1/2 f (x|θ1 , θ2 ) = (2π)−n/2 θ2 exp − ∑ (xi − θ1)2 2θ2 i=1 " #  n n 2 nθ 1 θ −1/2 1 = (2π)−n/2 θ2 exp − 1 exp − ∑ xi2 + θ2 ∑ xi 2θ2 2θ2 i=1 i=1 and we have T1 (x) = ∑ni=1 xi and T2 (x) = ∑ni=1 xi2 . Note also that we can write 



 θ1 1 T1 (x) − T2 (x) f (x|θ ) = a(x) g(θ1 , θ2 ) exp θ2 2θ2
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where −1/2 g(θ1 , θ2 ) = (2π)−n/2 θ2 exp



and a(x) = 1.



−1 2θ2 are called canonical parametrization. It 1 n 1 n 2 2 n ∑i=1 xi and x = n ∑i=1 xi as the sufficient statistics.



In this case, n, x¯ =



  nθ12 − 2θ2



θ1 θ2



and



is also usual to use



Exemple 16 If X ∼ Gam(α, θ ) then T (x) = x can be chosen as a sufficient statistics . Exemple 17 If X ∼ Gam(θ , β ) then T (x) = ln x can be chosen as a sufficient statistics . Exemple 18 If X ∼ Gam(θ1 , θ2 ) then T1 (x) = ln x and T2 (x) = x can be chosen as a set of sufficient statistics. Exemple 19 If {X1 , X2 , . . . , Xn } are i.i.d. and Xi ∼ Gam(θ1 , θ2 ) then it is easy to show that T1 (x) = ∑ni=1 ln xi and T2 (x) = ∑ni=1 xi . D´efinition 6 [Exponential family] A class of distributions {Pθ (x), θ ∈ T } is said to be an exponential family if there exist: a(x) a function of Γ on IR, g(θ ) a function of T on IR+ , φk (θ ) functions of T on IR, and hk (x) functions of Γ on IR such that " # K



pθ (x) = p(x|θ ) = a(x) g(θ ) exp



∑ φk (θ ) hk (x) k=1  t



 = a(x) g(θ ) exp φ (θ )h(x) for all θ ∈ T and x ∈ Γ. This family is entirely determined by a(x), g(θ ), and {φk (θ ), hk (x), k = 1, · · · , K} and is noted Exfn(x|a, g, φ , h) Particular cases: • When a(x) = 1 and g(θ ) = exp [−b(θ )] we have   p(x|θ ) = exp φ t (θ )h(x) − b(θ ) and is noted CExf(x|b, φ , h).
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• Natural exponential family: When a(x) = 1, g(θ ) = exp [−b(θ )], h(x) = x and φ (θ ) = θ we have   p(x|θ ) = exp θ t x − b(θ ) Exf(x|b). and is noted NExf(x|b). • Scalar random variable with a vector parameter: p(x|θ ) = Exf(x|a, g, φ , h) "



#



K



= a(x)g(θ ) exp



∑ φk (θ )hk (x) k=1  t



 = a(x)g(θ ) exp φ (θ )h(x) and is noted Exfk(x|a, g, φ , h). • Scalar random variable with a scalar parameter: p(x|θ ) = Exf(x|a, g, φ , h) = a(x)g(θ ) exp [φ (θ )h(x)] and is noted Exf(x|a, g, φ , h). • Simple scalar exponential family: p(x|θ ) = θ exp [−θ x] = exp [−θ x + ln θ ] ,



x ≥ 0,



θ ≥ 0.



D´efinition 7 [Conjugate distributions] A family F of probability distribution distributions π(θ ) on T is said to be conjugate (or closed under sampling) if, for every π(θ ) ∈ F , the posterior distribution π(θ |x) also belongs to F . The main argument for the development of the conjugate priors is the following: When the observation of a variable X with a probability distribution law f (x|θ ) modifies the prior π(θ ) to a posterior π(θ |x), the information conveyed by x about θ is obviously limited, therefore it should not lead to a modification of the whole structure of π(θ ), but only of its parameters.
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D´efinition 8 [Conjugate priors] Assume that f (x|θ ) = l(θ |x) = l(θ |t(x)) where t = {n, s} = {n, s1 , . . . , sk } is a vector of dimension k + 1 and is sufficient statistics for f (x|θ ). Then, if there exists a vector {τ0 , τ} = {τ0 , τ1 , . . . , τk } such that π(θ |τ) = ZZ



f (s = (τ1 , · · · , τk )|θ , n = τ0 ) f (s = (τ1 , · · · , τk )|θ 0 , n = τ0 ) dθ 0



exists and defines a family F of distributions for θ ∈ T , then the posterior π(θ |x, τ) will remain in the same family F . The prior distribution π(θ |τ) is then a conjugate prior for the sampling distribution f (x|θ ). Proposition 3 [Sufficient statistics for the exponential family] For a set of n i.i.d. samples {x1 , · · · , xn } of a random variable X ∼ Exf(x|a, g, θ , h) we have ! " # n



K



n



f (x|θ ) = ∏ f (x j |θ ) = [g(θ )]n j=1



∏ a(x j )



n



∑ φk (θ ) ∑ hk (x j )



exp



j=1



j=1



k=1



"



#



n



= gn (θ ) a(x) exp φ t (θ ) ∑ h(x j ) , j=1



where a(x) = ∏nj=1 a(x j ). Then, using the factorization theorem it is easy to see that ( ) n



n



n, ∑ h1 (x j ), · · · , ∑ hK (x j )



t=



j=1



j=1



is a sufficient statistics for θ . Proposition 4 [Conjugate priors of the Exponential family] A conjugate prior family for the exponential family " # K



f (x|θ ) = a(x) g(θ ) exp



∑ φk (θ ) hk (x) k=1



is given by " π(θ |τ0 , τ) = z(τ)[g(θ )]τ0 exp



#



K



∑ τk φk (θ ) k=1



The associated posterior law is " n+τ0



π(θ |x, τ0 , τ) ∝ [g(θ )]



a(x)z(τ) exp



K



∑ k=1



n



!



τk + ∑ hk (x j ) j=1



# φk (θ ) .
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We can rewrite this in a more compact way: If f (x|θ ) = Exfn(x|a(x), g(θ ), φ , h), then a conjugate prior family is π(θ |τ) = Exfn(θ |gτ0 , z(τ), τ, φ ), and the associated posterior law is π(θ |x, τ) = Exfn(θ |gn+τ0 , a(x) z(τ), τ 0 , φ ) where



n



τk0 = τk + ∑ hk (x j ) j=1



or ¯ τ 0 = τ + h,



n



with h¯ k =



∑ hk (x j ).



j=1



D´efinition 9 [Conjugate priors of natural exponential family] If   f (x|θ ) = a(x) exp θ t x − b(θ ) Then a conjugate prior family is   π(θ |τ 0 ) = g(θ ) exp τ t0 θ − d(τ 0 ) and the corresponding posterior is   π(θ |x, τ 0 ) = g(θ ) exp τ tn θ − d(τ n ) where x¯ n =



1 n



with τ n = τ 0 + x¯



n



∑ xj



j=1



A slightly more general notation which gives some more explicit properties of the conjugate priors of the natural exponential family is the following: If   f (x|θ ) = a(x) exp θ t x − b(θ )
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Then a conjugate prior family is   π(θ |α0 , τ 0 ) = g(α0 , τ 0 ) exp α0 τ t0 θ − α0 b(τ 0 ) The posterior is   π(θ |α0 , τ 0 , x) = g(α, τ) exp α τ t θ − αb(τ) with α = α0 + n



and τ =



α0 τ 0 + n¯x ) (α0 + n)



and we have the following properties: ¯ ] = ∇b(θ ) E [X|θ ] = E [X|θ E [∇b(Θ)|α0 , τ 0 ] = τ 0 n n¯x + α0 τ 0 = π x¯ n + (1 − π)τ 0 , with π = E [∇b(θ )|α0 , τ 0 , x] = α0 + n α0 + n
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Conjugate priors Observation law p(x|θ )



Prior law p(θ |τ)



Posterior law p(θ |x, τ) ∝ p(θ |τ)p(x|θ ) Discrete variables



Binomial Bin(x|n, θ ) Negative Binomial NegBin(x|n, θ ) Multinomial Mk (x|θ1 , · · · , θk ) Poisson Pn(x|θ ) Gamma Gam(x|ν, θ ) Beta Bet(x|α, θ ) Normal N(x|θ , σ 2 )



Beta Bet(θ |α, β ) Beta Bet(θ |α, β ) Dirichlet Dik (θ |α1 , · · · , αk ) Gamma Gam(θ |α, β ) Gamma Gam(θ |α, β ) Exponential Ex(θ |λ ) Normal N(θ |µ, τ 2 )



Beta Bet(θ |α + x, β + n − x) Beta Bet(θ |α + n, β + x) Dirichlet Dik (θ |α1 + x1 , · · · , αk + xk ) Gamma Gam(θ |α + x, β + 1) Gamma Gam(θ |α + ν, β + x) Exponential Ex(θ |λ − log(1 − x)) Normal   2



2



2 2



+τ x σ τ N µ| µσ , σ 2 +τ 2 σ 2 +τ 2



Continuous variables Normal N(x|µ, 1/θ ) Normal N(x|θ , θ 2 )



Gamma Gam(θ |α, β ) Generalized inverse Normal INg(θ |α, hµ, σ ) ∝ 2 i |θ |−α exp − 2σ1 2 θ1 − µ



Gamma  Gam θ |α + 12 , β + 12 (µ − x)2 Generalized inverse Normal INg(θ |αn , µn , σn )



Table 7.1: Relation between the sampling distributions, their associated conjugate priors and their corresponding posteriors



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION105



7.3



Non informative priors based on Fisher information



Another notion of information related to the maximum likelihood estimation is the Fisher information. In this section, first we give some definitions and results related to this notion and we see how this is used to define non informative priors. Proposition 5 [Information Inequality] Let θb be an estimate of the parameter θ in a family {Pθ ; θ ∈ T } and assume that the following conditions hold: 1. The family {Pθ ; θ ∈ T } has a corresponding family of densities {pθ (x); θ ∈ T }, all with the same support. 2. pθ (x) is differentiable for all θ ∈ T and all x in its support. 3. The integral Z



g(θ ) =



h(x) pθ (x) µ( dx) Γ



exists and is differentiable for θ ∈ T , for h(x) = θb(x) and for h(x) = 1 and ∂ g(θ ) = ∂θ



Z



h(x) Γ



∂ pθ (x) µ( dx) ∂θ



Then h Varθ [θb(X)] ≥ where def Iθ = Eθ Furthermore, if and if



∂2 p (x) ∂θ2 θ



(



∂ ∂ θ Eθ



oi2 n b θ (X) Iθ



2 ) ∂ ln pθ (X) ∂θ



(7.11)



exists for all θ ∈ T and all x in the support of pθ (x),



∂2 ∂2 p (x) µ( dx) = pθ (x) µ( dx) θ ∂θ2 ∂θ2 then Iθ can be computed via  2  ∂ Iθ = −Eθ ln pθ (X) ∂θ2 Z



(7.10)



Z



(7.12)
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The quantity defined in (7.11) is known as Fisher’s information for estimating θ from X, and (7.10) is called the information inequality. n o For the particular case in which θb is unbiased Eθ θb(X) = θ , the information inequality becomes 1 Varθ [θb(X)] ≥ Iθ Expression



1 Iθ



(7.13)



is known as the Cramer-Rao lower bound (CRLB).



Exemple 20 [The information Inequality for exponential families] Assume that T is open and pθ is given by pθ (x) = a(x) g(θ ) exp [g(θ ) h(x)] Then it can be shown that ( 2 ) 2 ∂ def Iθ = Eθ ln pθ (X) = g0 (θ ) Varθ (h(X)) ∂θ



(7.14)



and ∂ Eθ {h(X)} = g0 (θ ) Varθ (h(X)) (7.15) ∂θ and thus, if we choose θb(x) = h(x) we obtain the lower bound in the information inequality (7.10) h n oi2 ∂ b ∂ θ Eθ θ (X) Varθ [θb(X)] = (7.16) Iθ



D´efinition 10 [Non informative priors] Assume X ∼ f (x|θ ) = pθ (x) and assume that ( 2 )  2  ∂ ∂ def Iθ = Eθ ln pθ (X) = −Eθ ln pθ (X) (7.17) ∂θ ∂θ2 Then, a non informative prior π(θ ) is defined as 1/2



π(θ ) ∝ Iθ



(7.18)



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION107 D´efinition 11 [Non informative priors, case of vector parameters] Assume X ∼ f (x|θ ) = pθ (x) and assume that   ∂2 def Ii j (θ ) = −Eθ ln pθ (X) ∂ θi ∂ θ j



(7.19)



Then, a non informative prior π(θ ) is defined as π(θ ) ∝ det (I(θ ))1/2



(7.20)



where I(θ ) is the Fisher information matrix with the elements Ii j (θ ). Exemple 21 If   f (x|θ ) = a(x) exp θ t x − b(θ ) then I(θ ) = ∇∇t b(θ ) and π(θ ) ∝ det (I(θ ))1/2 Exemple 22 If  f (x|θ ) = N µ, σ 2 , then



(" I(θ ) = Eθ



1 σ2 2(X−µ) σ3



θ = (µ, σ 2 )



2(X−µ) σ3 3(X−µ)2 − σ12 σ4



and π(θ ) = π(µ, σ 2 ) ∝



#)



 =



1 σ4



1 σ2



0



0 2 σ2
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Observation model: Xi ∼ f (xi |θ ) z = {x1 , · · · , xn }, zn = {x1 , · · · , xn },



zn+1 = {x1 , · · · , xn , xn+1 },



Likelihood and sufficient statistics: n



l(θ |z) = f (x|θ ) = ∏ f (xi |θ ) i=1



l(θ |z) = l(θ |t(z)) l(θ |t(z)) p(t(z)|θ ) = ZZ l(θ |t(z)) dθ Inference with any prior law: π(θ ) Z f (xi ) =



f (xi |θ ) π(θ ) dθ



and



ZZ



f (x) =



f (x|θ ) π(θ ) dθ



ZZ



p(t(z)) =



p(t(z)|θ ) π(θ ) dθ



p(z, θ ) ZZ= p(z|θ ) π(θ ) p(z) =



p(z|θ ) π(θ ) dθ , prior predictive ZZ p(z|θ ) π(θ ) E [θ |z] = θ π(θ |z) dθ π(θ |z) = p(z) p(z, x) p(zn+1 ) f (x|z) = = , posterior predictive p(zn ) Z p(z) E [x|z] = x f (x|z) dx Inference with conjugate priors: p(t = τ 0 |θ ) π(θ |τ 0 ) = ZZ ∈ Fτ 0 (θ ) p(t = τ 0 |θ ) dθ π(θ |z, τ) ∈ Fτ (θ ),



with τ = g(τ 0 , n, z)



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION109 Inference with conjugate priors and generalized " # exponential family: K



if



f (xi |θ ) = a(xi ) g(θ ) exp



∑ ck φk (θ ) hk (xi) k=1



then n



tk (x) =



k = 1, · · · , K "



∑ hk (x j ),



j=1



#



K



π(θ |τ 0 ) = [g(θ )]τ0 z(τ) exp



∑ τk φk (θ ) k=1



" n+τ0



π(θ |x, τ) = [g(θ )]



a(x) Z(τ) exp



#



K



∑ ck φk (θ ) (τk + tk (x))



.



k=1



Inference with conjugate priors and natural exponential family: if f (xi |θ ) = a(xi ) exp [θ xi − b(θ )] then n



t(x) = ∑ xi i=1



π(θ |τ0 ) = c(θ ) exp [τ0 θ − d(τ0 )] π(θ |x, τ0 ) = c(θ ) exp [τn θ − d(τn )] 1 n where x¯ = ∑ xi , n i=1



with τn = τ0 + x¯



Inference with conjugate priors and natural exponential family Multivariable case:   if f (xi |θ ) = a(xi ) exp θ t xi − b(θ ) then n



tk (x) = ∑ xki ,



k = 1, . . . , K



i=1



π(θ |τ 0 ) = c(θ ) exp [τ 0 θ − d(τ 0 )] π(θ |x, τ0 ) = c(θ ) exp [τ n θ − d(τ n )] 1 n where x¯ = ∑ xi , n i=1



with



τ n = τ 0 + x¯
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Bernouilli model: z = {x1 , · · · , xn }, xi ∈ {0, 1}, r = ∑ xi : number of 1, f (xi |θ ) = Ber(xi |θ ), 0 < θ < 1



n − r : number of 0



Likelihood and sufficient statistics: n



l(θ |z) = ∏ Ber(xi |θ ) = θ ∑ xi (1 − θ )n−∑ xi = θ r (1 − θ )n−r i=1 n



t(z) = r = ∑ xi ,



l(θ |r) = θ r (1 − θ )1−r



i=1



p(r|θ ) = Bin(r|θ , n) Inference with conjugate priors: π(θ ) = Bet(θ |α, β ) f (x) = BinBet(x|α, β , 1) p(r) = BinBet(r|α, β , n) π(θ |z) = Bet(θ |α + r, β + n − r), f (x|z) = BinBet(x|α + r, β + n − r, 1), Inference with reference priors: 1 1 π(θ ) = Bet(θ | , ) 2 2 1 1 π(x) = BinBet(x| , , 1) 2 2 1 1 π(r) = BinBet(r| , , n) 2 2 1 1 π(θ |z) = Bet(θ | + r, + n − r) 2 2 1 1 π(x|z) = BinBet(x| + r, + n − r, 1) 2 2



α +r β +n−r α +r E [x|z] = β +n−r



E [θ |z] =



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION111 Binomial model: z = {x1 , · · · , xn }, xi = 0, 1, 2, · · · , m f (xi |θ , m) = Bin(xi |θ , m), 0 < θ < 1,



m = 0, 1, 2, · · ·



Likelihood and sufficient statistics: n



l(θ |z) = ∏ Bin(xi |θ , m) i=1 n



t(z) = r = ∑ xi i=1



p(r|θ ) = Bin(r|θ , nm) Inference with conjugate priors: π(θ ) = Bet(θ |α, β ) f (x) = BinBet(x|α, β , m) p(r) = BinBet(r|α, β , nm) π(θ |z) = Bet(θ |α + r, β + n − r), f (x|z) = BinBet(x|α + r, β + n − r, m) Inference with reference priors: 1 1 π(θ ) = Bet(θ | , ) 2 2 1 1 π(x) = BinBet(x| , , 1) 2 2 1 1 π(r) = BinBet(r| , , n) 2 2 1 1 π(θ |z) = Bet(θ | + r, + n − r) 2 2 1 1 π(x|z) = BinBet(x| + r, + n − r, m) 2 2



E [θ |z] =



α +r β +n−r
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Poisson: z = {x1 , · · · , xn }, xi = 0, 1, 2, · · · f (xi |λ ) = Pn(xi |λ ), λ ≥ 0 Likelihood and sufficient statistics: n



l(λ |z) = ∏ Pn(xi |λ ) i=1 n



t(z) = r = ∑ xi i=1



p(r|λ ) = Pn(r|nλ ) Inference with conjugate priors: p(λ ) = Gam(λ |α, β ) f (x) = PnGam(x|α, β , 1) p(r) = PnGam(r|α, β , n) p(λ |z) = Gam(λ |α + r, β + n), f (x|z) = PnGam(x|α + r, β + n, 1) Inference with reference priors: 1 π(λ ) ∝ λ −1/2 = Gam(λ | , 0) 2 1 π(x) = PnGam(x| , 0, 1) 2 1 π(r) = PnGam(r| , 0, n) 2 1 π(λ |z) = Gam(λ | + r, n) 2 1 π(x|z) = PnGam(x| + r, n, 1) 2



E [λ |z] =



α +r β +n



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION113 Negative Binomial model: z = {x1 , · · · , xn }, xi = 0, 1, 2, · · · f (xi |θ , r) = NegBin(xi |θ , r), 0 < θ < 0, r = 1, 2, · · · Likelihood and sufficient statistics: n



l(θ |z) = ∏ NegBin(xi |θ , r) i=1 n



t(z) = s = ∑ xi i=1



p(s|θ ) = NegBin(s|θ , nr) Inference with conjugate priors: π(θ ) = Bet(θ |α, β ) f (x) = NegBinBet(x|α, β , r) p(s) = NegBinBet(s|α, β , nr) π(θ |z) = Bet(θ |α + nr, β + s),



E [θ |z] =



f (x|z) = NegBinBet(x|α + nr, β + s, nr) Inference with reference priors: 1 π(θ ) ∝ θ −1 (1 − θ )−1/2 = Bet(θ |0, ) 2 1 π(x) = NegBinBet(x|0, , r) 2 1 π(s) = NegBinBet(s|0, , nr) 2 1 π(θ |z) = Bet(θ |nr, s + ) 2 1 π(x|z) = NegBinBet(x|nr, s + , nr) 2



α + nr β +s
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Exponential model: z = {x1 , · · · , xn }, 0 < xi < ∞ f (xi |λ ) = Ex(xi |λ ), λ > 0 Likelihood and sufficient statistics: n



l(λ |z) = ∏ Ex(xi |λ ) i=1 n



t(z) = t = ∑ xi i=1



p(t|λ ) = Gam(t|n, λ ) Inference with conjugate priors: p(λ ) = Gam(λ |α, β ) f (x) = GamGam(x|α, β , 1) p(t) = GamGam(t|α, β , n) p(λ |z) = Gam(λ |α + n, β + t)



E [λ |z] =



f (x|z) = GamGam(x|α + n, β + t, 1) Inference with reference priors: π(λ ) ∝ λ −1 = Gam(λ |0, 0) π(x) = GamGam(x|0, 0, 1) π(t) = GamGam(t|0, 0, n) π(λ |z) = Gam(λ |n,t) π(x|z) = GamGam(x|n,t, 1)



α +n β +t



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION115 Uniform model: z = {x1 , · · · , xn }, 0 < xi < θ f (xi |θ ) = Uni(xi |0, θ ), θ > 0 Likelihood and sufficient statistics: n



l(θ |z) = ∏ Uni(xi |0, θ ) i=1



t(z) = t = max{x1 , · · · , xn } p(t|θ ) = IPar(t|n, θ −1 ) Inference with conjugate priors: π(θ ) = Par(θ |α, β ) α Uni(x|0, β ), if x ≤ β , f (x) = α+1 1 Par(x|α, β ), if x > β  α+1 α IPar(t|n, β −1 ), if t ≤ β , p(t) = α+n n if x > β α+n Par(t|α, β ), π(θ |z) = Par(θ |α + n, βn ), βn = max{β ,t} α+n Uni(x|0, βn ), if t ≤ βn , f (x|z) = α+n+1 1 if x > βn α+n+1 Par(x|α, βn ), Inference with reference priors: π(θ ) ∝ θ −1 = Par(θ |0, 0) π(θ |z) =  Par(θ |n,t) n  n+1 Uni(x|0,t), if x ≤ t, 1 π(x|z) =  Par(x|n,t), if x > t n+1
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Normal with known precision λ = (Estimation of µ):



1 σ2



>0



z = {x1 , · · · , xn }, xi ∈ IR, xi = µ + bi , f (xi |µ, λ ) = N(xi |µ, λ ), µ ∈ IR



bi ∼ N(bi |0, λ )



Likelihood and sufficient statistics: n



l(µ|z) = ∏ N(xi |µ, λ ) i=1



1 n ∑ xi n i=1 p(x|µ, ¯ λ ) = N(x|µ, ¯ nλ )



t(z) = x¯ =



Inference with conjugate priors: p(µ) = N(µ|µ  0 , λ0 )  λ λ0 f (x) = N x|µ0 , λ + λ0 



f (x) = f (x1 , · · · , xn ) = Nn   p(x) ¯ = N x|µ ¯ 0 , nλλnλ0 ,



1 1 I + 1.1t x|µ0 1, λ λ0



λn = λ0 + nλ λ0 µ0 + nλ x¯ p(µ|z) = N (µ|µn , λn ) , µn = λn   λ λn f (x|z) = N x|µn , λ +λn



−1 !



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION117 Inference with reference priors: π(µ) = constant π(µ|z) = N(µ| ¯ nλ )   x, nλ π(x|z) = N x|x, ¯ n+1 Inference with other prior laws: π(µ) = St(µ|0, τ 2 , α) = π1 (µ|ρ)π2 (ρ|α) with π1 (µ|ρ) = N(µ|0, τ 2 ρ), π2 (ρ|α) = IGam(ρ|α/2, α/2),   τ 2ρ 1 x, ¯ π(µ|z, ρ) = N µ| 1 + τ 2ρ  1 + τ 2ρ  −1 2 −1/2 t π(ρ|z) ∝ (1 + τ ρ) exp x x π2 (ρ) 2(1 + τ 2 ρ)
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Normal with known variance σ 2 > 0 (Estimation of µ): z = {x1 , · · · , xn }, xi ∈ IR, xi = µ + bi , bi ∼ N(bi |0, σ 2 ) f (x) = f (xi |µ, σ 2 ) = N(xi |µ, σ 2 ), µ ∈ IR Likelihood and sufficient statistics: n



l(µ|z) = ∏ N(xi |µ, σ 2 ) i=1



t(z) = x¯ =



1 n ∑ xi n i=1



1 2 p(x|µ, ¯ σ 2 ) = N(x|µ, ¯ σ ) n Inference with conjugate priors: p(µ) = N(µ|µ0 , σ02 )  f (x) = N x|µ0 , σ02 + σ 2  f (x1 , · · · ,  xn ) = Nn x|µ0 1,  σ 2 I + σ02 1.1t 1 p(x) ¯ = N x|µ ¯ 0 , σ02 + σ 2 , n    σ02 σ 2 1 n 2 µ + 2 x¯ , p(µ|z) = N µ|µn , σn , µn = 2 +σ2 σ2 0 σ nσ 0 0  2 2 f (x|z) = N x|µn , σ + σn Inference with reference priors: π(µ) = constant 1 π(µ|z) = N(µ|x, ¯ σ 2) n   n+1 π(x|z) = N x|x, ¯ nσ 2



σn2 =



σ02 σ 2 nσ02 + σ 2



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION119 Normal with known variance σ 2 > 0 (continued) Inference with other prior laws: π(µ) = St(µ|0, τ 2 , α) = π1 (µ|ρ)π2 (ρ|α) with π1 (µ|ρ) = N(µ|0, τ 2 ρ), π2 (ρ|α) = IGam(ρ|α/2, α/2),   τ 2ρ 1 x, ¯ π(µ|z, ρ) = N µ| 1 + τ 2ρ  1 + τ 2ρ  −1 2 −1/2 t π(ρ|z) ∝ (1 + τ ρ) exp x x π2 (ρ) 2(1 + τ 2 ρ)
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Normal with known mean µ ∈ IR (Estimation of λ ): z = {x1 , · · · , xn }, xi ∈ IR, xi = µ + bi , f (xi |µ, λ ) = N(xi |µ, λ ), λ > 0



bi ∼ N(bi |0, λ )



Likelihood and sufficient statistics: n



l(λ |z) = ∏ N(xi |µ, λ ) i=1 n



t(z) = t = ∑ (xi − µ)2 i=1



n p(t|µ, λ ) = Gam(t| , λ /2), 2



p(λt|µ, λ ) = Chi2 (λt|n)



Inference with conjugate priors: p(λ ) = Gam(λ |α, β ) f (x) = St (x|µ, α/β  , 2α) n  p(t) = GamGam t|α, 2β , 2   n t p(λ |z) = Gam λ |α + , β + 2 2  α+ n2 f (x|z) = St x|µ, β + t , 2α + n 2



Inference with reference priors: π(λ ) ∝ λ −1 = Gam(λ |0, 0) n t π(λ |z) = Gam(λ | , )  n2 2 π(x|z) = St x|µ, , n t



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION121 Normal with known mean µ ∈ IR (Estimation of σ 2 ): z = {x1 , · · · , xn }, xi ∈ IR, f (xi |µ, σ 2 ) = N(xi |µ, σ 2 ),



xi = µ + bi , σ2 > 0



bi ∼ N(bi |0, σ 2 )



Likelihood and sufficient statistics: n



l(σ 2 |z) = ∏ N(xi |µ, σ 2 ) i=1 n



t(z) = t = ∑ (xi − µ)2 i=1   n σ2 2 p(t|µ, σ ) = Gam t| , , 2 2



p(



 t  t 2 2 |µ, σ ) = Chi |n σ2 σ2



Inference with conjugate priors: p(σ 2 ) = IGam(σ 2 |α, β ) f (x) = St (x|µ, α/β  , 2α) n  p(t) = GamGam t|α, 2β , 2  n t 2 2 p(σ |z) = IGam σ |α + , β + 2  2  α+ n f (x|z) = St x|µ, β + 2t , 2α + n 2



Inference with reference priors: 1 π(σ 2 ) ∝ 2 = IGam(σ 2 |0, 0) σ  n t 2 π(σ |z) = IGam σ 2 | ,  n 2 2 π(x|z) = St x|µ, , n t
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Normal with both unknown parameters Estimation of mean and precision (µ, λ ): z = {x1 , · · · , xn }, xi ∈ IR, xi = µ + bi , f (xi |µ, λ ) = N(xi |µ, λ ), µ ∈ IR, λ > 0



bi ∼ N(bi |0, λ )



Likelihood and sufficient statistics: n



l(µ, λ |z) = ∏ N(xi |µ, λ ) i=1



n 1 n xi , s2 = ∑ (xi − x) ¯2 ∑ n i=1 i=1 p(x|µ, ¯ λ ) = N(x|µ, ¯ nλ ), p(ns2 |µ, λ ) = Gam(ns2 |(n − 1)/2, λ /2), p(λ ns2 |µ, λ ) = Chi2 (λ ns2 |n − 1)



t(z) = (x, ¯ s),



x¯ =



Inference with conjugate priors: p(µ, λ ) =  NGam(µ, λ |µ0 , n0 , α, β ) = N(µ|µ0 , n0 λ ) Gam(λ |α, β ) α p(µ) = St µ|µ0 , n0 , 2α β p(λ ) = Gam(λ |α, β )   n0 α f (x) = St x|µ0 , , 2α n0 + 1 β   n0 n α p(x) ¯ = St x|µ ¯ 0, , 2α n0 +  n β n−1 2 2 p(ns ) = GamGam ns |α, 2β , 2  p(µ|z) = St µ|µn , (n + n0 )(αn )βn−1 , 2αn , αn = α + n2 , +nx¯ µn = n0nµ00+n , n 2 βn = β + ns /2 + 12 nn00+n (µ0 − x) ¯2 p(λ |z) = Gam  (λ |αn , βn )  n+n0 αn f (x|z) = St x|µn , n+n , 2αn 0 +1 βn



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION123 Normal with both unknown parameters (continued) Inference with reference priors: π(µ, λ ) = π(λ , µ) ∝ λ −1 , n > 1 π(µ|z) = St(µ|x, ¯ (n − 1)s2 , n − 1) π(λ |z) = Gam(λ |(n − 1)/2, ns2 /2)   n − 1 −2 s ,n−1 π(x|z) = St x|x, ¯ n+1
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION125 Normal with both unknown parameters mean and variance Estimation of (µ, σ 2 ): z = {x1 , · · · , xn }, xi ∈ IR, f (xi |µ, σ 2 ) = N(xi |µ, σ 2 ),



xi = µ + bi , bi ∼ N(bi |0, σ 2 ) µ ∈ IR, σ 2 > 0



Likelihood and sufficient statistics: n



l(µ, σ 2 |z) = ∏ N(xi |µ, σ 2 ) i=1



n 1 n 2 x , s = ∑ i ∑ (xi − x)¯ 2 n i=1 i=1 1 2 2 p(x|µ, ¯ σ ) = N(x|µ, ¯ σ ), n 2 p(ns2 |µ, σ 2 ) = Gam(ns2 |(n − 1)/2, σ2 ), p(σ 2 ns2 |µ, σ 2 ) = Chi2 (σ 2 ns2 |n − 1)



t(z) = (x, ¯ s),



x¯ =



Inference with conjugate priors: 2 2 p(µ, σ 2 ) =NIGam(µ, σ 2 |µ 0 , n0 , α, β ) = N(µ|µ0 , n0 σ ) IGam(σ |α, β ) α p(µ) = St µ|µ0 , n0 , 2α β 2 2 p(σ ) = IGam(σ |α, β )   n0 α f (x) = St x|µ0 , , 2α n0 + 1 β   n0 n α p(x) ¯ = St x|µ ¯ 0, , 2α n0 + n β  n−1 2 2 p(ns ) = GamGam ns |α, 2β , 2  p(µ|z) = St µ|µn , (n + n0 )(αn )βn−1 , 2αn , αn = α + n2 , +nx¯ µn = n0nµ00+n , n 2 βn = β + ns /2 + 12 nn00+n (µ0 − x) ¯2  p(σ 2 |z) = IGam σ 2 |αn , βn   n+n0 αn f (x|z) = St x|µn , n+n , 2αn 0 +1 βn



Inference with reference priors: 1 π(µ, σ 2 ) = π(σ 2 , µ) ∝ 2 , n > 1 σ π(µ|z) = St(µ|x, ¯ (n − 1)s2 , n − 1) 2 2 π(σ 2 |z) = IGam(σ |(n − 1)/2, ns   /2) n − 1 −2 π(x|z) = St x|x, ¯ s ,n−1 n+1
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Multinomial: k



z = {r1 , · · · , rk , n},



ri = 0, 1, 2, · · · ,



∑ ri ≤ n,



i=1



p(ri |θi , n) = Bin(ri |θi , n), p(z|θ , n) = Muk (z|θ , n), 0 < θi < 1,



∑ki=1 θi ≤ 1



Likelihood and sufficient statistics: l(θ |z) = Muk (z|θ , n) t(z) = (r, n), r = {r1 , · · · , rk } p(r|θ ) = Muk (r|θ , n) Inference with conjugate priors: π(θ ) = Dik (θ |α), α = {α1 , · · · , αk+1 } p(r) = Muk (r|α, n) k



!



π(θ |z) = Dik θ |α1 + r1 , · · · , αk + rk , αk+1 + n − ∑ rk i=1 ! k



f (x|z) = Dik θ |α1 + r1 , · · · , αk + rk , αk+1 + n − ∑ rk i=1



Inference with reference priors: π(θ ) ∝?? π(θ |z) =?? π(x|z) =??



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION127 Multi-variable Normal with known precision matrix Λ (Estimation of the mean µ): z = {x1 , · · · , xn }, xi ∈ IRk , xi = µ + bi , bi ∼ Nk (bi |0, Λ) f (xi |µ, Λ) = Nk (xi |µ, Λ), µ ∈ IRk , Λ matrix d.p. of dimensions k × k Likelihood and sufficient statistics: n



l(µ|z) = ∏ Nk (xi |µ, Λ) i=1



1 n ∑ xi, n i=1 p(¯x|µ, Λ) = Nk (¯x|µ, nΛ)



t(z) = x¯ ,



x¯ =



Inference with conjugate priors: p(µ) = Nk (µ|µ0 , Λ0 )  f (x) = Nk x|µ0 , (Λ0 Λ)Λ−1 , Λ1 = Λ0 + Λ 1 p(µ|z) = Nk (µ|µn , Λn ) Λn = Λ0 + nΛ, µn = Λ−1 x) n (Λ0 µ0 + nΛ¯ f (x|z) = Nk (x|µn , Λn ) Inference with reference priors: π(µ) =?? π(µ|z) =?? π(x|z) =??
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Multi-variable Normal with known covariance matrix Σ (Estimation of the mean µ): z = {x1 , · · · , xn }, xi ∈ IRk , xi = µ + bi , bi ∼ Nk (bi |0, Σ) f (xi |µ, Σ) = Nk (xi |µ, Σ), µ ∈ IRk , Σ p.d. matrix of dimensions k × k Likelihood and sufficient statistics: n



l(µ|z) = ∏ Nk (xi |µ, Σ) i=1



1 n ∑ xi, n i=1 p(¯x|µ, Σ) = Nk (¯x|µ, nΣ)



t(z) = x¯ ,



x¯ =



Inference with conjugate priors: p(µ) = Nk (µ|µ0 , Σ0 ) f (x) = Nk (x|µ0 , Σ1 ) , Σ1 = Σ0 + Σ p(µ|z) = Nk (µ|µn , Σn ) Σn = Σ0 + n1 Σ, µn = Σ−1 x) n (Σ0 µ0 + nΣ¯ f (x|z) = Nk (x|µn , Σn ) Inference with reference priors: π(µ) =?? π(µ|z) =?? π(x|z) =??



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION129 Multi-variable Normal with known mean µ (Estimation of precision matrix Λ): z = {x1 , · · · , xn }, xi ∈ IRk , xi = µ + bi , bi ∼ Nk (bi |0, Λ) f (xi |µ, λ ) = Nk (xi |µ, λ ), µ ∈ IRk , λ matrix d.p. of dimensions k × k Likelihood and sufficient statistics: n



l(λ |z) = ∏ Nk (xi |µ, λ ) i=1



t(z) = S,



n



S = ∑ (xi − µ)(xi − µ)t i=1



p(S|λ ) = Wik (S|(n − 1)/2, λ /2), Inference with conjugate priors: p(λ ) = Wi k (λ |α, β )  k − 1 −1 n0 (α − )β , 2α − k + 1 f (x) = Stk x|µ0 , n0 + 1 2 p(λ |z) = Wik (λ |αn , β n ) αn = α + 2n − k−1 2 , n0 µ0 +n¯x µn = n0 +n , n β n = β + 21 S + 12 nn00+n (µ0 − x¯ )(µ0 − x¯ )t   −1 n+n0 f (x|z) = Stk x|µn , n+n0 +1 αn β n , 2αn Inference with reference priors: π(λ ) =?? π(λ |z) =?? π(x|z) =??
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Multi-variable Normal with known mean µ (Estimation of covariance matrix Σ): z = {x1 , · · · , xn }, xi ∈ IRk , xi = µ + bi , bi ∼ Nk (bi |0, Σ) f (xi |µ, Σ) = Nk (xi |µ, Σ), µ ∈ IRk , Σ matrix d.p. of dimensions k × k Likelihood and sufficient statistics: n



l(Σ|z) = ∏ Nk (xi |µ, Σ) i=1



t(z) = S,



n



S = ∑ (xi − µ)(xi − µ)t i=1



p(S|Σ) = Wik (S|(n − 1)/2, Σ/2), Inference with conjugate priors: p(Σ) = IWik (Σ|α, β )  k − 1 −1 n0 (α − )β , 2α − k + 1 f (x) = Stk x|µ0 , n0 + 1 2 p(Σ|z) = IWik (Σ|αn , β n ) αn = α + n2 − k−1 2 , n0 µ0 +n¯x µn = n0 +n , n β n = β + 21 S + 21 nn00+n (µ0 − x¯ )(µ0 − x¯ )t   −1 n+n0 f (x|z) = Stk x|µn , n+n0 +1 αn β n , 2αn Inference with reference priors: π(Σ) =?? π(Σ|z) =?? π(x|z) =??



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION131 Multi-variable Normal with both unknown parameters Estimation of mean and precision matrix (µ, Λ): z = {x1 , · · · , xn }, xi ∈ IRk , xi = µ + bi , bi ∼ Nk (bi |0, Λ) µ ∼ Nk (µ|µ0 , n0 Λ) Λ ∼ Wik (Λ|α, β ) f (xi |µ, Λ) = Nk (xi |µ, Λ), µ ∈ IRk , Λ matrix d.p. of dimensions k × k Likelihood and sufficient statistics: n



l(µ, Λ|z) = ∏ Nk (xi |µ, Λ) i=1



n 1 n xi , S = ∑ (xi − x¯ )(xi − x¯ )t ∑ n i=1 i=1 p(¯x|µ, Λ) = Nk (¯x|µ, nΛ) p(S|Λ) = Wik (S|(n − 1)/2, Λ/2),



t(z) = (¯x, S),



x¯ =



Inference with conjugate priors: p(µ, Λ) = NWi  k (µ, Λ|µ0 , n0 , α,β ) = Nk (µ|µ0 , n0 Λ)Wik (Λ|α, β ) p(µ) = Stk µ|µ0 , n0 αβ −1 , 2α ?? p(Λ) = Wi k (Λ|α, β ) ??  k − 1 −1 n0 (α − )β , 2α − k + 1 f (x) = Stk x|µ0 , n0 + 1 2   p(µ|z) = Stk µ|µn , (n + n0 )αn β −1 , 2α n n



αn = α + n2 − k−1 2 , n0 µ0 +n¯x µn = n0 +n , n β n = β + 21 S + 12 nn00+n (µ0 − x¯ )(µ0 − x¯ )t p(Λ|z) = Wi k (Λ|αn , β n )  n+n0 f (x|z) = Stk x|µn , n+n αn β −1 n , 2αn 0 +1



Inference with reference priors: π(µ, Λ) =?? π(µ|z) =?? π(Λ|z) =?? π(x|z) =??
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Mult-variable Normal with both unknown parameters Estimation of mean and covariance matrix (µ, Σ): z = {x1 , · · · , xn }, xi ∈ IRk , xi = µ + bi , bi ∼ Nk (bi |0, Σ) f (xi |µ, Σ) = Nk (xi |µ, Σ), µ ∈ IRk , Σ matrix d.p. of dimensions k × k Likelihood and sufficient statistics: n



l(µ, Σ|z) = ∏ Nk (xi |µ, Σ) i=1



n 1 n x , S = ∑ i ∑ (xi − x¯ )(xi − x¯ )t n i=1 i=1 p(¯x|µ, Σ) = Nk (¯x|µ, nΣ) p(S|Σ) = Wik (S|(n − 1)/2, Σ/2),



t(z) = (¯x, S),



x¯ =



Inference with conjugate priors: p(µ, Σ) = NWi  k (µ, Σ|µ0 , n0 , α,β ) = Nk (µ|µ0 , n0 Σ)Wik (Σ|α, β ) p(µ) = Stk µ|µ0 , n0 αβ −1 , 2α ?? p(Σ) = IWik (Σ|α, β ) ??  k − 1 −1 n0 (α − )β , 2α − k + 1 f (x) = Stk x|µ0 , n0 + 1 2   , 2α p(µ|z) = Stk µ|µn , (n + n0 )αn β −1 n n αn = α + n2 − k−1 2 , n0 µ0 +n¯x µn = n0 +n , n β n = β + 21 S + 21 nn00+n (µ0 − x¯ )(µ0 − x¯ )t p(Σ|z) = Wik(Σ|αn , β n )  n+n0 f (x|z) = Stk x|µn , n+n αn β −1 n , 2αn 0 +1



Inference with reference priors: π(µ, Σ) =?? π(µ|z) =?? π(Σ|z) =?? π(x|z) =??



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION133 Linear regression: z = (y, X), y = {y1 , · · · , yn } ∈ IRn , xi = {xi1 , · · · , xik } = {xi1 , · · · , xik } ∈ IRk , X = (xi, j ) θ = {θ1 , · · · , θk } ∈ IRk , yi = xti θ = θ t xi p(y|X, θ , λ ) = Nn (y|Xθ , λ I n ), θ ∈ IRk , λ > 0 Likelihood and sufficient statistics: l(θ |z) = Nn (y|Xθ , λ I n ) t(z) = (X t X, X t y) Inference with conjugate priors: π(θ , λ ) = NGamk (θ , λ |θ0 , Λ0 , α, β ) = Nk (θ |θ0 , λ Λ0 )Gam(λ |α, β ) π(θ |λ ) = Nk (θ |θ0 , λ Λ0 ), E [θ |λ ] = θ0 , Var [θ |λ ] = (λ Λ0 )−1 π(λ |α, β ) =Gam(λ |α, β )  α α π(θ ) = Stk θ |θ0 , Λ0 , 2α , E [θ ] = θ0 , Var [θ ] = Λ−1 0 β α − 2   α p(yi |xi ) = St yi |xti θ0 , f (xi ), 2α , with f (xi ) = 1 − xti (Λ0 + xi xti )−1 xi , β π(θ , λ |z) = NGam = Nk (θ |θn , λ Λn )Gam(λ |αn , βn ) k (θ , λ |θn , Λn , αn , βn )  αn π(θ |z) = Stk θ |θn , (Λ0 + X t X) , 2αn βn αn = α + 2n , θn = (Λ0 + X t X)−1 (Λ0 θ0 + X t y) = (I − Λn )θ0 + Λn θe, βn = β + 21 (y − X t θn )t y + 21 (θ0 − θn )t Λ0 θ0 = β + 21 yt y + 12 θ0t Λ0 θ0 − 12 θn Λn θn θe = (X t X)−1 X t y, Λn = (Λ0 + X t X)−1 X t X E [θ |z] = θn , Var [θ |z] = (Λ0 + X t X)−1 π(λ |z) = Gam(λ |αn , βn )  p(yi |xi , z) = St yi |xti θn , fn (xi ) αβnn , 2αn



fn (xi ) = 1 − xti (X t X + Λ0 + xi xti )−1 xi ,
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CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Linear regression (continued): Inference with reference priors: π(θ , λ ) = π(λ , θ ) ∝ λ −(k+1)/2 ! n − k X t X, n − k π(θ |z) = Stk θ |θen , b 2βn t −1 t e θn = (X X) X y, 1 βbn = (y − X t θen )t (y − X t θen ) 2   n−k b π(λ |z) = Gam λ | , βn 2 ! t e n−k fn (xi ), n − k , p(yi |xi , z) = St yi |xi θn , 2βbn fn (xi ) = 1 − xti (X t X + xi xti )−1 xi ,



7.3. NON INFORMATIVE PRIORS BASED ON FISHER INFORMATION135 Inverse problems: z = Hx + b, z = {z1 , · · · , zn } ∈ IRn , hi = {hi1 , · · · , hik } ∈ IRk , H = (hi, j ) x = {x1 , · · · , xk } ∈ IRk , p(z|H, x, λ ) = Nn (z|Hx, λ I n ), x ∈ IRk , λ > 0 Likelihood and sufficient statistics: l(x|z) = Nn (z|Hx, λ I n ) t(z) = (Ht z, Ht xt xH) Inference with conjugate priors: π(x, λ ) = NGamk (x, λ |x0 , Λ0 , α, β ) = Nk (x|x0 , λ Λ0 )Gam(λ |α, β ) π(x|λ ) = Nk (x|x0 , λ Λ0 ), E [x|λ ] = x0 , Var [x|λ ] = (λ Λ0 )−1 α f (x) = Stk x|x0 , Λ0 , 2α β π(λ |α, β ) = Gam(λ |α, β )  α α π(x) = Stk x|x0 , Λ0 , 2α , E [x] = x0 , Var [x] = Λ−1 β α −2 0 π(λ |α, β ) =Gam(λ |α, β )  α t p(zi |x) = St zi |x x0 , f (x), 2α β t f (x) = 1 − x (Λ0 + xt x)−1 x π(x, λ |z) = NGam ) = Nk (x|xn , λ Λn )Gam(λ |αn , βn ) k (x, λ |xbn , Λn , αn , βn  α n f (x|z) = Stk x|xn , (Λ0 + Ht H) , 2αn βn αn = α + 2n , xn = (Λ0 + Ht H)−1 (Λ0 x0 + Ht z) = (I − Λn )x0 + Λn θe βn = β + 21 (z − Ht xn )t z + 12 (x0 − xn )t Λ0 x0 = β + 12 zt z + 21 xt0 Λ0 x0 − 12 xtn Λn θn e x = (Ht H)−1 Ht y, Λn = (Λ0 + Ht H)−1 Ht H E [x|z] = xn , Var [x|z] = (Λ0 + Ht H)−1 π(λ |z) = Gam (λ |αn , βn )   p(zi |hi , z) = St zi |hti zn , fn (hi ) αβnn , 2αn



fn (hi ) = 1 − hti (Ht H + Λ0 + hi hti )−1 hi ,



136



CHAPTER 7. SOME COMPLEMENTS TO BAYESIAN ESTIMATION Inverse problems (continued): Inference with reference priors: π(x, λ ) = π(λ , x) ∝ λ −(k+1)/2 ! n−k t H H, n − k π(x|z) = Stk x|b xn , 2βbn



b xn = (Ht H)−1 Ht z, 1 βbn = (z − Ht b xn )t z 2   n−k b π(λ |z) = Gam λ | , βn 2   αn t p(zi |hi , z) = St zi |hi zn , fn (hi ) βn , 2αn



fn (hi ) = 1 − hti (Ht H + Λ0 + hi hti )−1 hi ,



Index Approximate Bayesian Computation, 54, Factorization theorem, 97 55 Fisher information, 105 Fisher-Information, 105 Bayes rule, 19 Fourier Synthesis, 40 Bayesian estimation, 93 Free energy, 68 Bayesian inference, 83 Gamma distribution, 10 Bernouilli, 110 Gauss-Markov model, 84 Binomial, 111 Gauss-Markov-Potts, 91 Gaussian distribution, 10 Choice of a prior law, 93 Group invariance, 93 Cholesky factorization, 57 Computed Tomography, 42 Image restoration, 41 Conjugate distributions, 100 Inference, 109 Conjugate exponential families, 67 Conjugate priors, 27, 29, 97, 100, 102, Information-Inequality, 105, 106 Invariance principles, 93 109 Invariant Bayesian estimate, 96 continuous variables, 9 Invariant cost functions, 95 Curve fitting, 46 Invariant estimate, 95 Inverse Gamma distribution, 11 Deconvolution, 38 Inverse problems, 83, 135, 136 Dictionary decomposition, 47 discrete variables, 9 JMAP, 53, 70, 86 Joint Maximum A posteriori, 53 EM, 70 EP, 76 EP Algorithms, 81 Expectation Propagation (EP), 70 Expected value, 9 Exponential families, 26 Exponential family, 28, 99, 109 Exponential model, 114
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