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1. Introduction The occurrence of divergent zero-point energies is an inherent feature of quantum field theory. It appears as a direct consequence of canonical field quantization, which permits to establish the correspondence between classical (observable) quantities and quantum operators. Zero-point energies arise because the canonical quantization scheme does not fix the ordering of non-commuting operators in the field Hamiltonian. Thus, quantum field theory based on the operator concept, in principle, needs additional prescriptions in order to become a well-defined theory. Normally, this ambiguity is removed by requiring a certain ordering of operator products, Wick’s normal ordering. For the canonical field Hamiltonian this prescription implies a formal subtraction of the infinite zero-point energy and, per definition, the vacuum expectation value of the normal-ordered field Hamiltonian is then equal to zero. Accordingly, this formally introduced (mathematical) vacuum state has peculiar properties, namely, it carries neither energy nor momentum nor angular momentum. The standard arguments for such a subtraction lay particular emphasis on the fact that, in practice, it is not possible to measure the absolute value of the energy, but only differences in energy, allowing for an arbitrary choice of the origin on the energy scale. This statement is certainly valid for the microscopic Systems. However, the question remains whether the zero-point fluctuations of quantum fields must be taken seriously or not. For systems with a finite number of degrees of freedom zero-point energies have never been envisaged as problematic, because they are finite and measurable (e.g., the zero-point oscillations of crystals at zero temperature are observable) and, thus, they represent a real property of the ground state. That the situation should be different in the case of quantized fields is not a priori evident. The absolute value of the vacuum energy is, in principle, a measurable quantity, because it gravitates. The energy density of the vacuum must therefore be expected to contribute to some extent to the total energy density of the universe. However that may be, one would like to know how to deal with infinite zero-point energies in a meaningful way within a field theory based on the canonical field Hamiltonian and, in close connection with that, whether one can conclusively show possible consequences which indicate the presence of vacuum fluctuations. Such questions immediately lead to the Casimir effect. In 1948 Casimir showed [11that neutral perfectly conducting parallel plates placed in the vacuum attract each other. The attractive force can be considered as arising due to the change in the zero-point energy of the electromagnetic field when the plates are brought into position. The experimental verification [2—8]of this attraction has put the discussion about zero-point energies in field theory on firm ground. The general importance of the treatment of zero-point energy in the derivation of the original Casimir effect lies in the fact that it implies that the energy of the vacuum state of quantized fields cannot be correctly defined by normal ordering. The basic idea of what will later on be called “Casimir’s concept of vacuum energy” can be described like the following: A meaningful definition of the physical vacuum energy must take into account that in a real situation quantum fields always exist in the presence of external constraints, i.e. in interaction with matter or other external fields. An idealized description of such circumstances is obtained by forcing the field to satisfy certain boundary conditions. The zero-point modes are affected by the presence of these external constraints, and therefore, the zero-point energy is modified. Consequently, one is led to calculate the physical vacuum energy or Casimir energy of a quantized field with respect to its interaction with external constraints. It is generally defined as the difference between the zero-point energy referring to the distorted vacuum configuration and the free vacuum configuration, respectively. This formal definition only makes sense, if it is combined with appropriate regularization methods which guarantee a finite expression for this energy difference. Any variation of
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the external boundary configuration induces a change in the vacuum energy, which is now considered as a measurable quantity. The main consequence of this concept is that the physical vacuum of a quantum field no longer represents a state with trivial global properties. Instead, the Casimir vacuum must be considered as a physical object reacting against distortions, i.e., possible vacuum effects can be interpreted as the “response” of the vacuum due to the presence of external constraints. This line of reasoning is spelled out in detail in the first part of section 2 of the present review article, where it is shown how zero-point energies arise when quantizing the scalar field, the electromagnetic field and the Dirac field. This introductory section continues with a more specific definition of the vacuum energy. Depending on the particular kind of external constraints distorting the free vacuum configuration, the vacuum energy may be understood as a contribution to the self-energy or to the interaction among the given boundary itself. Possibly it may cause boundary effects due to surface energies contributing, e.g., to surface tension or stresses inside the boundary. Basic investigations have been made of the Casimir energy of the electromagnetic field under constraints, which demonstrate the physical implication of the zero-point energy. As already shown by Casimir [301the zero-point energy of the electromagnetic field can be usefully applied to explain van der Waals attraction. However, the existence of repulsive Casimir forces [37] of electromagnetic origin seems to contradict this interpretation. This example already reveals that the physical content of the concept of Casimir energy embraces more than its use as an alternative way to understand certain known effects that can also be derived by conventional approaches. Presently, Casimir energies of quantized fields are studied in connection with a variety of problems, ranging from applications in particle physics, e.g. in QCD bag models, to gravitational physics, where its possible influence on the structure of space-time is studied. Examples for physical implications of Casimir energies are reviewed in the second part of section 2. In practice, the evaluation of vacuum energies remains a problematic exercise, because the available methods, in most cases, only allow an approximate calculation. Mainly two methods can be distinguished: The mode-summation method is based on the direct evaluation of infinite sums over energy eigenvalues of the zero-point field modes. Within the local formulation on the other hand, one examines the constrained propagation of virtual field quanta and considers the vacuum stress tensor, which can be expressed in terms of propagators. Both treatments can be shown to be formally equivalent. Still, ambiguities between the results obtained by these methods cannot be excluded a priori since they imply inherently different regularization schemes, but correct results for the Casimir energy should be independent of the applied methods. Specific difficulties have to be solved in a successful application of the mode summation as well as the local Green function method. In the mode-summation method, which requires the knowledge of the total energy spectrum of the free and the constrained field modes particular cutoff procedures must be introduced in order to deal with divergencies. Whether a finite result for the vacuum energy is obtained after performing the involved infinite summations and cutoff removal crucially depends on the considered boundary problem. In the case of highly symmetric boundaries this method has been successfully carried out. The local Green function method represents a formally elegant way in order to derive the vacuum energy or the vacuum pressure. The main difficulty within this method is the determination of exact Green functions describing propagation in the presence of external boundaries. This can be solved by means of image source constructions [35] for plane geometries or, perturbatively by the multiplescattering expansion [41, 42] in the case of general constraints. In section 3 we present the evaluation methods as they have been investigated in connection with the Casimir energy of the electromagnetic vacuum.
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Section 4 deals with selected cases of Casimir energies of quantum fields in the presence of simple geometric boundaries, in particular, the original Casimir effect, a massive particle constrained to a cavity, and the Casimir energy in the bag models of elementary particles. The extended class of Casimir problems involves all kinds of situations where a given quantum field interacts with an external field, which may be created by an arbitrary configuration of external sources. Correspondingly, the vacuum energy is defined as the difference between the zero-point energy in the presence of the external field and that of the free vacuum. This definition of the vacuum energy of the fermion field in an external electromagnetic field goes back to the work of Weiskopf, Schwinger and others (97, 100, 101]. As typical examples for such problems, the vacuum energy of a scalar field in the presence of external electromagnetic fields [78] or the vacuum energy of Higgs field configurations [62] have recently attracted interest. In section 5 we consider the vacuum energy of the electron—positron field in the presence of arbitrarily strong external electromagnetic fields [115].It is common for both types of Casimir problems to derive interactions between boundary configurations due to the zero point oscillations of the constrained field. The formalism as it has been developed to evaluate the Casimir energy of the vacuum state is directly generalizable to constrained quantum fields in thermodynamic equilibrium at finite temperature. The mode-summation method may be directly applied for calculating the Casimir free energy [81]. The corresponding local treatment is based on thermal Green functions, combined with the multiplescattering expansion [41]. Temperature corrections may be of considerable interest in experimental measurements [81].The Casimir effect at finite temperature will be discussed in section 6. At the present time Casimir energies are discussed with increasing interest in connection with various physical problems. This makes it impossible to give a complete survey of applications, and we have, instead, concentrated on providing a lucid introduction into the field. Accordingly this review article on the Casimir effect represents a particular selection of problems which to the authors seemed mostly convenient in order to show the basic methods and underlying ideas. We only give a few representative examples of applications. The investigation of the Casimir effect in dielectric media placed in the electromagnetic field [39, 60, 61] has recently found renewed interest, because it has a direct application in QCD bag models, where the “true” vacuum is regarded as a perfect colour-magnetic conductor [128]. The Casimir energy density on external boundaries may be also useful in order to decide whether certain gauge breaking terms in a given field Lagrangian [134] have to be considered. The analogy between the electromagnetic theory of Casimir energy in material media and QCD, as well as the influence of a non-vanishing photon mass will be discussed in section 7. The review ends with a summary and speculative remarks. Throughout the review, natural units (h = c = 1) and the signature (+, —) for the Minkowski metric are used. —‘



—,



2. Energy of the vacuum state 2.1. Zero-point energies in field quantization and the definition of the physical vacuum energy In order to approach the problem of vacuum (ground-state) energies in quantum field theory let us start with a short recapitulation of the canonical field quantization scheme. If ço~°(x) denotes the dynamical fields, from the classical Lagrangian
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L(t) =



J



t), ~o~°(x, d3x ~~[(p~°(x,



t)]



,



(2.1)



one derives the conjugate fields ~L(t) H~(x,t) = ~(a~~°(x, t))~



(2.2)



For boson fields, quantization proceeds by replacing the c-number fields by operators that satisfy canonical equal-time commutation rules: [~~(x,



t), .~(k)(x1t)]



[ç1~(x,t), fl’(k)(xP t)]



=



=



[I7~’~(xt), #~~(x’t)]



=



0,



(2.3a) (2.3b)



i~Ik45(X— x’) .



Accordingly, anticommutation rules are required for fermion fields. In terms of ~ and 11 the field Hamiltonian H, formally identical with a classical Hamilton function, is obtained as



i-Ti =



J (~ cPx



Hwc9~~t)~ —



(2.4)



t9~(z))



At this point one has to keep in mind that to ensure the hermiticity of i-Ti in general one has to (anti-) symmetrize with respect to the adjoint fields 1i~and Only the fundamental postulate for the quantization of wave fields, i.e., the replacement of canonical field variables by operators together with the requirement of appropriate commutation relations, has been used so far. Unfortunately, this postulate alone is not sufficient to determine the field Hamiltonian in a satisfactory way. For instance, the order of non-commuting factors in the Hamiltonian is a priori undefined. The difficulty is made worse by the singularities arising from taking field operators at equal space-time points which leads to divergent vacuum expectation values of operators like the total energy. To ensure their elimination one requires renormalizability as a fundamental property of every physical field theory. In order to make the first point mentioned above more transparent and to see how zero-point energies appear in different theories, let us now consider the free scalar field, the electromagnetic field and the electron—positron field, in sequence. We then go on to define their physical vacuum energies. ~.



2.1.1. The zero-point energy of the massive scalar field We start with the neutral (real) scalar field characterized by the Lagrangian =



—



m242,



(2.5)



which leads to the field equation (L1+m2)~=0.



(2.6)
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For the Heisenberg operators 4 and i~= d4 the following equal-time commutation rules are valid: [~(x, t), ~(x’,



t)]



=



[fl(x,



[t~(x, t), JTi(x’,



t)]



=



iô(x



—



t),



ñ(x’, t)]



=



0,



(2.7a)



x’).



(2.7b)



To discuss the vacuum energy it is more convenient to adopt the momentum representation. Inside a finite cubic box of volume 11, at any given time, the operators q5(x, t) and H(x’, t) can be expanded in terms of the Fourier series: ~(x,



t)



=



~



exp(ik . x)4a(t),



(2.8)



exp(ik



(2.9)



J~(x,t) =



X)fi_k(t).



The neutral fields ~ and iTi are Hermitian, i.e. 4~(t)= 4_~(t),



~ö~(t)=



t~ =



~, so consequently we have (2.10)



J.3k(t).



Inserting the above expansions into eq. (2.7a) and (2.7b) we derive the commutation rules for the operators ~lk and j3~.So, for example, from [t~(x,t), 1Ti(x’,



t)]



=



=



~



-~



exp(ik . x) exp(ik’ . x’)[4a(t),



P_k’(t)]



exp(ik’ . x) exp(—ik’ x’)[c~k(t),13k.(t)]



=ic5(x—x’) one can identify [4~(t),p~’(t)]= ~



(2.11)



since exp[ik. (x x’)} = 8(x x’). —



—



(2.12)



Correspondingly the other commutators are [4k(t),



4k.(t)]



=



[j3~(t),pk’(t)I



=



0.



(2.13)
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Now we consider the field Hamiltonian. According to eq. (2.4) it reads



iTi=~Jd3x{I~+(V~)2+m2~2},



(2.14)



or after partial integration of the gradient term one obtains i-Ti as a quadratic form of the fields ~ and H:



i-Ti = ~



J



d3x {fl2 +



~~(—



V2 + m~)t~},



(2.15)



which can be expressed in terms of the operators /3k and 4~:



i-Ti =



~



J



d3x exp[i(k



+



k’) x}{ I-al-a’ + (k’2 +



~



-



-



m2)4~4~.}



(2.1-6)



(uk=Vk+m.



This is exactly the Hamiltonian of a system of uncoupled one-dimensi9nal harmonic oscillators, which is not surprising because we have just decomposed the field qS into nOrmal modes Note that j3~and 4~ correspond to the canonical variables of the classical oscillator problem. To obtain the more compact energy representation of H, one usually transforms to a new basis ~ a~}of the Fock-space: 4~.



Ilk



=



V~w~ (4a +-~--p~),



(2.17a)



(2.17b)



ak=V~cvk(qk__pk).



These creation and annihilation operators satisfy the commutation rule [ak, Ilk’]



=



(2.18)



‘5kk’,



while all other commutators vanish. Expressed in terms of the symmetric form



~k



and á~the Hamiltonian takes the



(2.19) where iI~= akak is the number operator that has eigenvalues ii,. = 0, 1, 2 The last step shows explicitly how the zero-point energy of the free massive scalar field appears. The vacuum 0) is defined by the equation â~I0)= 0. Obviously the vacuum expectation value E 0 = ~0IH~0)diverges since each oscillator contributes with ~Wk and one has an unbounded sum over all momenta.
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2.1.2. The zero-point energy of the electromagnetic field We turn now to the discussion of the zero-point energy of the electromagnetic field. From the free field Lagrangian 2= ~



—~



F,~,.=



(2.20)



one derives the conjugate fields as 92/9(90A~).



=



(2.21)



In particular, the time-like component H°vanishes, whereas the spatial components coincide with the electric field



H°=0, =



(2.22a)



3°A” — 3kAO



=



Ek.



(2.22b)



Difficulties in quantization arising from the relation (2.22a) can be removed by the Gupta—Bleuler method [9, 10] in a Lorentz-covariant manner. Sufficing for our purpose here, the manifest Lorentz covariance can be abandoned by choosing the transverse (Coulomb) gauge for quantization. In this gauge the free electromagnetic field satisfies the conditions A°=0,



V•A=0,



(2.23)



and Maxwell’s equations reduce to



LIIA=0.



(2.24)



Now quantization is achieved by the following commutation rules:



[A~(x,t), A1(x’,



t)]



=



[1TI~(1, t), 1Ti1(x’,



[A1(x,t), JZ(x’, t)]



=



iô(s.r). (x x’),



t)]



=



0,



(2.25a) (2.25b)



—



where in the last relation the usual 5-function is replaced by the divergence free transverse 6-function ô(tr) (x



—



x’)



(ôq



—



(2.26)



z1~9,ô~)6(xx’) —



to reconcile eq. [2.25b]with the gauge condition V~A = 0 and Gauss’ law V~ H = V~E = 0. Relation (2.25b) guarantees the absence of photons with longitudinal polarization. To represent A and H in terms of Fourier series, one conveniently introduces for given k a particular orthogonal basis of polarization vectors {e~(A= 1, 2); k/!kP}, which satisfy the conditions 4~•k=0,



E~~”ôAA’,



A=1,2.



(2.27)
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The completeness relation for the basis requires ~



6~.



E~E~+=



(2.28)



The Fourier representation of the fields A and 1? can then be written as



A(x, t) ~ ~~exp(ik ‘x)e~4~(t)



(2.29)



fl(x, t)



(2.30)



=



and =



~



~ç~exP(ik . x)r~4~(t).



As in the case of the neutral scalar field the hermiticity of A and H yields the relations (A)



‘(A) —



(A) -‘(A)±— -‘(A) ~-aPa — ~a(A)P—a,



~ (A) q,“(A)±,



—



which allow one to derive the commutation rules for the operators 4~ and j3~ F4~A)(t)j3~’~(t)] = [j~~(t),



j3~’~(t)] = 0 ,



(2.32a)



[4~(t), j3~’~(t)] = i6AA’6 kk’~



(2.32b)



We can now consider the Hamiltonian of the electromagnetic field, which is derived according to eq. (2.4) in its canonical form i4=~Jd3x{ft2+A.(_v2A)}.



(2.33)



In the derivation use has been made of the identity f~d3x (V x A)2 = f0 d3x A (— V2A), which can be proved by applying the gauge condition (2.23) and integrating by parts. Expressed in terms of j3~and 4~ the Hamiltoriian becomes again an infinite sum of uncoupled harmonic oscillators: i-Ti =



~



{j5~j3~ + ~



The transformation to new creation and annihilation operators ~ ê(A) = VT~



(4~



+ 1



j3(A)+)



(2.34) and ê~defined by



(2.35)
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satisfies the commutation rule [-‘(A)



‘(A’)±l , c~.



— —



~-‘AA’~’kk’



leads to the representation in terms of photon number operators ñj~= ~



(2.37)



Wk(fl~+~).



The vacuum of the quantized electromagnetic field is defined by ê~I0)= 0. Consequently, the quantized free electromagnetic field also carries an infinite zero-point energy, E0 —(OIHIO). = ~l~A Wk. In this context we note that in the framework of the Gupta—Bleuler quantization method one would obtain a Hamiltonian of similar form, but with additional contributions from the unphysical longitudinal or scalar photons [11].However, it can be shown [12]that the zero-point energy of the unphysical photons is exactly cancelled by the introduction of Fadeev—Popov ghost fields [13, 14], which carry a negative zero-point energy [15—17].In this sense, the covariant treatment of zero-point energy is equivalent to that in the transverse gauge. 2.1.3. Zero-point energy of fermion fields After having treated two boson fields which exhibit divergent zero-point energies because they correspond to an infinite collection of harmonic oscillators, let us now turn to the zero-point energy of fermion fields taking as an example the electron—positron field. This particular case will be of further interest in later sections. Before taking charge conjugation invariance into account, we discuss the quantization of the free Dirac field based on the Lagrangian (2.38) which gives the field equation (iJ—m)~P=0.



(2.39)



The conjugate fields follow as H~=i~P~.



(2.40)



For fermion fields quantization is achieved by anticommutation relations {#,,(x,



t),



#~(x’,t)} = {1?a(x,



{1P,,(x,



t),



1Ti,3(x’,



t)}



=



~5ajjS(X



t), .ñ~~(xl, t)} —



=



0,



x’).



(2.41a) (2.41b)



According to eqs. (2.4) and (2.39) the field Hamiltonian reads H= Jd3x i~i~ôo!P=Jd3x t~(—i y°y”~k +



y°m)~P.



(2.42)
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In order to derive the more convenient energy representation, the field operators are expanded in terms of a complete set of single-particle states ~P(x,t)



=



~ i/i~(x)exp(—i~~t)l~ + ~ ~1i~(x) exp(—iE~t)l~.



(2.43)



The first sum contains electron states referring to a positive energy e, > 0, whereas the negative energy states with ~. F



(2.49)



kF, and Ek = —E~fork F



Ekc2~dk+EO.



(2.51)



kF



(2.52)



Ek).



k 1). The subtraction of zero-point energies referring to the different regions will be performed as indicated in fig. 3.2: z~E(a,R)= (E 1(a)+E11(a, R))— (E111(R/,~)+E1~(Rhj, R)).



(3.9)



Since every single contribution in eq. (3.9) diverges, one is forced to introduce a suitable cutoff function which vanishes for large arguments, e.g., as before x(w) = exp(—Aw). The Casimir energy is obtained after performing the limit E(a) = lim lim i~E(a,R, A), A-.O



R-+oo



and turns out to be cutoff-independent (eq. (2.63)).



Fig. 3.2. Subtraction of zero-point energies for the conducting spherical shell configuration.



(3.10)
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Evaluating Casimir energies in similar cases according to this method for instance the parallel-plate configuration for a massive scalar field in a finite rectangular box [77] one also has to introduce a high-frequency cutoff or some other regularization scheme. Difficulties arise in understanding the role of the cutoff frequency when it would appear in the final result, because in this case the regularization method is not well-motivated on physical grounds and must be considered as a formal technique designed to produce a finite quantity. Fortunately, the cutoff removal can be performed and the resulting Casimir energy is cutoff-independent also in this case. We add a few comments concerning the applicability of the mode summation method. It has already been mentioned that the eigenmode energies Wk are obtained by solving the field equation with respect to the required boundary conditions. The cases where analytical expressions for 10k can be obtained, and the summation and regularization can be performed, are severely limited when more complex geometries are considered. Apart from the enormous numerical effort associated with the application of this evaluation method in general, further technical difficulties occur in connection with the required boundary conditions. Such problems exist inherently in the case of confined spinor fields, where the boundary condition has to be satisfied simultaneously for both the upper and lower component, or for the electromagnetic field where one has to distinguish between transverse electric (TE) and transverse magnetic (TM) modes. For the highly symmetrical spherical shell configuration it is possible to divide the total zero-point energy into the contributions from TE and TM modes, respectively, because particular steps of the whole calculation can be performed analytically. Thereby one recognizes that the Casimir energy becomes finite (in the limit R ~ and A 0) because of a delicate balance between the contributions of the TE and TM modes. The spherical shell calculation already indicates that the application of the mode summation method in the case of more general configurations can be expected to be very cumbersome and even unsatisfactory, when guidance from analytical calculations is absent. Numerical convergence is not a priori guaranteed. Consequently one may argue that the success of the mode summation method is limited to problems, where the evaluation is accomplished either analytically or, at least, semi-analytically as in the case of the spherical shell. On the other hand, it should be emphasized that this method always may be used, in principle, to define the Casimir energy. Nevertheless, due to the severe problems encountered in solving non-trivial examples using the direct summation method, it is necessary to look for alternative formulations. —



—



—~



—~



3.2. The local formulation and Green function methods Another field theoretical approach for studying the properties of the vacuum starts from an analysis of the behaviour of local field quantities. For our purpose, the energy—momentum tensor T’~”represents the appropriate quantity: the integral overT00 represents the total energy, the components T°~’ are related to the flow of energy and momentum, and the stress components T~are useful to deduce the mechanical properties of the vacuum. A local formulation implies the introduction of the energy— momentum tensor of the vacuum f9~according to eq. (2.56) in the form: ~



(0hi’~’t0)ar(0hI’~’b0)o,



-



(3.11)



i.e., the measurable energy density of the vacuum is defined as the difference between that in the constrained field configuration and the one corresponding to the unconstrained field. Since space-time integrals over particular components are related to direct observable quantities, in addition to eq. (3.11) one has to require certain invariance properties under fundamental symmetry transformation of the
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system. For instance, the vacuum energy of a relativistic charged field should be invariant under charge conjugation. @~should also be symmetric in its indices because it acts, in principle, as a gravitational source. Equation (3.11) has to be regarded as a formal definition, i.e., ~ is not necessarily well-determined by this equation, as we shall see. The advantage of the local definition is that it permits a different point of view and a deeper understanding of the nature of vacuum energy and vacuum stress. It turns out that 9~is expressable in terms of field propagators. The occurrence of quantum field fluctuations and the associated observable vacuum effects can thus be understood from the modifications in the propagation of virtual field quanta under external constraints. In order to elucidate this connection we shall now derive the relation between the vacuum expectation value of the energy—momentum tensor and the propagator for two conformally invariant field theories, viz., the electromagnetic field and the massless scalar field. Beside the dynamical fields themselves, the energy—momentum tensor also contains first-order derivatives of the field. Such terms may be constructed by means of a suitable differential operator acting on the time-ordered product of the field operators T(~°(x)~’~(x’)). The operator for the energy—momentum tensor then formally follows after performing the Lorentz-covariant limit x’ x. By taking the vacuum expectation value the relationship to the propagator, which is generally defined as —~



iG~°~’~(x, x’) =



(01 T~’~(x)~ k)(xl))I0)



(3.12)



becomes clear. For a specific example, let us consider the energy—momentum tensor of the free electromagnetic field with the Lagrangian 2= ~ which leads to the field equations: (g”Ll— a~a~)A~ = 0. We want to relate its symmetrical energy momentum tensor (3.13)



T~~A = —F’~F~ + ~g~AFsF~uJ



to the propagator. The first step is to derive an equation between the time-ordered product of the electromagnetic field tensors t~AP(X



x’)



= T(P’~(x)F~’(x’))



(3.14)



and that of the vector fields as = TX~,AP;~$T(A~(X)AP(X~))_ (n~5(x~— x~)[A’~(x), ft~’(x’)]



—



n”6(x~—x~)[A~’(x),P~’(x’)]),



(3.15a) where n” = (1, 0, 0, 0) denotes a time-like vector and the differential operator explicitly reads = (g”~a~’ ~ —



3 a’~~) 9~)(g1~9~A gAl



(3.15b)



—



The second term in eq. (3.15a) arises from the differentiation of the function ~9(x



0 — x~)due to the presence of time ordering. In the derivation of eq. (3.15a) terms of the form g°’~6(x0— x~,)[A,~(x),Al3(x’)] have been omitted since for equal times



t5(xo—



X~)[Aa(X), Al3(x’)] =



6(x0— Xt)[Aa(X, x0), Al3(x’, x0)] =



0.



(3.16)
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According to eqs. (3.15a) and (3.15b) and replacing all commutators which appear together with a temporal delta function by the corresponding equal-time commutators, the energy—momentum tensor follows as j~~A(x)=



T(A,,(x)A~(x’))+ 2i(n”n”



—{~1 ~



—



~g~A)~5(x —



x’)}I~~,



(3.17a)



with the abbreviation A~~A;~~l3_ p~A ;a$l — T~~’~.



~A



4g



,‘p; ~



The delta-function term in eq. (3.17a) arises from explicit evaluation of equal-time commutators. After taking the vacuum expectation value the desired relation between the unperturbed energy—momentum tensor (Of T~~A (x)I0)o and the free photon propagator



iDas(x x’) = —



(01 T(Aa(X)A~(X’))f0)



(3.18)



is found to be (Of I’~(x)fO)o = —i{~i~



—



x’) + 2(n~~nA — ~ig~A)6(x — x’)}I~.~.



(3.19)



On the right-hand side of eq. (3.19) D,,~(x x’) can be expressed in terms of the scalar Green function —



G0(x



—



x’),



which in the Feynman-gauge is simply related to the photon propagator according to



D~$(x—x’)=g~l3GO(x—x’)=——-’-~ g~ 4ir (x—x)



.



(3.20)



,



+137



leading to the result (Of t~(x)f0)0 = —i{r~Go(x



—



x’) +



2(n~n” ~g”jô(x —



—



x’)}f ~



(3.21a)



—~g~”8”a.~) (3.21b) 4 as x’ approaches x. In Ø~ the delta-function term will be The first term like 1/(x x’) cancelled by thediverges corresponding counterpart of (O!T~”(x)f0)~. That the space integral over (Of T”~’(x)f 0)~ actually yields the zero-point energy E 0[O] becomes clear by inserting an appropriate eigenfunction representation of Go(x x’) and integrating over space. Introducing boundaries, the propagation is modified due to the surface interactions, and consequently this perturbs the homogeneity of the corresponding propagator. In addition, the propagator G(x, x’) must now satisfy the appropriate boundary conditions, for instance Dirichlet or Neumann conditions as in the case of perfect conductors (G(x, x’) = 0 or n~V G(x, x’) = 0 on the surface S). Under these conditions the differential operator r~, which relates (OIT’~IO)sto G(x, x’), is the same. Thus the energy—momentum tensor of the vacuum for the constrained field configuration can be written as [49] =~



= 2(3~’a



-



—



—
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~9~(x)= —i{r~.(G(x,x’)— G0(x



—
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(3.22)



x’))}j~’=~.



The above expression looks formally quite simple. The vacuum subtraction appears now as the difference between the constrained and the free propagators. For explicit evaluations all one has to do is to construct G(x, x’) for the considered configuration, which is, however, not a trivial exercise. This is not surprising in view of the mathematical difficulties already encountered in the context of the mode summation method. One cannot expect to circumvent these problems simply by choosing a different calculational method. Except for some special cases with simple geometry the exact evaluation of ~ for an arbitrary configuration is of comparable intricacy. On the other hand, the local method has the advantage that allows one to apply systematic approximation schemes for the constrained propagator. For instance, the asymptotic behaviour of ~ in the vicinity of a smooth boundary can be obtained explicitly by this method [49]. Brown and Maclay [35] were the first to use the Green function method in calculating the vacuum stress tensor for the Casimir configuration. By virtue of the highly symmetrical parallel-plate configuration. The exact expression for the constrained Green function G(x, x’) can be constructed in terms of an infinite sum of image source functions (see fig. 3.3). If there are no boundaries in the electromagnetic field, only “direct” propagation (emission of a photon at a space-time point x’ and absorption at x) occurs. Introducing the parallel plates separated by a distance a, several additional contributions occur corresponding to certain reflections on the plates (mirrors). These contributions can be treated as if they arise from an infinite sequence of alternating sources placed along the direction z’~= (0, 0, 0, 1) normal to the plates, propagating2,freely the imagethe points x’ +Green 2lz and i’ + 2alz (1 =x’) 0, ±1,.. ±c~) toward —x’3).from Accordingly, exact function Dap(X, can be.,expressed as x, where i” = (x’°, x ”, x’ a sum of free Green functions. After the explicit calculatibn the energy—momentum tensor of the vacuum appears as



~9~(x)=



—i28~’8” ~‘



G~(x— x’ — 2alz)I~=~,



where the prime indicates that the I = 0 term (“direct” vacuum contribution) is excluded. Performing the summation and the differentiations leads to the result, eq. (2.62), already mentioned in the previous section. It is interesting to note that only contributions corresponding to an even number of reflections enter in ~ Lukosz [84, 85] shows in detail for Casimir’s original parallel-plate configuration that this cancellation with an odd number of reflections arises from the particular symmetry of the Green functions corresponding to the electric and the magnetic field modes, respectively.



0



•



I



I



~



Fig. 3.3. Illustration of the image-source construction of the constrained Green function for the parallel-plate configuration.



114



G. Plunien et aL, The Casimir effect



3.2.1. Casimir stress between perfectly conductingparallel plates In order to make the previous considerations more specific and to give an example for a successful application of the Green function method, let us now present the calculation of the Casimir effect between infinite plates in some detail. It has already been mentioned that the energy—momentum tensor can be derived from the Green function



~



x’) = (O~F~’(x, x’)!O)



=



(OJTP~”’(x)E~(x’)JO).



(3.23)



This Green function itself can be constructed by means of a suitable differential operator which acts on the photon propagator jDa~~ (x, x’) = (O~T(Aa (x)A~(x’))jO). In Feynman gauge, where the photon propagator is simply related to the scalar Green function, one derives the relations G~~AP(X, x’)~.5~APG(X



x’),



(3.24a) (3.24b)



1~9~~a’~.



~5~~AP



=



The notation



+ g~’8~9”g in eq. (3.24a) indicates that the equal-time commutators are omitted (see eq. (3.15a)).



g~’P~91~31A — g#~P3~9lA =



—



The energy—momentum tensor is then given by (Of



k(x)IO)s~(i){G~,(x, ~



~



(3.25)



,



omitting gauge-dependent delta-function terms, which arise from the evaluation of commutators, and which cancel in ~ The exact Green function can be constructed in terms of an infinite sum over free Green functions corresponding to image sources of alternating sign. As illustrated in fig. 3.3, one has to deal with two types of images. Those which carry a positive sign are placed at positions x’ + 2alz. They correspond to those signals propagating from space-time point x’ to x, where an even number of reflections between the plates has taken place. The Green function referring to an even number of reflections (omitting delta-function terms) is given by G~(x, x’)



~



~



G(x



-



x’-



2alz).



(3.26)



In order to derive the contribution from an odd number of reflections ~ which refers to negative sources placed at i’ + 2alz, one has to consider that in each single propagation function Da~(X X’ 2alz) the normal component of the potential changes sign, i.e., —



+



2alz) = (g~+ 2z0~z‘~ )A



—



3A



13(f + 2alz)



~‘



13(f + 2alz),



(3.27a)



with (3.27b) It was convenient to introduce the modified tensor which generates the transformation from normal variables to the reflected ones: x’~ and A’~ N’. In view of the property = â’~ the field A” remains unchanged for an even number of reflections and has to be replaced by the transformed field ~



—* ~



—~



~
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(eq. (3.27a)) if an odd number of reflections has taken place. The corresponding part of the total Green function G”” Ap takes the form



G~°(x,x’)



=



—



r~’~’~ ~ ~ (i) ~min. In the case of a massive relativistic particle field one has fEmj,,J = m. The contribution of the vacuum energy due to the change of the continuum when the external potential is introduced can be derived from the phase shifts of each of these states. For this purpose one analyzes the asymptotic behaviour of the field eigenmodes, i.e. ço~(x1 —* ±cx).For the free vacuum configuration one has



(Pk(X1)~



~cos(kx1);for even ~k, . lsin(kx1); for odd ~‘k,



(3.94a) 2) = 0,



where the wave numbers k are determined kL—2rrn.



by



the boundary condition



i.e.,



wk(L/



(3.94b)



Each of the field modes (3.94a) is modified by the presence of the external potential. For distances



x 1



much larger than the range of the potential the asymptotic form is given by ~1’(x1)~



icos(kxi + z1~[V]/2); for even çok, tsin(kx1+LI~[V]/2; for odd ~k,



(3.95a)



where the bounday condition implies for even and odd field modes respectively: kL+ii1’[V]=2irn.



(3.95b)



The phase shifts LI~and LI~are functionals of the potential V. Since the system is restricted to a large box L, which induces the conditions (3.94b) and (3.95b) where L tends to infinity the level densities are



obtained as (3.96a) In accordance with (3.94b) the first term (3.96b)



= L/2rr



is nothing but the level density for vanishing external potential. Since the corresponding eigenmode energies are related to the wave numbers, i.e. s = s(k), one can define the zero-point energy density according to



w1’[V]



=



s(k)371’[V].



(3.97)



With respect to the definition of the vacuum energy one is led to the spectral representation (the part of the positive energy continuum) Evac[V] =



J



dks(k)(37~[V]— ?7~[O]),



(3.98)
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which is of a similar form as eq. (3.44) and formally consistent with the expression (3.93) given in terms of the mode generating function introduced within the treatment of Balian and Duplantier [42] concerning the electromagnetic Casimir energy. Inserting eqs. (3.96a, b) the vacuum energy takes the form



J



Evac[V1



~e~(LI:[V]+z1~[V]), 21T de



(3.99)



Emin



which is the defining equation for the phase-shift representation of the vacuum energy. Let us finish this section with several remarks. The fact that the high-energy field modes do not contribute to the vacuum energy is ensured by the property [d(zi~[V])Ids]j~...= 0. For application of the phase-shift representation one has to calculate the phase shifts explicitly. Analytically expressions may be derived only in specific cases. In order to evaluate Evac according to this method appropriate regularization procedures must be applied, e.g., in the caseof an external Coulomb field. In this context we note that the vacuum energy of the Dirac field interacting with a Coulomb potential of arbitrary strength, which we shall derive by means of the local Green function method (section 5), has been calculated earlier [154] by the phase-shift method.



4. Casimir effect 4.1. The Casimir effect between perfectly conducting plates As an explicit example for calculating Casimir energies let us consider the parallel conducting plate configuration in the electromagnetic field. In this case the mode summation method can be applied successfully for an exact evaluation of the Casimir energy. Attention will be drawn to the involved subtractions and the regularization of infinite quantities which are necessary in order to derive a finite result for the Casimir energy. For this purpose it is convenient to consider a large cubic cavity of volume L3 bounded by perfectly conducting walls as quantization box, in which a perfectly conducting square plate of length L is placed at an adjustable distance parallel to the x, y face. To find the Casimir energy one has to consider the difference between the zero-point energy corresponding to the situation in which the plate is placed at a small distance a from the wall and the one when the distance is large, say LI 37 a with ~ > 1. The two configurations to be compared are illustrated in fig. 4.1. Formally the Casimir energy is defined as ~



Ec(a) = lim{(E,(a)+ E11(L— a))— (E111(L/’q)+ E1~(L—L/’q))}.



(4.1)



Each single term of eq. (4.1) represents the zero-point energy as the sum of eigenmodes inside a rectangular cavity. The corresponding fIeld eigeiiuiudes are -determined-~y--rcquiring4he-~Dirichlet boundary condition for the electric and the magnetic field, i.e. n - B = 0 and n X E = 0, on the walls. It is sufficient to derive the energy E,(a), since it is2atheareonly contribution survives in the limit L—~cc. characterized bywhich the eigenfrequencies The eigenmodes inside the cavity of volume L cv = Vk~+k~ k~=(nina)2 k~ (n~in/L)2+(n~ir/L)2. (4.2)
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Fig. 4.1. Subtraction of zero-point energies in the case of the conducting parallel-plate configuration.



Since the condition a



L is satisfied, the components of k11 can be treated as continuous variables, whereas n still takes discrete values. In this limit the eigenfrequencies referring to TE and TM modes are identical. To each component k, correspond two standing waves (polarizations) and only a single one, if one component to as zero. The zero-point energy of the electromagnetic field inside the 2a (fig. 4.1) can is beequal written cavity L Et(a) = (L/2ir)2



‘~



J



d2k 1~{~fk~f + ~ Vk~+ (niT/a)2}.



(4.3)



As



it stands this expression as well as eq. (4.1) are ill-defined and require regularization. Various procedures of how to derive a finite result for the Casimir energy will be discussed in the following. In the case of conductors present in the electromagnetic field regularization can be legitimized on physical grounds. As mentioned earlier, real conductors become transparent for electromagnetic waves with sufficiently high frequency. Accordingly, the high-frequency modes will remain unaffected when the plates are present, and eigenmodes with frequencies larger than a cutoff frequency cv~(in principle determined by the properties of the real material) should cancel in eq. (4.1). For the regularization of expression (4.3) this implies the introduction of a suitable (i.e. infinitely often continuously differentiable) cutoff function f(k/k~)which satisfies f(k/k~) 1 for k ~ k~and tends to zero sufficiently rapidly for values k ~ k~.Here, k~denotes the cutoff wave number which is assumed to be of the order of the inverse atomic size and maybe defined according to the conditionf(1) = ~. The simplest choice is given by an exponential cutoff f(k) = exp(—k/k~). In order to calculate the Casimir energy one has to perform the energy subtraction, for instance, as indicated in fig. 4.1. Doing this it has to be taken into account that, since the distances (L a), LI37 and (L LI37) are assumed to be large compared with a, the remaining discrete summation occurring in E1(a) (eq. (4.3)) also may be replaced by an integration. This leads to the expression —



—



L 2 E(a, k~)=(i—) fd2k11{~Jki1ff(fki1f/k~)+~ [k~+



+



~—



((L



-



a)



-



Li37



-



(L



-



LI37))



f



(~)] 2



1/2



f([k~+



dk~kf(k/k~)},



(~)]



2 1/2



/i~)



(4.4)
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where the cutoff is already introduced and k = [k~+ k~]”2in the third term. Obviously certain contributions corresponding to the larger cavities cancel. The above equation reveals explicitly the fact that one has certain freedom dividing up the quantization box and in performing the energy subtractions. For example, the subtraction according to E(a) = {E 5(a) + E55((L a)I2 — E111(L)} is completely equivalent. After performing the angular integration eq. (4.4) takes the form: —



E(a, k~)=



L2rr2



{~JdyVyf(—~-Vy) J +



~



dyVyf(—~-Vy)



-



J J dyVyf(_~-Vy)~, dn



(4.5)



2k2Rr2 + n2. Defining the function where we introduced the dimensionless variable y = a F(n)



=



J



dy\/yf(__



(4.6)



Vy)



ak~



2



the expression (4.5) can be written as



E(a, k~)=



a



{~F(o)



+



F(n)



~



n~1



-



J



dn F(n)}.



(4.7)



For the further evaluation one can apply the Euler—MacLaurin formula. By making use of the assumed asymptotic behaviour of the cutoff function, eq. (4.7) takes the form E(a, k~)=



—



L2ir2 ~ 4a ~.



B 1(2k)!



t2”1~(0),



(4.8)



2kF



where B2~denotes the Bernoulli numbers. Since the first two derivatives of F(n) vanish at n = 0, only higher-derivative terms contribute to the sum. For m 3 the derivatives of the function F(n) explicitly read 3)(innIak~) + 2(m 1)nf(m~2)(innIak~) + n2f(innIak~)]. (4.9) —2[(m 1)(m 2)f~m_ Obviously only the first term does not vanish for n = 0 and the first derivative contributing in the sum (4.8) is F°’(O)= —4. Insertion of all non-vanishing terms into eq. (4.8) leads to the total expression for the Casimir energy —



F(m)(n) =



—



—



E(a, k~)= L2ir2 ~_



2~4C



2(2k)! B2k(2k



—



2)(2k —3) (—~-)



The coefficients C2~_4are determined as the values



f(2k_4)(0),



(4.10)



2~_4.



particularly one has C0 =



1.
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The above expression for the Casimir energy reveals two interesting facts: In the cutoff-dependent result (4.10), which has been derived under rather general and reasonable assumptions for the cutoff function, the leading term (— 1/ad) turns out to be cutoff-independent. All the other terms contain powers of (rrIak~)and vanish when the cutoff is removed (k~—*cc). In this limit one obtains the well-known result for the Casimir energy L27r21 Ec(a)~, 720 a



(4.11)



which gives rise to an attractive force per unit area (vacuum pressure) 21



(4.12)



240 a



A somewhat different method for calculating the Casimir effect between conducting plates consists in using the Poisson’s sum formula together with a specific choice of an exponential cutoff function. We take the exponential cutoff yielding



J



F(n)



dyVy ~



(4.13)



for the function F defined in (4.6) with the abbreviation ~ = (rrIak~).In order to evaluate eq. (4.7) with this specific case one can use Poisson’s sum formula, which reads



c(a) =



~



J



~-



dn e~’F(n),



F(n) = 2~ ~



c(2rrn).



(4.14a)



(4.14b)



In the present case the function F(n) is symmetric in n. Thus, these equations simplify:



c(a) =



J



dn cos(an)F(n),



~ F(n) + ~F(O)= irc(O) + 2ir ~ c(2lTn).



(4.14c)



(4.14d)



Inserting eq. (4.14d) into eq. (4.7) we observe that irc(0) is cancelled by the term —f~°dnF(n), which
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leads to the following expression for the Casimir energy: Ec(a) = —i-- ~ c(2irn). 2a ~



(4.15)



According to eq. (4.14c) we obtain the cutoff-dependent function



c(a, ji)



=



-~-



J



= —~ira



dn cos(an)



J



J



dy \/y e~”~



dn sin(an)n2 e”~=



~[ ~ ~



-



At this point it is permissible to take the limit /L infinite summation (4.15) with the result 2



E~(a)=



—



(4.16)



0



8ir2a3



2



n4 =



—



8ir2a3



=



—



—~



0 which gives c(a) =



(—4Iira4). Now one can perform the



L22 720a3~



The Poisson sum formula can also be applied in order to evaluate the temperature correction to the Casimir effect, as we shall see in section 6. Let us now represent a third regularization method in orderto evaluate the Casimir energy. It is based on the analytic continuation in the number of dimensions d [77, 95]. Using the relation 2 ir’~2



J



J



d’~kf(k)= F(d/2) dk k”1f(k), the Casimir energy inside a d-dimensional cavity with one direction of finite length a reads



(4.18)



(4.19)



For evaluating the integral one can use the representation of the beta function [148]:



j



dttx(1+t)Y=B(1+x,_y_x_1)=



F(1+x)F(—y—x—i) F(—y)



(4.20)



which formally yields Ec(a, d)



~~““2



=



F(—dI2)



(LI2)”~1 a’~ F(—112) ~(—d).



(4.21)
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The gamma function and the zeta function can be defined for values d >0 by analytic continuation. This is achieved by the reflection formulas [148]: — x)I2)in~’~2~(1 — x), F(xI2)7r_z/2~(x)= [‘((1



(4.22a)



F(1



(4.22b)



—



x)F(x) = inlsin(irx).



With these relations expression (4.21) can be rewritten and one obtains the Casimir energy also as a function of the number of dimensions d: E~(a,d) =



—



~-



(4ir)~~~~2E((l +



d)I2)~(1+ d).



(4.23)



Obviously, the result (4.11) is recovered for d = 3. With this we end our discussion of the various methods used to evaluate the formal definition of the Casimir energy. In particular the method of dimensional regularization, which is widely used in the field theoretic renormalization program, provides a very efficient tool for the calculation of Casimir energy in all cases where meaningful definition can be given to the formal expression (2.57). 4.2. The Casimir energy of a massive scalar field in a finite cavity In this section we describe in some detail the calculation of the Casimir energy in the case of a non-interacting scalar field p of mass m inside a cavity of volume L2a assuming L a. The field inside satisfies the free Klein—Gordon equation with Dirichlet boundary conditions on the walls. The situation considered here is analogous to the electromagnetic Casimir configuration discussed above. The corresponding eigenfrequencies of the field are given by ~‘



cvk-



(4.24)



[k~+(~)2+m2]U2.



Since ~ is a spin-0 field each of these eigenmodes contribute only with an amount ~cvkto the total zero-point energy. The Casimir energy of the scalar field will be calculated as a function of the length a: E(a, m) = (LI2rn)2



J



d2k



2 + m2]~2



—



11 ~



[k~+ (nirla)



J



dn [k~+ (nrnla)2 +



m2]1/2}.



(4.25)



Again a certain regularization scheme must be applied. Ambjørn and Wolfram [77],who discussed this configuration within a more general framework of quantum fields in finite cavities, performed the regularization by analytical continuation in the number of space dimensions. In the following derivation we simply use an exponential cutoff and apply Poisson’s sum formula. In order to evaluate the Casimir energy we consider the cutoff-dependent expression ~



(4.26)
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with the abbreviations



J



b(n, ~, A)=



dyVye~’~,



~



=



amlir,



A



=



irIak~. .



(4~27).



2±n2



~‘



Using Poisson’s sum formula (eqs. (4.14c) and (4.14d)) one derives the cutoff-dependent expression E(a, ~, A) = L2ir2 2ir



E c(2irn, ~, A),



(4.28)



where the tilde indicates that the term (L2ir2Il6a3)b(0, /L, A) has been omitted, since it is independent



from the separation a. We now have to evaluate the cutoff-dependent function it-



c(a,~,A)=—I



in



f



dncos(an) I



dyVye~’~



J



0



2



d2



(4.29)



ira dA



The remaining integral in the above equation can be analytically calculated [147]: I(a,~,A)=



J



dn sin(an)n(/.L2+ n2)112exp[—A(j.c2+ n2)~2]



2+ A2)~2]. 1[~(a Inserting this into eq. (4.29) and performing the limit A =



c(a, /1) =



—



a/L(a2 + A2)112K



2/L2 —j



0 one obtains



—~



K



ira



According to eq.



(4.30)



(4.28)



2(~aa).



(4.31)



we obtain the cutoff-independent Casimir energy of the massive scalar field:



8ir a,,~. Ec(a,m)~~ ~-~K2(2amn). 1n



(4.32)



This result coincides with that obtained by Ambjørn and Wolfram [77]using dimensional regularization. The remaining summation cannot be performed analytically. Only in the limits of small and large mass one can derive approximate expressions of the Casimir energy. In the limit m ~ a~ the modified Bessel function behaves like [148] 2 + 0(m2). (4.33) K2(2man) = 2(man) —
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Performing the n-summation the Casimir energy up to the order m2 turns out to be L221



L2m21



Ec(a~m)j~~+



96



(4.34)



The first term represents the Casimir energy of a massless scalar field. Its value is half of the result found in the electromagnetic case, due to the fact that the scalar field has only one polarization state. In the opposite case, when the condition ma ~ 1 is satisfied, the Casimir energy is found to be exponentially small Ec(a, m) =



L2 m2



—



—~j —



i in \112



16in a



ma



e~2”~,



(4.35)



reflecting the fact that the Casimir energy vanishes in the classical limit of particles with large mass. 4.3. Quarks and gluons in a bag Until now we have discussed the vacuum energy of quantized fields in rectangular cavities. For this particular geometry of variable external constraints it has been clearly shown that the zero-point energy must be envisaged as a contribution to the potential energy of quantum fields which represents as least in principle a measurable quantity. Particularly the investigation of Casimir energies of quantized fields confined in a spherical cavity has recently become of interest in the context of phenomenological bag models in particle physics [54—72]. The bag model is based on the belief that hadrons are built out of quarks (and gluons), and that quantum chromodynamics (QCD) provides the appropriate description of hadronic matter. QCD is given by the following Lagrangian, which is invariant under the colour group SU(3) and in the absence of mass terms under the hadronic flavour symmetry group SU(N~): —



—



-~OCD =



~



[~T’k(iy~a~ mk)~P’k —



—



~g~PkA,,y~PkA~,]



—



~



(4.36a)



where Aa denote the Gell—Mann matrices, g the coupling constant and Nf the number of flavours. The index k will be suppressed later on. The non-Abelian field strength tensor is given by F~’=



—



a~A~ + gf~CA~A~.



(4.36b)



Although the theory is not yet completely understood, one expects that QCD contains quark and colour confinement which would be in accordance with the empirical finding that free quarks do not exist and all known particles are colour singlets. In a simplified, approximate model of hadronic structure based on QCD, confinement must be introduced by hand assuming that the fields are localized inside finite regions and requiring appropriate boundary conditions. Such a treatment represents the common aspect in several phenomenological bag models [75]. Now, even in an “empty” bag, i.e., which contains no real quarks, there will be non-zero fields due to quantum fluctuations and these give rise to a Casimir energy. The Casimir energies corresponding to the quark gluon fields may be evaluated separately, considering the two simplified
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problems: Quarks confined in a finite (static) bag of volume V are described by the free Lagrangian =



~(iy~9,. m)’I’,



(4.37a)



—



together with the linear boundary condition (iy~’n~.1)~PI~ = 0,



(4.37b)



—



where n~’= (0, n) is the outward normal vector to the static bag surface S. The corresponding Casimir energy is the difference between the zero-point energy due to the cavity field modes of the sea quarks and the one of the unconstrained field modes. Concerning the colour gauge fields one considers the free Lagrangian (neglecting the non-linear term 4~4c’~in the field-strength tensor): fabc~ =



(4.38a)



~



Within such an approach colour confinement is achieved by treating the exterior physical vacuum as a perfect colour magnetic conductor, i.e., the vacuum inside the bag is characterized by the colour magnetic permeability p~= 1, while ~ is infinite in the exterior. Through the vacuum relation ep~= 1, this implies that the dielectric constant e~,= 0 (and ci~) outside the bag (see section 7.1). The colour electric and magnetic fields must then satisfy the following boundary conditions on the surface: ~



n.E’~I~=O,



flXBajs=o.



(4.38b)



The evaluation of the gluonic Casimir energy is completely analogous to the procedure followed for the electromagnetic Casimir effect. Note however, that the role of the colour-electric and colour-magnetic fields is just the opposite to that in normal electrodynamics (see section 7.1). The following discussion of Casimir energies in a spherical bag is intended to give an outline of the applied evaluation method without going too much into technical details. We mention right-away that present results are not completely satisfactory, since the final expressions for the Casimir energies contain cutoff-dependent parts. The remaining finite parts of the Casimir energy of quarks andgluons are both found to be proportional to the inverse of the bag radius a, as it must be since a~ is the quantity setting the energy scale. spherical bag In order to derive general expressions for Casimir energies of quantum fields inside a spherical bag, it is convenient to apply the local formulation. The steps necessary to perform the derivation become more transparent if one first considers the case of a confined massless scalar field. All method which are applied there can be generalized to the other cases of confined fermion or vector fields. Only the technical details are more involved. The energy—momentum tensor of the vacuum of the massless scalar field can be derived in an analogous way as we have shown in details for the electromagnetic field. Since one considers the scalar field in the presence of static boundaries the exact Green function is homogeneous in time. The vacuum stress tensor thus reads: 4.3.1. Casimir energy in a
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{i(9~’3”~



—



~g 8~8”)(G(x,x’, x 0



—



x~) G0(x x’))}l~~..~. —
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(4.39)
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Both Green functions satisfy the equation LIG(x, x’, x0 — x~)=



—



3(x —



x’),



LIG0(x x’) = —5(x —



—



x’),



(4.40)



where the constrained (or cavity) Green function may either fulfill Dirichlet or Neumann boundary conditions on the surface, i.e., GD(x, x~,x0 x~)j5= 0 or n~VGN(x, x’, x0 x~)js= 0. Analogous conditions must be required when x’ is on the boundary. It is now of advantage to separate the exact Green function into the inhomogeneous free vacuum part G0(x x’) and a remainder: —



—



—



G(x, x’, x0



x~)= G0(x — x’)



—



+



f~s(x,x’, x0



—



x~).



(4.41)



The remaining part Fs(x, x’, x0 x~),which describes the modified propagation due to the presence of boundaries, consequently satisfies the homogeneous equation —



L1Fs(x, x’, x0 x~)= 0.



(4.42)



—



Thus, one obtains the energy—momentum tensor (4.39) in terms of the boundary part: E~jx)= j{~j~I~s(x x’, x0— x~)}I~’~.



(4.43)



Formally the Casimir energy follows after spatial integration of the energy density over the bag volume: E~=



J



3x ~~(x)=lirn i



-~



d



J



d3xP(x, x, r),



(4.44)



where the limit T = x~ 0 must be performed at the end. For further evaluation one now needs an appropriate eigenfunction expansion for the Green functions where the boundary conditions are easy to take into account. Concerning the spherical symmetric boundary problem it is convenient to choose the angular momentum representation of the Green function. Introducing the Fourier-transformed Green function G(x, x, w) satisfying (A + w2)G(x, x’cv) = 6(x x’), the partial wave expansion implies: —



—~



—



G(x, x’, cv) =



g 1(r, r’)



m~i



Yim(12)Yi*m(flh).



The radial part of the Green function is determined by the radial equation 2 1(1+1) 1 (_~_~r_ +cv2) g,(r, r’)=~6(r—r’), 1 d ,.~



(4.45)



(4.46a)



subject to Dirichiet or Neumann conditions (a denotes the bag radius) g~(a,r’) =



0,



-~--g’~(r, r’)Pr.~a= 9r



0.



(4.46b)



The general solutions of eq. (4.46a) which satisfies the boundary conditions (4.46b) are well known [93,
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55] as certain combination of spherical Bessel functions. The Dirichlet and Neumann scalar Green function in the interior of the bag, i.e., r, r’ < a and which are regular at the origin are given by (r’ < r): h~(ka)j(kr~)j(kr)]~ Ytm(fl)Ytm(Q’), (4.47a) GD(x, x’, w)= —ik 1.0 ~ j,(kr’)h~1~(kr)~ j 1(ka) m



[



GN(x, x’, cv) = —ik ~ X~



[



—(i-



1~(kr) h~1)(y)/~_ji(y))y=ka 1i(kr’)Ji(kr)]



j~(kr’)h~



(4.4Th)



Yim(Q)Y~m(f2’),



k = Icv~.The first terms, in eqs. (4.47a, b) correspond to the free particalwave propagator, while the second terms belong to the surface part .P(x, x’, cv). With these informations one is able to derive closed expressions for the Casimir energy of confined scalar fields satisfying either Dirichlet or Neumann boundary conditions. In the case of Dirichlet conditions one obtains in accordance with eq. (4.44) a



cc



Ec(a,
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J



(21+ 1)-~-~ ~e~’~k



~



9r



1=0



2ir
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h~(ka)j drr2j~(kr), j 1(ka)



(4.48)



0



where the sum formula for spherical harmonics, 2 = 2~1,



(4.49)



m~1 Yim(Q)1



has been used. The radial integral over- the interior of the- sphere is -related- to the --sec-on4-Lommelintegral [149]: -
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drrJ~(kr)=



~-



2



0



=



~



[(-~J(y))~ dy



y=ka



[~~a)



—



+ (i -



-A) (ak)



J~i(ka)J~+i(ka)],



J~(ka)]



p>



-1.



(4.50)



Inserting this into eq. (4.48) leads to Ec(a, r) =



-



~



(21+1)



J



~ e’~i(ak)3h ~‘~(ak)[j2(ak) j, —



1(ak)j,+1(ak)].



2ir Performing now a Wick rotation



[88],



j1(ak)



(4.51)
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k—*iIwj,



(4.52)



and substituting x=Iw~a,



t~=rIa,



(4.53)



the Casimir energy takes the form



E~(a)= lim



~{



(2/ + 1)1 dx x2 cos(ôx) K1÷112(x)[12() t=o 11+112(x) ~



—



I ,1,2(x)I



0



=



lim ~ ~



(4.54)



ira



The cutoff-dependent constant c(ö) abbreviates the remaining integral including the infinite summation over 1. This formula has been obtained by Bender and Hays [54]. As could have been guessed on grounds of dimensions the Casimir energy of a massless scalar field confined in a spherical bag is proportional to lIa. The same behaviour is also found in the case of confined massless quarks and gluons [54—56]. The Casimir energy contributions referring to these fields differ from (4.54) only in the coefficients. While the radius dependence of the Casimir energies is well determined, the calculation of the exact coefficients is beset with difficulties. As one sees, even in the case of the scalar field the coefficient c(5) cannot be obtained analytically. In addition, it turns out [54]that c(5) still contains at least one term which diverges as 1I~in the limit ô —*0. With the same method as applied above, one can derive the Casimir energies for confined quark and gluon fields in a similar way. Concerning the gluon field the evaluation reduces to solving two scalar Green function problems [55].The scalar Green function corresponding to transverse colour-magnetic field modes (TM) is related to the Green function problem (4.47a) by: GTht(x, x’, cv) = G’~(x,x’, cv). Concerning transverse colour-electric field modes (TE) the Green function is determined as solution of 2)GTh(x, x’, cv) = ô(x x’), (4.55a) (A + cv with respect to the boundary condition —



—



~~~(rGTh(x, x’, cv))J~~~ = a =0. 8r



(4.55b)



The angular momentum representation is given by [55] (r, r’ < a)



GTE(x, x’, cv) =



ik



~ (Ji(kr’)h~’(kr)_[~_ (yh~(y))/~_(yj,(y~,)] y=ka)



Xm~:~~iYim([2)Y~m(fl’).



(4.56)
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Due to the intrinsic spin one of the gluon field the term with / = Casimir energy again follows from the homogeneous part



Ec(a,



T) =



~



J



d3x (rFE(x x, r) + ~M(x, X,



0



is excluded in both Green functions. The



(4.57)



T)),



and becomes explicitly



Ec(a, r)=~ (21+



i)J ~e~(ak)~



x (j~(ka) j,
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(yh 0(y))/~(yje(y))j~ yka)
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1(ka)j,±1(ka)).



(4.58)



This formula was derived by Milton [55].After performing the Wick rotation (eqs. (4.52) and (4.53)) a more convenient expression is obtained:



Ec(a,
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~-~-—



—2



~ (21+1)1 dx cos(5x)x



(~e~(x)



~-
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2 S~(X))},



s1(x) (4.59)



s~(x)— e,(x) th



where the functions s, and e, are defined as s,(x) = (inxI2)U2I,±i,



2K,÷ 2(x),



e,(x) = (2xIir)”



112(x).



(4.60)



In order to obtain an approximate expression for (4.59) one can make use of uniform asymptotic expansions for the Bessel functions. Milton [55, 58] has derived the following result for the Casimir energy of confined gluons: Ec(a,



~ = I (_4/3~2+



~).



(4.61)



Apart from a quadratically divergent term (the leading divergence [57]) the cutoff-independent contribution turns out as to be positive and thus gives rise to a repulsive vacuum pressure. Let us now continue with a short consideration on the Casimir energy of the quark field inside a spherical bag. In order to calculate it from local quantities, we make use of the relation between the symmetrical fermionic energy—momentum tensor of the vacuum and the Feynman propagator (see eq. (5.10)). The derivation of this relation will be discussed in more details in section 5 when we consider the vacuum energy of the Dirac field interacting with external electromagnetic fields.
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The energy—momentum tensor of the vacuum of confined fermions is defined as EP’~’(x)= ~{tr[y’~(ô” a’~)Ft(x,x’, r)]



+ (/2’~-t.~)}I~~



(4.62)



,



—



where F’ denotes the difference between the cavity propagator S(x, x’, S 0(x — x’). The cavity propagator is defined as the solution of the equation (iy~9~m)S(x, x’, i-) = 6(x —



—



r)



and the free propagator



(4.63a)



x’),



with respect to the linear boundary condition: (1 + in~y)S(x, x’, r)I~ =



0.



(4.63b)



If one again separates out the inhomogeneous part S0(x the boundary part F~satisfies (iy’~9~.m)F’(x, x’, r) —



=



—



x’) from the exact cavity propagator (4.63a),



0.



(4.64)



The Casimir energy is then obtained as the spatial integral of the energy density t9°°over the bag volume: E~(r)=



-~-



J



3x tr(y°f’~(x, x, r)),



(4.65)



d



taking T —*0 at the end. For massless quarks the evaluation has been carried out by several authors [54, 56] using the angular momentum representation of the fermion propagator, which can be similarly constructed as in the case of confined scalar or vector fields, although the technical details are more involved. The spherical representation of the propagator is of the form S(x, x’, cv) = ~ S



111(r, r’, W)~jkm(I1)44l’m(fl’),



(4.66)



j1l’m



where the ~jtm are two-component spinor spherical harmonics. For determining the radial part S11t-(r, r’, cv) one uses the relation between the fermion and the scalar propagator: iy’~9~G(x, x’, T) = S(x, x’, T). Accordingly the components of S~,t-are spherical Bessel functions [56, 93]. Explicit expressions for the (cutoff-dependent) Casimir energy have been derived by Bender and Hays [54] and by Milton [56]:
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Performing again a Wick rotation and introducing the notation (4.60) the expression for the Casimir energy takes the form [561



E~(a,~) =



ira



J



(I + 1)



~



-~--
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dxx cos(ôx) [-~ln(s~±1(x) + s~(x)) dx



t=0
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(~-s,±1(x)e,(x)+
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s,(x)ei±i(x))].



(4.68)



Using Debye expansion for the Bessel functions Milton has derived the approximate result Efa,8)=-~-(~=-th)-~ -



-



-



-



which still contains a quadratic-ally divergent term. The finite part carries the opposite sign as the one which has been found for gluons and thus leads to an attractive pressure. This short review on the Casimir energy of confined massless, non-interacting quarks and gluons clearly reveals the similarities of their evaluation and the results. Both are proportional to lIa and contain a leading quadratic divergence. For the gluons E~does also contain a logarithmic divergence [57]. Recently Milton [58]has shown that the quadratic divergence in (4.69) appears as a contact term which cancels when exterior field modes are included. The corresponding calculation conceptually is very similar to Boyer’s treatment of the spherical shell configuration [37]. In the context of confined quarks such an approach might have some physical relevance in the picture of K. Johnson and collaborators where the QCD vacuum is regarded as a foam of densely packed bubbles of perturbative vacuum. The inclusion of the exterior modes proceeds similarly calculations and eq. (4.68) changes to [58]
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(4.70)



0



In the asymptotic expansion the quadratic divergence cancels and the finite part of the Casimir energy is now found to be positive Ec(a)



=



0.02041a,



(4.71)



which again gives rise to a repulsive pressure. In view of the results (4.61) and (4.71) it seems unlikely that the Casimir energy of quarks and gluons can explain the “zero-point” contribution of the (static) MIT bag energy E(a) = —zla (with z = 1.84) which occurs in phenomenological bag model fits to the spectrum of hadronic particles. Calculating Casimir energies Bender and Hays [54] have also included finite quark masses which were recently more completely treated by Baacke and Igarashi [59].They obtained mass-dependent contributions which contain further divergencies. These terms require detailed renormalization prescriptions which have not yet been worked out.



G. P!unien eta!., The Casimireffect



147



In the context of evaluating Casimir energies of confined quantum fields in the framework of the local Green function methods it should be noted that progress has been made in the derivation of exact cavity propagators. Hanson and Jaffe [93,94] have investigated the multiple-reflection expansion for the scalar and fermionic propagator which is formally similar to techniques used in the multiple-scattering expansion for the photon propagator by Balian and Duplantier [41,42]. Applying such techniques may be useful in order to calculate higher-order surface and curvature corrections to the Casimir energy inside arbitrarily shaped bags. However, the fact that divergences inherently occur in the formalism makes the theoretical treatment of zero-point energies in finite cavities with sharp boundaries problematic.



5. The Dirac vacuum in external electromagnetic fields 5.1. Vacuum energy and vacuum polarization In the previous sections we have seen that the concept of Casimir energy allows a satisfactory physical interpretation of the zero-point energy of quantum fields. It permits to regard physical vacuum energies as the response of the vacuum to external constraints. As an idealization of the real situation, fields under certain constraints (e.g., macroscopic bodies) must satisfy appropriate boundary conditions. We have already mentioned that within a generalized concept of Casimir energy systems can also be considered where external fields created by an arbitrary source configuration play the role of external constraints. As an example for such a situation we will discuss the vacuum energy of the electron—positron field in the presence of a classical external electromagnetic field. For this purpose one can take the following physical picture as a guide: The zero-point energy of the Dirac field appears as an infinite sum over eigenenergies of the properly symmetrized Dirac Hamiltonian (eq. (2.48)). It is convenient to introduce a large quantization box together with periodic boundary conditions, say, for the upper spinor components, in order to obtain a discrete energy spectrum. The energy spectrum of the free Dirac field is visualized in fig. 5.1. It consists only of the possible free electron states and free positron states. This free vacuum configuration is modified by external electromagnetic fields. For instance, in the presence of a Coulomb field created by a positive external charge distribution, particularly that of a nucleus, additional bound states appear in the energy spectrum (fig. 5.1). Any change in the external field (e.g. displacement of the sources) produces a change of the energy levels and thus in the zero-point energy. Correspondingly, the physical vacuum energy of the electron—positron field has to be defined in this case as the difference in the zero-point energy taking the free vacuum configuration as the point of reference (eq. (2.58)). The vacuum energy can be treated as a function of suitable parameters, here abbreviated by A, which characterize the relative positions of the external sources or their geometry. For instance, in the case of several charges the relative distances between each other can be taken as the variables A (e.g., the two-center distance R for two colliding nuclei). In the case of a connected charge distribution the vacuum energy may be analyzed as a function of some conveniently chosen parameters describing the shape or spatial extension (e.g., the radius a, when considering a charged sphere). Accordingly the vacuum energy is then obtained as the difference between the zero-point energy corresponding to a source-configuration characterized by certain fixed values for the parameters A and that for such values A0, which correspond to the situation of a vanishing external field. Particularly in the cases mentioned above the free vacuum configuration is realized when either the two-center
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Fig. 5.1. (a) Energy spectrum of the free Dirac equation-and (b> the spectrum in-the presence-of an -external CouIomb~fieId.-
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distance between the nuclei or the radius of the charged sphere tends to infinity. The Casimir energy defined in this context has to be interpreted as the response of the Dirac vacuum to “distortions” caused by the presence of an external source configuration. One could expect that the vacuum energy envisaged here may be related to corrections of the potential energy carried by an external source configuration due to vacuum polarization effects. For instance, when considering the Dirac vacuum in the presence of the static electromagnetic field A0(x, a) of a charged sphere, a static vacuum polarization p~~(x, a) will be induced. Infinitesimal variations Fia of the radius cause a change ~A0(x,a) and thus also affect the vacuum energy. It seems obvious to interpret bEvac(a) as the amount of energy necessary to extend or to contract a sphere by ba against the action of the polarizable vacuum. The total vacuum energy carried by such a configuration is obtained as the integral



Evac(a) =



I —



da



.‘



,o



Evac(a



),



(5.1)



i3a



a



where the derivative F(a)= —aEyac(a)It9a represents the generalized Casimir force. A further mechanical quantity, the vacuum pressure, then follows according to Pvac(a) =



— 4ira



3a



Evac(a).



(5.2)



In this example the vacuum energy defined above would represent the self-energy correction of a sphere due to the vacuum polarization. A further question that can be raised is whether it is possible to identify Evac as a contribution to the interaction potential between the external sources, as would be expected
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when the separation between the sources is taken as the variable. Whether these physical implications of the vacuum energy can be proven to be true has to be shown by an explicit calculation of the vacuum energy. Consequently one is led to the question of which evaluation method for the vacuum energy would be most convenient concerning the problem raised here. First of all the option of applying the mode summation method will be discussed. The ingredients necessary for this method are the eigenmode energies of the constrained Dirac field (assuming static external fields) and those of the free field configuration. In general, the eigenmode energies can only be obtained by numerical solution of the Dirac equation with respect to the boundary conditions required for the spinor wavefunction on the surface enclosing the configuration. In this context one has to consider that for instance periodic boundary conditions cannot be fulfilled by the large and the small spinor components simultaneously. Nevertheless, having obtained the space-cutoff dependent eigenmode energies and thus the zero-point energies E0[A, .~] and E0[0, .~], the next step towards the evaluation of the vacuum energy would be to apply an appropriate regularization scheme (a high-energy cutoff, for instance) in order to make the formally divergent difference of the zero-point energies finite. If this involved procedure would be carried out; the last step would be to attempt the cutoff removal. According to this method the whole calculation is predominantly numerical. Apart from very simple external field configurations the whole procedure seems to be rather cumbersome and not very practical. For this reason and stimulated by the Green function methods successfully employed to evaluate the Casimir energy in the case of the electromagnetic field, we turn to investigate the local formulation of the QED vacuum energy in terms of the energy—momentum tensor. Accordingly, for this purpose it is necessary to derive an expression for the vacuum expectation value of the energy—momentum tensor in the free Dirac vacuum, (01 T~j0)0,and in the Dirac vacuum interacting with the electromagnetic field AM of an external source configuration, i.e., (01 TM~cI0)A.Based on the analogous definition (eq. (3.11)), the energy—momentum tensor of the QED vacuum is formally defined by subtraction, = (Oj T~I0)A —



(01 iI0)~.



(5.3)



ø~ depends on the structure of the QED vacuum, since the exact Feynman propagator appears in as we shall see. Particularly in the case of static external fields, a general expression for the vacuum energy which reveals the dominant role of vacuum polarization effects can be derived. 5.1.1. The energy—momentum tensor of the interacting QED vacuum In order to derive the energy—momentum tensor of the interacting Dirac vacuum, one first needs the relationship between (01 TM~~ 0)~and. the free propagator S0(x — x’) and also that between (01 i’M~dI0)Aand the propagator in the external field SA(x, x’). t9~must be of a form which ensures consistency with the requirement that quantities characterizing the vacuum must be invariant under charge conjugation (including the external source) and that ø~ must be symmetrical in ~a and v. This means that the vacuum energy of the electron—positron field interacting with an external electromagnetic field remains the same even when the role of electrons and positrons is interchanged with a simultaneous change in sign of the external sources. The properly symmetrized energy—momentum tensor of the free Dirac vacuum is given by Ma~’P]+



=



~{([~ y



[~ yMô~t1])+(term ~-*v)}.



(5.4)
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This bilinear form contains the dynamical fields and their first derivatives. Such a combination can be obtained by means of a suitable differential operator acting on the time-ordered product of the fermion field operators T(~P(x)!P(x’))= O(x~—x,)~i’(x)~i’(x’)— O(x~—xo)~i~(x’)~I’(x).



(5.5)



The appropriate differential operator for this purpose reads (suppressing the matrix indices) D~ = ~



(5.6a)



d~ç)



+



with the abbreviation d~ = ~iyM(8v



—



o’~).



(5.6b)



When evaluating the quantities {tr D~[T(1I1(x)1~i(x’))]}one has to be careful with expressions arising from derivatives of the step functions in the time-ordered product. Accordingly, terms containing a temporal delta function appear, such as ~in”S(x0—x,) tr[y~’{#(x), 1I’(x’)}]



=



2ig°MnP6(x x’),



(5.7)



—



where n’~ denotes the time-like vector n” = (1, 0, 0, 0). The delta function on the right-hand side of eq. (5.7) has been generated by replacing the anticommutator by the corresponding equal-time commutator. Performing the Lorentz covariant limit x’ —~x, we obtain the following expression for the energy— momentum tensor of the free Dirac field: -



T~(x)= {2i(g°Mn~’ + g°vnM)~(x x’)— 2tr[D~çT(~t’(x)~1/(x’))]}Ix~cx.



(5.8)
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Substituting in eq. (5.8) (Of T1I1(x)V~~(x’)l0) = iSo(x (iYMoM
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x’), which satisfies the Dirac equation



m)S0(x x’) = 3(x x’), —



(5.9)
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leads to the desired equation linking the vacuum expectation value of T~ and the Feynman propagator: (01 fM~dI0)o= {2i(gOMn~’+ g°PnM)5(x x’) + ~(tr[yM(9~’ 9’~)S0(x x’)] + (term ~a —



—



—



~‘))}IX’cX.



(5.10)



By making use of eq. (5.9) the energy density can be rewritten in the form (01 ~I’~(x) 0)~=



(—i) tr[y°



h0(x)S0(x x’)]I~’~ , —



(5.lla)



where ho(x)=



~,O ~k



jt~ + y°in



(5.llb)



denotes the free Dirac Hamiltonian. That the vacuum energy density (5.llb) is related to the
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zero-point..,energy of the free Dirac field is simply shown by expressing again the propagator in the form (0jT~[’(x)V’(x’)I0) and integrating over all space: d~x((0J[4’~, h E0[0] = f d3x (0Ii’~(x)l)o= 0lfr]l0)+ (0j[4’~h0, 4110)).



if



(5.12)



We now turn to derive an expression similar to eq. (5.10) for the energy—momentum tensor describing the Dirac vacuum in the presence of an electromagnetic field. Let us first consider the total system, the Dirac field coupled with an electromagnetic field, which is characterized by the Lagrangian 4-~~P] ~e[~P yM’I’]AM ~FM,,FM~ —J~xtAM, (5.13) 2?= ~i{[4~y~9~!P] + [V~yM,9M~fl}_~m[ yielding the coupled field equations: —



(iyM9M



eyMAM



—



—



m)!1’ =



MA,. +



tJt(jyM~



—



0,



(5.14a)



in) = 0,



(5.14b)



9 + e7 3VFILZ, =



~



(5.14c)



The total electromagnetic field is a superposition of fields created by the external current j~ and that of the Dirac particles j~= ~e[~P, y~P],i.e., ATM = ~ + Af~.The Lagrangian (5.13) is invariant under charge conjugation tqgether with the change from j~,to (—j~J.The properly symmetrized energy— momentum tensor of the Dirac—Maxwell field reads explicitly: T~..M)=



~i{([~ —



yTM3~~1I/] + [~1’



FILaFV +



y’~’41)+ (term ~



v)} ~(j~A’~+ j~ATM) (j~~



gTM~~(~J~ F~+ j~xt Aa).



—



TM)



—



1A” + j~~1A (5.15)



In the following we are only interested in describing the response of the Dirac vacuum to the electromagnetic field of the external source j~.For this reason it is sufficient to consider only the first part of the total energy—momentum tensor (5.15), i.e., T~)= ~i{([~



yTM~9~~~P] + [1J~,yMt 9~’11i})+(term 1a~-*v)}.



(5.16)



The index (A) indicates that the spinors 11’ and ~[‘ are determined by the Dirac equations (5.14a, b), and thus T~) depends implicitly on the electromagnetic field. Such a division of the total energy— momentum tensor is based on the following restrictions: Firstly, only a localized external current j~.,is assumed to be the source of the electromagnetic field. Secondly, if there is no charged fermion current, then consequently the total field As,. reduces to the external field A~’”(A~’is shorthand noted by ATM in the following). In T~) this+case energy—momentum tensor consists of the part two and dominant conTM~’= TTM~the (EM; ext), where the first term(5.15) contains the spinor the second tributions: T one depends exclusively on the external electromagnetic sources. A situation where this approximation holds is when a single electron moves in the localized Coulomb field of a nucleus. Thus describing the distortion of the Dirac vacuum due to the presence of electromagnetic sources, this external field
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approximation is legitimate and the part T~) is the appropriate quantity for continuing with our considerations. In the next step we must derive the relation between vacuum expectation value (01 TTM~~l0)Aof the quantized expression (5.16) and the exact Feynman propagator satisfying the equation TM 3,.



(iy



—



eyTMA,.



—



m)SA(x, x’)



=



ô(x



—



x’).



(5.17)



This is done in a similar way to the free field case, because T~)can be obtained by means of the same differential operator acting upon the time-ordered product of the field operators. Accordingly we obtain the expression (0ITI’~~(x)l0)A = {2i(go~n’~ + go~n~)ô(x — x’)



+



~(tr[y~(3” t9’~)SA(x,x’)] + (term jz~-* —



(5.18) Apart from the occurrence of the exact propagator, (Oj T~”l0)Ahas obviously the same structure as eq. (5.10). The energy density then simply reads (0li~0(x)I0)A= {4iö(x—_x~)+~tr[y°(c9°— 1~’°)SA(x, x’)]}j~_ or by making use of eq. (5.17),



.~ -



_______



(5.19a ____________________________



(0ji’°O(x)l0)A = (—i)tr[y°hA(x)SA(x, x’)]I~~ ,



(5.19b)



where hA(x)= yoyk(i0+eA)+eA+ y°m.



(5.19c)



Performing the spatial integration the zero-point energy of the Dirac field in the presence of an external electromagnetic field is recovered: E 0[A]



=



f d~x(O~i’°olO)A =



—



J



3x



~ d



((OlE ~kF,hA 4110) + (OlE 4’hA, 4110).



(5.20)



We now have derived all quantities and relations in order to define the energy—momentum tensor of the Dirac vacuum. The equations (5.12) and (5.20) show that the correct local definition of the vacuum energy is achieved by means of the subtracted energy—momentum tensor 9~(x)= ~{tr[y~(r9~— ô’v)S(x — x’)] + (term



1a~-~ v)}I~’~,



(5.21)



where .~(x,x’) denotes the difference between the exact and the free Feynman propagator. Thus we are led to an expression for ø~ which has a similar structure as the one derived for the electromagnetic field (eq. (3.22)). The expression (5.21) reveals that all physical effects described by ø~ originate from the modified propagation of electrons and positrons in the vacuum under the action of external fields. As it stands, ~ requires regularization, since S(x x’) contains divergent contributions when x’ approaches x. For explicit evaluations it is convenient to deal with a differential form of eq. (5.21). The —
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corresponding expression is obtained by considering infinitesimal changes of the external field A,.. Remembering that we are treating the electromagnetic field as a function of suitable parameters A characterizing the external source configuration, then, of course, any variation -in these parameters causes a change &~9~ of the energy—momentum tensor. We assume that A,.(x, A) varies continuously with A. Although any change of the external source configuration modifies the propagation, we shall see that the corresponding variation ~SA(x,x’; A) is not necessarily a continuous function of A. Formally we write the infinitesimal change of the energy—momentum tensor as ~9~:~(x,A) = ~{tr[y~(3” 0’~)&SA(x,x’; A)] —



+



(term



(5.22)



j~-~~



and reobtain eq. (5.21) when integrating 69~ over A (A0 corresponds to the free field configuration) according to



@~(x,A) =



J



dA’



(01 ~TMv(x, A)JO)A.



(5.23)



Thus we have formulated the local form of the QED vacuum energy in the context of a generalized concept of Casimir energies. It is satisfactory to note that the mathematical formulation applied successfully in the case of the electromagnetic and scalar field also carries over to spinor fields. 5.1.2. The vacuum energy of the electron—positron field in the presence of static electromagnetic fields We now turn to discuss the energy of the QED vacuum. Having defined the energy—momentum tensor (5.21), Evac[A] can now be evaluated by integration of the energy density We shall restrict ourselves to static external electromagnetic fields created by a localized source configuration, for which an analytical expression can be derived. In the case of static external fields A,.(x) the exact Feynman propagator is homogeneous in time [96], i.e., SA(x, x’) = SA(X, x’, x0 xi). Let us consider the infinitesimal change of the energy density (suppressing the A-dependence for a moment), which under such conditions reads ~C.



—



=



tr[y°3°~SA(x, x’, x0— x~)]I~’=~.



(5.24)



The right-hand side of this equation can be rewritten when considering eq. (5.17) from which the following differential equation for ~SA(x,x’) can be derived by considering infinitesimal changes in A,.: TM 3,. eyTM A,.(x)— m)~SA(x,x’)= eyTM6A,.(x)SA(x, x’). (5.25) —



(iy



Making use of this equation one is led to the expression ~9gvac(x)



=



—i tr[y°hA(x)~SA(x,x’,



x



0— x~)]l~~~ e~iA,.(x)itr[y~ SA(x, x’, x0— —



x~)]I~’~,(5.26)



where hA(x) is given by eq. (5.19c). In the second term of eq. (5.26) the vacuum polarization current, generally defined as [96] TM SA(x, ~ = ~e(OI[~ y~~]IO), (5.27) j~’~(x) = ei tr[y occurs explicitly. Together with the shorthand notation
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=



—i tr[y°hA(x)~SA(x,x’, x0— x~)]l~~



(5.28)



for the first contribution in eq. (5.26), we obtain the infinitesimal change of the vacuum energy of the electron—positron field in the presence of static external electromagnetic fields: 3x 6WN(X, A)_J d3x ~A,.(x, A)j~~(x, A) ~Evac[A1 = d



f



~EN[A]+



=



(5.29)



~EVP[A].



This is the basic equation for our further discussion. Stimulated by the concept of Casimir energy we have analogously derived the Dirac-vacuum energy based on the same techniques applied for evaluating vacuum energies of other quantum fields under constraints. It is very satisfying that we have obtained a result which allows a direct physical interpretation. The second term in eq. (5.29) reveals that one contribution to the vacuum energy refers to the effect of vacuum polarization. Conversely we could argue: Vacuum-polarization effects in QED can be understood as a manifestation of a change in the zero-point energy induced by the presence of external electromagnetic sources. The first term of eq. (5.29) is also of physical meaning. Its important role will become clear when we consider the electron—positron field in strong external electromagnetic fields. As we shall discuss in detail in section 5.2 this term is closely related to the effect of the phase transition from the neutral vacuum into a charged vacuum as the new stable ground state of the electron—positron field in strong electromagnetic fields. Let us now show that the first term of eq. (5.29), i.e. ~EN = f d3x &WN’ vanishes in the case of weak external fields A,.. For this purpose we consider the usual eigenfunction representation of the exact propagator: iSA(x, x’, x



0 x~)= O(x0 — x~)~ tfrk(x)IIJk(x ) exp[—irk(xo —



—



x~)]



k>F



—



O(x~—Xo)



~



~1’k(x’)~’k(x)exp[—iEk(xO—



xi)],



(5.30)



k EF, when A varies continuously. We call such fields A,. subcritical in contrast to so-called supercritical fields, where this condition is no longer fulfilled for some boundstate energies Ek(A) after A has reached certain critical values A~.The infinitesimal change of the propagator is given by i~SA(x,x, x



0— x~).=O(k0— x~)~ ~(Ifrk(x)4/k(x’))expHek(xO— x~)] k>F —



O(x~ —



X~)~



~i(t//k(x’)t/Jk(x))



exp[—irk(xo



—



x~)]



kF



e~t5(ç1Jk(x)t/4(x))



~



—



eko(t/4(x)t/Jk(x))}.



Integration over all space gives the result ~EN= of the norm integral and vanishes, i.e.,



J



(5.32)



ke0(A2) for A1 < A2, we classify the external field the i.e., following way: (a) field is called “subcritical” if all 5F =in—m, particularly forAthe lowest bound state r 5F~bound (b) A states lie above the Fermi energy 0(A)> value A~at which the energy of the lowest bound state reaches the lower energy continuum, i.e., SF, is called “critical”. (c) When the bound state has joined the positron continuum, i.e. eo(A) < 5F, the external field is classified as “supercritical”. Figure 5.3 illustrates the energy spectrum of the Dirac equation in an attractive static potential as a function of A. In order to discretize the continuum the considered external charge configuration may be enclosed in a large but finite box. In the subcritical region the eigenenergies are obtained from solutions of the Dirac equation for localized states. Modified techniques are required in the case of supercritical fields, because the supercritical state appears only as a resonance in the positron continuum. The energy around which the resonance is localized, r~(A),is identified as the continuation of the energy eigenvalue so(A) into the region of supercritical external fields. In general, the distinction between subcritical and supercritical fields is
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C~(X)
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Fig. 5.3. Schematic dependence of the energy of lowest bound states on the strength parameter.



closely connected with the fact, whether the deepest bound state appears in the gap between + m and —m or whether it is admixed to the lower continuum has an immediate consequence that is most easily understood in the framework of Dirac’s hole theory. As mentioned before, the distinction between particle and antiparticle states implies the definition of the Fermi energy, 5F = —m in potentials attractive to electrons. If, in supercritical external fields an unoccupied electron bound state crosses the Fermi energy, a hole is introduced into the Dirac sea. This hole can be filled without additional supply of energy by a sea electron that leaves a hole in the continuum. In terms of the hole picture this situation corresponds to the process of spontaneous electron—positron pair production. In the attractive potential the electron becomes strongly bound while the positron escapes to infinity. After this process has terminated, the source configuration will be surrounded by a strongly bound electron. The former neutral vacuum (only the bare sources and no other localized real charge) turns into the charged vacuum (with the surrounding electron cloud present) as a new stable ground state. The existence of the decay of the neutral vacuum in QED of strong external fields was predicted in the years 1970—73 by two groups at Frankfurt [104—109] and at Moscow [110—114]. It has been experimentally studied in connection with heavy-ion collisions, where supercritical fields can be realized. We shall come back to this topic in the next section when we discuss the vacuum energy in the particular case of nuclear collisions. After these few introductory comments we now enter a discussion of the vacuum energy in supercritical (static) external fields. Let us consider static external fields produced by a charge distribution which is characterized by a parameter A. We will not specify A, but we assume that the field is attractive for electrons and that bound-state energies should vary with A as illustrated in fig. 5.3. We again start from the infinitesimal change of the vacuum energy: ~Evac(A) =



6EN(A) =



~EN(A)+ ~E~~(A),



J



d3x (—i) tr[y°hA(x)~SA(x,x’, x



(5.54a)



—



x~~



(5.54b)
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~EVP(A)



=



J d3x bA0(x, A)p~~(x,A),



—
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(5.54c)



and calculate ~EN and ~ separately. We show now that ~EN(A) contributes to the vacuum energy in supercritical fields and that it is directly connected with the charge contained in the vacuum. For this purpose it is useful to expand the exact propagator in terms of eigenfunctions tfrk(X IA) [97, 115] iSA(x, x’, x0— x0 A) = O(x0—x~)~ O(s~



—



—



A)t/Ik(x’IA)exp[—iEk(xO—x/~)]



~F)t/’k(’I



O(x~—xo)~ O(EF— rk)t//k(xIA)t/Fk(xlA)exp[—isk(xO—xo)].



(5.55)



Both summations run over the total energy spectrum of the Dirac Hamiltonian. The functions O(~k ~F) and O(EF— ~k) guarantee the 5F correct between of particle andpropagator antiparticle(5.55) states which are = —m.distinction The representation the exact is identical to separated by the Fermi energy thai of eq. (5.30), but it has the advantage that the crossing of the Fermi level by a bound state can be considered in a simple way. This becomes obvious when we consider the infinitesimal change of the propagator and calculate the variation of the energy density ~WN, which reads: —



~WN(X,



A)=



{O(ek(A)— CF)ek(A)~pk(x,A)—



~



—



~ ~(r~(A)—



E)65k(A)pk(x,



O(EF— Ek(A))5k(A)~Pk(X,A)}



A)ek(A),



(5.56)



where we have used the shorthand notation pk(x, A) = l//k(X I A)ç14(x I A) for the normalized single particle densities. One recognizes that the first term in (5.56) is the one already shown to vanish for subcritical fields (eq. (5.32)), whereas the second term contributes whenever a bound state reaches the Fermi level at a critical value A~,counting the number of states which dive into the Dirac sea. After spatial integration of eq. (5.56) we find simply: —



~



5(Ek(A)— sF)rk(A)~ek(A).



In order to obtain the energy EN(A) contributing to be performed according to E~(A)=



—



J



=



5Ff



=



~F



dA’ ~



dA’3A’



(5.57)



Evac(A),



the integration over the parameter A must



~(ek(A’)— SF)Ek(A’)ÔA’Ek(A’)



(~



O(CF—



~ (O(SF— sk(A))—



9(EF— ek(Ao))).



(5.58)
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We must now recall that the k-summation (including spin degeneracy) only runs over bound states that become critical at values A ~ when the parameters vary continuously between A0 and A. The second 5F~ Consequently we find the step-function term in (5.58) vanishes with respect to the condition sk(Ao)> result EN(A) =



~



~F



O(EF—



Ek(A)) = EFN(A).



(5.59)



This vacuum energy contribution is negative and it has the form of a step function (see fig. 5.4). Each diving bound state reduces the vacuum energy by an amount equal to the electron rest mass m. The sudden lowering of the vacuum energy reflects the spontaneous creation of an eIectron—positro~npair in a supercritical field. The vacuum energy inside a large box enclosing the system is reduced by the energy corresponding to the rest mass of the spontaneously emitted positrons, while the vacuum becomes charged due to the electron cloud surrounding the origináib~à á1ëEài~ëebffgUfäIiOñT This may be expressed in a different way by saying that a supercritical field must be treated as an open system, since it exchanges energy with its surroundings by particle emission. The change in particle number causes a sudden drop in the vacuum energy. The connection between particle exchange and vacuum charge can be made more explicit. Considering the change in the vacuum polarization charge density ~



A)



=



ie tr[y°aSA(x, x’, x



0— x~A)IIX.X



(5.60)



and performing the same manipulations that led to eq. (5.59) one finds the following expression for the change of the vacuum charge: SQvac(A) =



—



e



~



3(sk(A)



—



(5.61)



EF)~sk(A),



and after integration over A: Qvac(i~t)



=



eN(A).



(5.62)



The negative vacuum charge is carried by the electron cloud which is formed around the external
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-2m-4mFig. 5.4. Sudden decrease of the vacuum energy when electron bound states become supercritical.
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charges, when the electric field becomes overcritical. For reasons of charge conservation this vacuum charge is equal to the number of emitted positrons. Relation (5.62) allows one to rewrite eq. (5.59) in a form which makes the connection between vacuum charge and energy manifest: EN(A) =



~



Qvac(A).



(5.63)



Thus we have obtained a general expression for the vacuum energy contribution EN(A). We have done this without explicitly specifying the external charge distribution to underline that the phase transition to the supercritical vacuum has to be envisaged as a basic QED effect. When we now turn to evaluate the part E~~(A) arising from vacuum polarization, we will sometimes make reference to the results of theoretical investigations performed in the context of strong fields arising in heavy-ion collision. However, the basic methods which were adopted in this context should also be useful in more general cases. In the following evaluation of EVP(A) we restrict ourself to the simplest situation where only the lowest bound state dives into the positron continuum. Due to spin degeneracy then the vacuum becomes charged twice, i.e., Qvac(A) =



J



3~pvp(X,A) =



d



—2e0(A



—



A~).



(5.64)



Under such conditions it is legitimate to neglect the screening of the original field of the external charge configuration by the vacuum charge. One now needs an appropriate expression for the vacuum polarization charge distribution. This point has been studied intensely [106, 107] and only the main results necessary for our purpose will be reported here. Let us first consider the Feynman propagator in the external field SA(x, x’, x 0 x~A) which can be expressed as a contour integral in the complex energy plane: —



SA(X, x’, x0



—



x~A) =



I



~



exp[ie(xo



—



x~)]G(x,x’, s; A).



(5.65)



The Green function G(x, x’, s; A) fulfils the equation (hA(x, A)— s(A))G(x, x’, e; A)= 6(x—x’),



(5.66a)



where hA(x, A) is again defined in eq. (5.19c). Its solution can be written in terms of a sum over the



spectrum of hA satisfying (hA —



namely, t/fk(XIA)tI/k(xIA)



k



ek)’frk



= 0,



(5.66b)



55k(A)



Each singularity of the Green function (5.66b) corresponds to an energy eigenvalue of the stationary Dirac equation. The Feynman propagator is determined by the choice of the integration contour illustrated in fig. 5.5, in the case of a subcritical configuration.
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Fig. 5.5.The conventional choice of the contour detennining the Feynman propagator. The contour C crosses the real axis at the Fermi energy = — m.



The two cuts beginning at e = ±mas well as the poles associated with the bound states between = —m and s = m are shown. The choice of the contour C plays the same role as the choice of the Fermi energy. The contour crosses the real axis at the Fermi energy 5F = —m and, thus, achieves the distinction between particle and antiparticle states. In accordance with the definition of the vacuum polarization density one is led to the representation in terms of contour integrals after Wichmann and Kroll [116]: p~~(x, A)=



=



£:~I



ds tr[y°G(x, x, e; A)]



—f-



4iri



{J



ds



tr[y°G(x, x, e; A)] +



J



ds tr[y°G(x, x, e; A)]}.



(5.67)



C—



In fig. 5.6 the contours, i.e. C÷and C_, are illustrated for a subcritical situation. The contours C±and C_ enclosing the particle and antiparticle states, respectively, cross the real s-axis at the Fermi energy 5F= —m. The vacuum charge is equal to zero in the subcritical case, i.e., the vacuum polarization density (5.67) describes only local charge density fluctuations induced by the external electric field. For this reason it is called virtual vacuum polarization.
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Fig. 5.6. The contour chosen by Wichmann and Kroll to define vacuum polarization in the subcritical case.
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We now turn to the supercritical vacuum, where the total vacuum polarization can be divided into a virtual part and the real part, which is responsible for the non-vanishing vacuum charge of the supercritical vacuum. It is best to consider what happens in the complex s-plane when the external field becomes supercritical. When the field approaches the critical strength, the poles associated with certain bound states approach the Fermi energy. When the field exceeds the critical value, the pole (1) associated with the lowest bound state moves off the real axis into the upper half plane on the second Riemann sheet [117] (see fig. 5.7). The imaginary part of the pole energy, ~t = ~r + iF/2, reflects the fact that the former bound state has become an unstable resonance in the lower continuum. Maintaining the neutral vacuum as the reference state would imply choosing a contour that surrounds the poles in the same way as in a subcritical field. Consequently, the contour C in fig. 5.6 must be deformed to a contour C’ as illustrated in fig. 5.7. It can be shown that a choice of such a contour leads to an unstable vacuum state [106,107]. In order to define a new stable vacuum state in a supercritical field, one has to keep the contour D unchanged (see fig. 5.8). Correspondingly the Green function G(x, x, s; A) is defined such as to include only the poles remaining on the real axis. The vacuum polarization charge density is then calculated according to



p~~(x~ A) = —f-



4171



J



ds tr[y°G(x, x, s; A)].



(5.68)



D



This expression can be divided into the contributions of virtual and real vacuum polarization: Integration along contour C’ (see fig. 5.7) would represent the analytical continuation of the virtual vacuum polarization. In order to obtain the result (5.68), one has to add the contribution of the real vacuum polarization, which may be calculated by integrating along contour R (fig. 5.7). In terms of real and virtual vacuum polarization (5.68) can be written as [107]



p~~(x, A) = p~(x, A)+ p~(x,A) =



—~-
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Fig. 5.7. The
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determining virtual (C+; C_) and real (R) vacuum polarization in the supercritical case.



(5.69)
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Fig. 5.8. The correct integration contour for the Feynman propagator in the case of supercritical external fields.



The two charge densities satisfy the conditions (including spin degeneracy)



f d3xp~(x,A)=



0,



Jd3xp~(x~ A)= —2e,



(5.70)



which explicitly states that the discontinuous behaviour in the vacuum charge originates from the real vacuum polarization which is present only in the supercritical vacuum. For the evaluation of the vacuum energy contribution E~~(A) in supercritical fields the representation (5.69) for p~is not very practical. In order to obtain a more convenient expression for it, one can make -use of-the fact--that-the -exact resonance state approximately -behaves like a-bound--state4ll8]-.--Therefore it is reasonable to construct a quasi-bound state 1/Jr as an eigenstate of a slightly modified Dirac Hamiltonian (indicated by a tilde) which has an eigenvalue ~r equal to the real part of the resonance energy s~: hA(x, A)çlir(x, A)



= 5r(A)tfrr(X, A).



(5.71)



Diagonalizing the positron states with respect to this Hamiltonian, one achieves that 1/er is orthogonal to all of these states. This procedure is carried out by a projection method [118] that was successfully applied in the case of the supercritical vacuum in the strong Coulomb field of superheavy nuclei. The real vacuum polarization charge density is then approximately given by



p~(x,A) = —2eI4’Jr(x, A)j2.



(5.72)



It is important to note that in supercritical field the virtual vacuum polarization does not differ significantly from that in subcritical fields. It has also been shown conclusively [119—121]that no anomalous behaviour is found in higher-order contributions, and that the dominant contribution to the virtual vacuum polarization is given by the first-order Uehling term even in the supercritical case. Considering these facts, we calculate the part E~~(A) of the vacuum energy according to the relation 3AEV~(A) =



—



J d3x 3AAO(x, A)p~(x,A)



= 3AE~(A)+ 3AE~(A).
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the help of the Hellmann—Feynman theorem polarization can be rewritten: With



aAEVP(A) = 20(A



—



A~)8Ae~(A).



[122]
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the part arising from the real vacuum



(5.74)



After integration over A one obtains the result E~~(A)E~(A)+ 20(A



—



A~)(s~(A) —



EF),



(5.75)



where the relation e/(A~)= 5F has been used. One observes that the real vacuum polarization lowers the vacuum energy by an amount equal to the diving depth of the supercritical state. It is also obvious that E~~(A), is a continuous function of the parameter A. Adding both contributions (eqs. (5.59) and (5.75)) one obtains the total energy Evac(A) of the supercritical vacuum. If only the lowest bound state dives into the positron continuum it explicitly reads Evac(A) = E~(A)+ 20(A



—



A~)s~(A).



(5.76)



Thus, one is led to the following conclusion: The vacuum energy of the electron—positron field in the presence of a static external Coulomb field created by a given charge configuration, in general, consists of two parts which corresponds to the effect of vacuum polarization and the effect of the phase transition of the neutral vacuum into the charged vacuum as the new stable state in supercritical external fields. In the subcritical case the vacuum energy coincides with the interaction energy of the virtual vacuum polarization with the external field. In the supercritical case the vacuum energy is abruptly lowered by the resonance energies of supercritical states. Expression (5.76) can be easily generalized to the case when several bound states may become supercritical. Then, of course, the screening effect due to the real vacuum charge surrounding the original charge configuration must be taken into account when E~(A) and the eigenvalues s~(A)of supercritical states are calculated. Summarizing this section, we have shown that the zero-point energy of the electron—positron field in the presence of external electric fields may be utilized to calculate vacuum polarization and the effect of the phase transition from the neutral to the charged vacuum. This represents one more example for a successful application of the concept of a vacuum energy. 5.3. The vacuum energy in nuclear scattering In order to make our general considerations concerning the vacuum energy of the electron—positron field more specific, we now turn to discuss the role of the vacuum energy in nuclear scattering. This problem is of considerable interest, because in heavy-nuclear collisions strong electromagnetic fields can be created which, in fact, permit experimental tests of the predicted phase transition of the supercritical vacuum to be carried out. The evaluation of the vacuum energy in the presence of the electromagnetic field of scattering nuclei, treated as a time-dependent problem, is no simple problem. In a semi-classical approach, where the nuclear motion is treated classically, one would parametrize the external field by the trajectories of the scattering nuclei. Instead of a full dynamical treatment we shall represent the nuclei by static charge distributions and take their distance R as the variable parameter. The geometry of the external charge distribution is illustrated in fig. 5.9. The two nuclei are represented by two homogeneously charged
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Fig. 5.9. Determination of the model charge distribution for two scattering nuclei.



spheres with nuclear charges Z, and with fixed radii a. The latter are determined by the mass numbers A, of the nuclei according to the empirical formula a, = 1.2 A~’3.We take the charge distribution Pexs(X,



R) =
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—~-~



4ir a-



O(a,



Ix R



—



—



1I).



~=~ Treating the vacuum energy as a function of the nuclear distance R



(5.77) =



IRI = IR



1 R2I, it



is defined as the difference between the zero-point energies: Evac(R) = E0(R) — E0(R cc). The case of infinitely separated nuclei corresponds to the free vacuum configuration, since A0(x, R cc) = 0 in a finite box located at the center- between the two nuclei. For scattering nuclei the two-center distance can take values R > a1 + a2. In the previous section it has been shown that the vacuum energy (eq. (5.76)) consists of the contribution arising from the virtual vacuum polarization, which is suddenly lowered by the energy of the supercritical state when the external field becomes supercritical. Both effects can be calculated separately. The dominant contribution of E~j(R)is given by the first-order vacuum polarization, and one expects that it represents the Uehling potential for extended nuclei. This is easily verified by a simple calculation starting from eq. (5.42). Inserting the charge distribution (5.77) one obtains after obvious substitutions of the integration variables: —
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d
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(5.78)



The first two terms in this equation correspond to the Coulomb energy correction of the individual nuclei due to the vacuum polarization. This part cancels by the subtraction, since it is independent of the separation R. The interaction term can be expressed as a Fourier integral over momenta and vanishes in the limit R cc~Consequently one obtains the Uehling correction —*
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EUh(R)



~!Z1Z2e2 J dp sin(PR) [J(l)(~2)J1(”1P) R



ir
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0
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(5.79)
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The spherical Bessel-functions j~arise from the Fourier transformed nuclear charge densities. With similar arguments as used in the derivation of the Uehling potential in the case of point charges Euh(R) can be also expressed in terms of the imaginary part of the polarization function
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(5.80)



where i1 are modified spherical Bessel functions. The integral is well defined for values R > a1 + a2. Thus we have derived the (repulsive) Uehling potential between extended nuclei characterized by a homogeneous charge distribution. The result concerning point-like nuclei is regained performing the limit a1, a2-~0. In figs. 5.10 and 5.11 the Uehling potential is shown for two combinations of scattering nuclei, namely, Pb + Cm and U + U. The behaviour of these curves is dominated by the factor
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Fig. 5.10. The Uehling potential for the scattering extended nuclei Pb + Cm as a function of the separation.



0



20 Fig.



I



30



5.11. The same as



I



I



40



i



in fig. 5.10 for U+U.



50



170



6. P!unien eta!., The Casimir effect



(Z1Z2e2/R). The first-order radiation correction to the interaction potential between scattering nuclei is small compared with the bare Coulomb interaction and becomes only of the order of 1 MeV in the case of heavy systems like U + U. The external Coulomb potential created by two such nuclei becomes supercritical for nuclear distances R smaller than a certain critical value R~ 1.Then, of course, the change in the charge of the vacuum must be taken into account. In order to determine for which combination of scattering nuclei the Coulomb field becomes supercritical, one considers the following problem [106]: Assume a bare “super nucleus” associated with a homogeneously charged sphere with total charge Z. = Z1 + Z2 and with a radius a = 1.2(A1 + A2)Us. Solving the Dirac equation with the corresponding Coulomb potential it turns out that the energy of the is state decreases monotonically as a function of Z. and joins the positron continuum at a total critical charge Zcr 173. According to this value we classify the subcritical (Z < Zcr) and the supercritical systems (Z> Zcr) of scattering nuclei. Concerning the scattering problem it only depends now on the two-center distance R whether the Coulomb potential remains subcritical or whether it becomes supercritical. If only the lowest molecular bound state is joins the positron continuum, the vacuum energy in accordance with eq. (5.76) reads Evac(R)



Euh(R) + 20(Rcr R)s1~(R).



(5.81)



—



In order to calculate the energy of the molecular is state as a function of R, one has to solve the stationary two-center Dirac equation. The energy of the supercritical is state is determined by the resonance energy of the supercritical state [106].Quantitative results for the vacuum energy are shown in figs. 5.12 and 5.13 for the supercritical systems Pb + Cm (Z11 = 178) and U + U(Z~= 184), respectively. In this adiabatic treatment the electric potential becomes critical at certain distances Rcr, which are found to be: Rcr = 23.3 fm for the system Pb + Cm and Rcr = 32.8 fm for the system U + U. The Uehling potential becomes suddenly lowered by the amount of twice the energyof the supercritical state (spin degeneracy) for separations R 1, the summation over n in eq. (6.32) must be performed. Again one can use Poisson’s sum formula which in the present case states that if c(a, T, a)
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Due to the relation ITc(a, T, 0) J~° dn b(a, T, n) this term cancels in accordance with the energy subtraction and the free energy contribution F~becomes



T’c(a, T) =



~ c(a, T, 2ITn).



(~.)2



(6.38)



The function c(a, T, a) follows as



c(a, T, a) =
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which, in the high-temperature expansion, up to terms of the order c(a, T, a)=
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leads to the expression
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Evaluating the sum over n, the result up to terms of the order Fc(a, T)=
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C~(e_4~~T) reads



4irT



L21T2{ 72003_ 8IT4a2~4Ir3



(_~+_—_)e4~wT}.



(6.40)



It is interesting to note that this expression contains exactly the zero-temperature Casimir energy with opposite sign which, therefore, cancels in the total Casimir free energy. Thus, for high temperatures the Casimir force becomes 2]e4’~T.



~c(a, T) =



—



4ira ____- 2ira [1- 4rraT + ~(2ITaT)



(6.41)
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It is possible to show that this cancellation between the zero-temperature Casimir energy and the thermal contributions in the high-temperature limit is not an artefact of the one-dimensional box problem, but holds generally [156]. 7. Applications 7.1. Casimir energy in dielectric media and the relation to the bag model of hadronic particles A main subject of the previous sections has been the Casimir effect between perfectly conducting plates that are placed in the electromagnetic vacuum. We restricted our presentation to very specific configurations, where the basic ideas and calculational methods that are also applicable in treating
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zero-point energies of other quantum fields, could be most transparently demonstrated. In a generalized theory of the Casimir effect one considers the electromagnetic Casimir energy in the presence of dielectric and permeable media [44,39, 40, 60, 61]. These studies have become of considerable interest in particle physics, because there are some striking formal similarities between electromagnetism of continuous media and the phenomenological theory of bag models. As a basic assumption in such models, the QCD vacuum is modelled as a medium with infinite permeability and perfect dielectricity concerning the colour gauge fields [127, 128]. In order to point out this connection, let us spend a few remarks on the electromagnetic Casimir energy in material media. Investigations on this subject were started by Schwinger, DeRaad and Milton [39, 40, 44] based on source theory [129]. A review of this method has been given recently by DeRaad [130]. Particularly, the Casimir effect in a solid sphere with dielectricity r and permeability ,u has attracted interest. A general class of configurations is based on the following model assumption: A spherical ball of fixed radius a with constant dielectricity r~and permeability /2i (non-dispersive medium) may be embedded in an also homogeneous medium characterized by certain values ~2 and /22 (see fig. 7.1). The constitutive relations between the electromagnetic fields in vacuum and the ones in the media are given by D = sE and B = /LH. Also well known from electrodynamics, the following continuity conditions for normal and tangential field components have to be imposed on the spherical surface S which divides the interior and exterior medium:



f EEr, E~,B5,
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continuous.



(7.1)
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These boundary conditions directly carry over to the electric and magnetic Green functions, as already mentioned in section 3.2.2. As a particular case Milton [39] has calculated the Casimir stress on a dielectric solid ball placed in the vacuum, i.e., for ~2 = /22 = = 1 and ~i = s. The special case of a conducting ball then is obtained when e tends to infinity. With respect to the boundary conditions, which imply the continuity of the field components {SEr, E5, B = H} on the surface, the problem can be solved. However, the final result for the Casimir stress (force per unit area) is found to be still cutoff-dependent, even after the performance of energy subtractions. The finite part of the stress turns out to be attractive. Milton derives explicit expressions for two limiting cases: For weakly polarizable media, i.e., e 1 ~ 1 the —
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Fig. 7.1. The sphere of radius a divides interior and exterior medium.
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Casimir force per unit area is found as (s_1)2 =



—



256’ira”



16



1



~~



(7.2)



where 8 —*0 is the cutoff, and the finite part of the pressure arises from the Casimi-r energy Ec(a) = —(s — 1)2/256a.



(7.3)



For a perfectly conducting ball, i.e. in the limit s approximately given by [39] Ec(a)



—1/8ira.



—~



cc,



the finite part of the Casimir energy is



(7.4)



Taking these results for the Casimir energy one may be tempted to revive Casimir’s semiclassical electron model [36].We mention this point because, historically, elementary particle physics began with the classical theory of the electron [131]. Endowing the electron with an extended charge distribution removes on one hand, the classical self-energy divergence but leads, on the other hand, to instability of the electron due to the Coulomb repulsion. In order to stabilize the electron within such a model, one is forced to introduce additional attractive forces (Poincaré stress). It seems reasonable that an attractive Casimir force may play the role of the Poincaré stress, regarding the electron as a spherical ball with some sort of effective dielectricity s. Assuming that the charge on the electron is preferably localized on the surface the Casimir energy should balance the repulsive Coulomb energy of a charged spherical shell: E(a) = e2/8ira.



(7.5)



Since the Casimir energy is also proportional to 1/a, such an electron model would allow one to calculate the fine-structure constant a = (e2/4rr) from the energy balance. In the case of s 1 one has to take eq. (7.3) as stabilizing Casimir energy. Accordingly it follows a(s—1)2/128,



(7.6)



where the value e = 0.97 would reproduce the observed value a = 1/137 for the fine-structure constant. If the electron is imagined to be a conducting ball, according to eq. (7.4) a parameter-free model result is found to be a—’1/4rr,



(7.7)



which is about a factor 10 too large. Nevertheless, it must be said that one should not take such “explanations” of the fine-structure constant too seriously, because they are essentially model-dependent. For instance, Brevik’s [40] calculation of the Casimir force on a dielectric sphere including electrostrictive contributions, where the medium is also assumed as non-dispersive and moreover to satisfy the Claudius—Mossotti relation (r 1)/(e + 2) = const. p, leads to the total Casimir pressure (finite part) . —
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24ira 4(0.308 — o.45V~).



(7.8)



If this pressure is assigned to balance the Coulomb repulsion ~= a/(8ira~),one sees that for the required value of a this can not be possible for any real values for s. Apparently, there is no evident way of explaining the fine-structure constant in this manner. A further notable calculation of the Casimir effect in a solid ball was carried out by Brevik and Kolbenstvedt [60,61, 72]. They considered a particular class of non-dispersive material media, assuming that in both interior and exterior media the vacuum relationship E/.L
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is fulfilled. The boundary conditions on the surface dividing the two media then take the form ii
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An obvious consequence of (7.9) is that within such a model the electric and magnetic fields are treated in a symmetric way, i.e. one has: E = /2D and B = /LH. In the presence of condition (7.9) the explicit calculation shows that the same delicate cancellations between exterior and interior contributions take place, which are characteristic for the case of a conducting spherical shell placed in the vacuum. In particular the cutoff problem normally present in the theory of Casimir energy of dielectric media disappears. The Casimir energy is found to be cutoff-independent and positive [61]: 1)[1+0.311 Ec(a)=Eo(a)(/212 1 /212+



/212 (/212+



(7.lla)
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Here E 0(a) = 0.0923/(2a)



3/Ma



(7.llb)



represents the well-known result for the idealized case of a perfectly conducting spherical shell [37]. Correspondingly the Casimir force is repulsive and depends on the properties of the interior and exterior media only through the ratio of their permeabilities /212 = /Ll/ic2. One observes that the Casimir energy (7.lla) is also invariant when interchanging interior and exterior medium, i.e., the substitution iL12--* 1//212 leads to the same result. Let us mention some limiting cases of eq. (7.lla). For /212~*0 or /L12—*cc (i.e. /2i—*0 or ic2--*O) one obtains the conducting-shell result. The case /22 = 1 (and ~2 = 1) corresponds to the situation of a compact sphere placed in the vacuum, a case which may be associated with some kind of semi-classical electron model. If in addition ~ —*0 (and g~—* cc) the electron becomes a perfect electric conductor where the E and B fields vanish in the interior. Conversely, if 1a1 cc (and —*0) the electron becomes a perfect magnetic conductor with vanishing D and H fields in the interior. In both limiting cases the Casimir energy is equal to E0(a). The electromagnetic theory considered above is formally directly applicable to bag models of QCD. In section 4.3. we have already made reference to the duality between the electromagnetic field and the colour gauge fields. The correspondence of colour theory with the Maxwell theory of polarizable media -+
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is invoked, if one considers the so-called perturbative vacuum in the interior of the bag and the exterior, “true” vacuum as some kind of colour-dielectric media. The duality between such a gauge theory and the electromagnetic theory described above may be summarized as follows: Electromagnetic field fields:



Colour field



B= D = rE



dielectric property:
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boundary conditions:
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(7.12d)



The constraint (7.12c) in colour theory ensures that the gluonic modes propagate in the vacuum always with the velocity of light. The continuity conditions on the surface formally remain the same. The QCD case is now obtained as the limit p~—* cc and s~—*0 for the exterior vacuum and icc = s~= 1 for the interior vacuum. The situation assumed in QCD, namely, that a spherical bag is embedded in the physical vacuum may directly correspond to that of a spherical superconducting ball placed in the electromagnetic vacuum. The analogy is illustrated in fig. (7.2). The concept of considering the physical (exterior) QCD vacuum as a kind of material medium, which is characterized by the property p~s,= 1 in order to ensure relativistic invariance, has been discussed in detail by Lee [128].The assumption that the physical vacuum has properties comparable with a perfect colour magnetic conductor guarantees confinement in the sense that the bag surface is impermeable against the gluon field, i.e., D’~-+O,



H”—10



(r>a).



(7.13)



Accordingly, the continuity conditions imply that the interior field components E~and B~vanish when approaching the bag surface: E~(r—*a—)=0,



B~(r—*a—)=0.



(7.14)



These conditions have already been mentioned in section 4.3, where we have discussed various efforts to evaluate the Casimir energy in a spherical cavity. The first of the two conditions (7.14) implies no colour electric flux through the bag surface:



dfn . E’~= 0, whereas the second one implies vanishing



energy flux of gluons through the surface, since it follows: n (Ea x B’~)I~ = 0. As one sees, the conditions (7.13) are formally in accordance with the ones valid in the electromagnetic case (interchanging interior and exterior medium) when /22 = 1/s2 tends to zero. Thus, Brevik and Kolbenstvedt [61]conclude that the electrom-agnetic- Casimir energy (7.lla) is identical withiheoneof a
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Fig. 7.2. Duality between the situation of a perfect conducting sphere in the electromagnetic vacuum (a) and the QCD vacuum assumed in the theory of bag models (b).



confined gluon field after performing the limit /L12—*O. Since each component of the colour field contributes to the energy with the amount of eq. (7.llb), the total Casimir energy of a gluonic bag is obtained by multiplying this result by eight: E~(a)= 0.73880/(2a) 3/8a.



(7.15)



This energy is positive and gives rise to a repulsive Casimir pressure. The above “evaluation” of the gluonic Casimir energy reveals that the appearance of cutoff-dependent terms (divergencies), former calculations [39, 40] are plagued with, are in fact a consequence of restricting exclusively to the contribution of interior bag modes. As an alternative to such calculations, Brevik and Kolbenstvedt have shown that it is possible to apply to the QCD case a limiting result, which originates from the electromagnetic theory of Casimir energy, where it is legitimate to take into account both the contributions of interior and exterior field modes. In a recent paper Milton [58] also considers the contribution of exterior field modes assuming a certain vacuum structure (foam of densely packed bubbles) which may legitimize such a treatment also in the case of calculating the fermion stress. It should be emphasized that the basic assumption (7.12c) is of great advantage in the sense that it allows a meaningful evaluation of the global Casimir energy referring to interior and exterior field modes. The same delicate cancellation of cutoff terms takes place as in case of the conducting spherical shell, and thus leads to a finite result. The details of these cancellations can be clearly analyzed when considering the Casimir energy density Wc(T) in the interior and exterior region [71, 72, 68]. The feature of finite global Casimir energy does not imply the regularity of the energy density, but this local quantity turns out to diverge at the bag surface in a particular way (wc(r—* a)--* —cc from inside and wc(r—* a)—*cc from outside) which makes the total Casimir energy finite [72]. The investigation of local quantities like the energy density or the expectation value (0IF~F~0)may be of interest in order to elucidate fundamental properties and structures of the physical vacuum (e.g. gluon condensate [71] or the formation of flux tubes [66—68]). The evaluation of Casimir energies of arbitrarily shaped bags is plagued with similar difficulties, which also occur in the electromagnetic theory of Casimir energy in the presence of arbitrarily shaped smooth boundaries. An appropriate treatment of corresponding bag-boundary conditions remains
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problematic. However, the Casimir energy of bags deviating from spherical geometry may be of



considerable interest in connection with the theory of highly excited meson states (Regge trajectories [144—146], bag fission, etc.). The Casimir energy of a perfect conducting cylindrical shell [132] may have some application in connection with the formation of QCD strings. A further considerable problem which could be of relevance in QCD bag models is based on the following electromagnetic Casimir problem: Consider two perfectly conducting spherical shells separated by a distance R which are placed in the electromagnetic vacuum. An approximate result for the Casimir force for this configuration (assuming a scalar “photon”) has recently been derived by DeRaad [130]. (The large-distance behaviour for spin-one photon has already been discussed by Balian and Duplantier [42].) The corresponding Casimir energy gives rise to an attractive interaction between the spheres. One should also remember that Casimir already used the zero-point energy in order to derive the retarded van der Waals attraction between static polarizable particles. It may be interesting to generalize these calculations and treating two spherical solid balls placed in an exterior medium, assuming Brevik’s condition p.s = 1 for both media. One can expect that from the generalized expression for the Casimir force a similar result as given by DeRaad would be obtained in some limiting cases of the permeability of the spheres and the imbedding medium. Of course, one would then like to know whether the QCD limit as considered by Brevik for a single sphere leads to a non-vanishing Casimir energy, or not. A remaining Casimir energy as a function of separation would represent a contribution to the interaction potential of two bags due to fluctuating colour fields. 7.2. Boundary problems and Casimir energy in gauge theory It should be clear by now that zero-point energies in quantum field theory can be given a well-defined meaning. We now want to give one more example of boundary problems in field theory which have recently been investigated in connection with the Casimir effect. Let us consider a massive vector field in the presence of an infinite conducting plane. This problem has attracted interest for two reasons [133, 134]: Firstly, one would like to know whether the Maxwell theory is smoothly recovered as expected in the zero-mass limit [135], and secondly, it is interesting to know whether a non-zero mass could cause observable boundary effects. In addition, one likes to examine the influence of possible non-minimal coupling terms in the field Lagrangian which break gauge invariance in the massless limit. The local treatment is based on the vacuum-stress tensor &~ (the indication “vac” will be suppressed later on). Without loss of generality, the conducting plane may be phcéd~afthe pOsiTi~fl x3 = 0. We first note that the corresponding situation for the massless electromagnetic field leads to a vanishing energy momentum tensor (all components are equal to zero). This is easily proved by representing 9~”explicitly in terms of photon propagators as discussed in section 3.2. As a consequence of a finite photon mass, the energy—momentum tensor has a non-vanishing trace, i.e. ~ 0. The general structure of the vacuum-stress tensor can be determined on the basis of symmetry arguments and conservation laws. Since the geometry of the boundary prefers the x3 direction, 9~”’can only consist of the tensors g~”and z~’z”which are weighted by arbitrary scalar functions of the position x, i.e.: -



~(x)=f(x)g~+g(x)z~z”, with the normal surface vector z”



(7.16) = (0, 0, 0, 1).



The absence of external sources requires the con-
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9~”~ = 0



determines the scalar functions to be



servation of energy and momentum. The condition equal and to depend only on the x3 coordinate:



t9~



~9~(x3)= f(x3)(g~’+ z”z~)+ ag”.



(7.1-7)



Since the vacuum is expected to remain unaffected infinitely far away from the plane, ~9~”must vanish in the limit x31—*cc. This condition is satisfied if f(x3—*cc)--*0 and a = 0. Expressed in terms of the trace E~(x3)= 3f(x3), the vacuum-stress tensor takes the general form =



~.(x3)(g~’
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z’~z”).
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result implies that the vacuum pressure 933 vanishes everywhere, but the vacuum energy density may be different from zero. Davies and Toms [134] have investigated the field theory which is determined by the following classical action:



This
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The massive vector field A” is considered in a curved background space-time with metric tensor g”. From this given metric the Ricci tensor Ri”’ and the scalar curvature R are constructed. ~ and ~2 denote dimensionless coupling constants which describe a non-minimal interaction (i.e. ~, ~2 ~ 0) between the vector field and the background geometry. Although the Lagrangian in eq. (7.19) reduces to that of the Proca theory [136] in the Minkowski space limit, the energy—momentum tensor still retains an imprint of the non-minimal curvature-dependent terms. This turns out in the following limiting result for the trace [134]: 2A’’A,~ (3~~ + T~= —m 2)LIJ(A’’A,~) ~29.~3~A’’A”. (7.20) —
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Based on this fact Davies and Toms [134]have examined the massless limit of ~9’”~ for the Proca theory, i.e. ~ = ~2 = 0 (minimal coupling) as well as the case when non-minimal couplings are present. The appropriate expression for the renormalized trace ~ can be derived for both cases. Again one expresses the vacuum stress tensor in terms of free propagators of the massive photon field: 2{G~(x,x’) G = —im 0’t~(x x’)}I~.~. (7.21) —



—



Constructing the renormalized massive vector field propagator, one has to consider the physical boundary conditions for the Proca field on the conducting plane. The finite mass breaks gauge invariance and in contrast to the Maxwell theory, the massive vector field has three independent polarization states, two transverse and a longitudinal (scalar) mode. Requiring Dirichlet boundary conditions on the conducting surface is only meaningful with respect to the transverse field modes. For the third spin state, the longitudinal modes, it is unrealistic to assume reflection on the boundary, too, since in the massless limit these modes decouple from matter and will penetrate the boundary even at infinite conductivity [137]. As shown by Bass and Schrödinger [138] they will remain unabsorbed in conducting media to a depth of the order of lim. The appropriate boundary condition for the massive photon field have been recently examined by Barton and Dombey, who classified the modes for a plane
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geometry. They have also analyzed the effect of a small mass correction to the Casimir force between conducting parallel plates [137] and have shown explicitly that contributions from the penetrating longitudinal modes are negligible. The remaining transverse modes, which will be reflected between the plates, lead to twice the Casimir energy of a massive scalar field under similar conditions (see eq. (4.34)). Considering only the non-penetrating field modes, Davies and Toms have explicitly derived the renormalized propagator, and they obtain the following result for the trace ~ in the minimal-coupling case: ø~(x3)=



—



K 3). 4IT (x) 1(2mx



(7.22)



Accordingly, when the mass of the vector field tends to zero the vacuum-stress tensor behaves like —



~.~(m/ITx3)2(g’” + z’~z~),



(7.23)



i.e., for arbitrary small but non-vanishing mass the energy density diverges on the boundary. In the massless limit ~9’~is seen to vanish, a result, which is consistent with the Maxwell case. Including non-minimal coupling terms one derives a modified expression for the trace:



=



~j-~--~ (~ + 6~)[3 (rn)2 K



3) + 2- Ki(2mx3)]



423



2(2mx



K



3).



(7.24)



1(2mx



In this case the expansion of 9’~ for small m reads



_____—



(1+ ~



+



6~~)] (g~+ z~z~).



(7.25)



The relations (7.23) and (7.25) reveal that even for an arbitrarily small mass there is an infinite vacuum energy per unit area at the boundary. In addition, eq. (7.25) shows that the non-minimal gauge-breaking terms survive even in the limit of vanishing mass and give also rise to a divergent vacuum energy density on the plane. The question arises whether this surface energy may be experimentally detectable, which would be a test for the masslessness of the photon. The present upper experimental limit for the photon mass is about 10’~g. In the above derivation, a perfectly conducting medium with a sharp boundary has been assumed. This is, of course, an idealization since real material media will be of finite conductivity, and the surface will not act as a perfect mirror. One may have to consider an effective penetration depth 8 which will serve to damp the divergence of the vacuum energy on the plane. Davies and Toms [134] conclude carefully that the surface energy induced by a non-zero photon mass, and in the presence of gauge-breaking terms in the electromagnetic field Lagrangian, could perhaps be of measurable magnitude ~ 1020 eV cm2, assuming 6 -~- 10_8 cm). However, one has to consider that even in the massless, gauge-invariant Maxwell case boundaries with extrinsic curvature produce in addition a divergent surface-energy contribution.
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8. Concluding remarks During the last twenty years notable progress has been made in particle physics toward a unified field theory. In close connection with these efforts, our understanding of the nature of the vacuum state has been deepened and is now resting on a much firmer basis. Generally the (true) vacuum state JO) is defined as the state of lowest energy. According to the observation that space-time, on the small and on the very large scale, is isotropic and homogeneous, the vacuum state of a free quantum field must be invariant against rotations and translations. These symmetry properties imply that the free vacuum carries no energy, momentum or angular momentum, i.e., (OJP’’jO) = 0 and (0~M~”J0) = 0. On the other hand, the canonical field quantization leads to quantum operators with ill-defined vacuum expectation values like, for instance, the canonical field Hamiltonian which gives rise to an infinite zero-point energy. Such ambiguities which arise due to the existence of quantum fluctuations are removed by formal subtraction arguing that they do not produce observable effects. The situation is different in the case of fields interacting with external sources or boundaries. Since long it is known that the presence of external fields breaks fundamental symmetries and thus, quantum fluctuationsbecome observable. Already in the earlydays of quantum electrodynamics it was demonstrated that fluctuations in the vacuum charge density of the electron—positron field induced by an external electromagnetic field — the vacuum polarization give rise to a correction to the interaction between electromagnetic sources (the Uehling potential). More recently, it has been recognized that external boundary conditions (as an idealization for real sources interacting with a given field) play a similar role as external fields, since they can also break symmetries and induce observable effects due to quantum fluctuations. This has revived the discussion about the vacuum energy and the Casimir effect. The basic feature of Casimir’s concept of vacuum energy is that the physical vacuum state of quantized fields must be determined with respect to the condition that fields usually exist in the presence of external constraints. In particular, this facilitates a meaningful treatment of zero-point energies examining their measurable consequences as contribution to the self-energy or to the interaction between the external constraints. Detailed studies on the Casimir energy of the constrained electromagnetic fields have representatively demonstrated the role of zero-point energies. All evaluation methods which have been investigated in this context, particularly the mode summation method [1, 37, 81] and various local Green function methods [35, 42, 140], are similarly applicable in order to calculate Casimir energies of other constrained quantum fields (e.g. quarks and gluons confined in a bag). Both evaluation methods require inherently different regularization procedures in order to yield finite results. In the case of mode summation this can be achieved, for instance, by introducing high-frequency cutoffs or by means of dimensional regularization. The local treatments deal with the boundary part of the exact Green function where the free vacuum Green function is already subtracted (local regularization). Calculating the vacuum energy in terms of Green functions divergences which arise from taking expressions at equal space-time points, in addition, requires appropriate renormalization. Series expansion methods like the multiple scattering expansion or the perturbation expansion show that divergencies arise only for the lowest-order terms, as is typical for renormalizable field theories. The vacuum energy is unambiguously determined in both formulations. For the original Casimir effect, they lead to identical results. It is important to note that the same result for the Casimir force between conducting parallel plates is also derivable within a totally different approach dealing with fluctuating classical electromagnetic fields [141—143]. This, of course gives confidence in the calculational methods mentioned above. —
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It is worth recalling that a fully analytical evaluation of Casimir energies is only possible for plane boundaries (parallel plates, rectangular box). In the case of boundaries of generic shape the Green function techniques facilitate approximate evaluations. As these are usually quite involved, it may be of interest to develop alternative calculational methods. Considering that one is mainly interested in global quantities like the Casimir energy or Casimir pressure, it seems somewhat inadequate to base the evaluation on quantities, such as a complete set of eigenmodes or the exact Green function, which contain more information about the constrained field configuration than necessary. It is therefore of great practical relevance to develop new approximation schemes for the calculation of the Casimir energy, e.g. variational methods. For example, it would be interesting to formulate the Casimir energy as a functional of the vacuum polarization charge density, which is stationary at the correct value. The concept of Casimir energy is further supported by the results obtained for the zero-point energy of the electron—positron field interacting with external electromagnetic fields. Here we saw that the vacuum polarization current can be expressed as the functional derivative of the vacuum energy with respect to the external electromagnetic field. This demonstrates the role of the vacuum energy as a contribution to the interaction potential between the external sources. The transition from a neutral to a charged vacuum state in strong fields is reflected in a discontinuous lowering of the vacuum energy. In the final chapter we discussed several applications of the Casimir energy, in particular the vacuum contribution to hadronic masses in the context of the MIT bag model, and alternative derivations of interactions in polarizable media, such as van der Waals forces. In addition to these applications, the Casimir effect is an essential ingredient in recent developments in high-energy physics, namely, Kaluza—Klein theories of unified interactions. As Appelquist and Chodos [25] have pointed out, the Casimir energy in a five-dimensional Kaluza—Klein theory with one compact dimension is attractive in the sense that it tends to shrink the size of the compact dimension. While this does not prove that space-time in higher dimensions must be compact, it lends support to the concept that the motion in higher dimensions may be frozen in due to their tiny size, if these are indeed compact. The existing literature on this and other applications of the Casimir energy is too vast to be comprehensively reviewed here. However, we hope that the present review article will help the interested reader to explore these fascinating developments by himself. References [11H.B.G. Casimir, Proc. Kon. Ned. Akad. wet. Si (1948) 793. [2] By. Deriagin and 1.1. Abrikosova, Soc. Phys. JEPT 3 (1957) 819. [31 M.J. Sparnaay, Physica 24 (1958) 751. [41 w. Black, J.G.V. De Jongh, J.Th.G. Overbeek and M.J. Sparnaay, Trans. Faraday Soc. 56 (1960) 1597. [5] A. van Silfhout, Proc. Kon. Ned. Akad. wet. B 69 (1966) 501. [6] D. Tabor and R.H.S. Winterton, Nature 219 (1968) 1120. [71ES. Sabisky and C.H. Anderson, Phys. Rev. A 7 (1973) 790. [8] A.A. Grib, S.G. Mamaev and VS. Mostepanenko, Kvantovye effekty v intensivnykh vneshnikh polyakh (Quantum effects in intense external fields) (Nauka, Moscow, 1980); cit. in: M. Bordag, E. Vitsorek and D. Robashik, Soy. J. NucI. Phys. 39 (1984) 663. [9] S. Gupta, Proc. Phys. Soc. London A 63 (1950) 681. [10] K. Bleuler, Helv. Phys. Acta 23 (1950) 567. [11] G. Källén, Quantumelectrodynamics (Handbuch der Physik V/i, Springer, 1958). 112] J. Ambjom and R.J. Hughes, NucI. Phys. B 217 (1983) 336. [13] R.P. Feynman, Acta Phys. Pol. 24 (1965) 697. [141L.D. Fadeev and V.N. Popov, Phys. Lett. 25B (1967) 29. [151 T. Kugo and I. Ojima, Suppl. Prog. Theor. Phys. 66 (1979). [161I. Ojima, Prog. Theor, Phys. 64 (1980) 625.
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