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Abstract



Road Friction Estimation for Automobiles Using Digital Signal Processing Methods by Michael Robert Uchanski Doctor of Philosophy in Engineering - Mechanical Engineering University of California, Berkeley Professor J.K. Hedrick, Chair



This dissertation develops a new friction estimation method that can detect a low-friction road surface during normal braking using only measurements of the wheel rotational speeds and the vehicle translational velocity. Such a method could ﬁnd application in Automated Cruise Control systems or Automated Highway Systems because it would allow these systems to choose a driving style that best suits the road condition. Detecting low-friction roads is largely a signal processing problem, and the diﬃculties it presents inspire the creation of a ﬁltering technique that we call the “Optimal FIR Derivative.” The Optimal FIR Derivative is a ﬁnite impulse response, noise-attenuating diﬀerentiator that is useful when very little information is known about the signal to be diﬀerentiated. The only data needed for its design are a noise variance and a second derivative bound for the signal that needs to be diﬀerentiated. The ﬁlter that results is optimal in a minimax sense. Although the new ﬁlter is inspired by the friction estimation problem,



2 it is a fairly general method that can be used in any ﬁeld where noisy data needs to be diﬀerentiated. The chapters of the thesis make a loop from application to theory and then back to application: The practical problems that arise from friction estimation motivate theoretical tire modelling and signal processing investigations; the resulting theoretical results are then successfully applied to help solve the practical problems that motivated them. The dissertation ﬁrst acquaints the reader with the friction estimation problem through a literature review and a series of experimental results from a test vehicle. These results establish a correlation between tire slip data taken from normal braking and the road’s peak friction value. The correlation has appeared in several recent papers, but it has so far gone without complete theoretical explanation. The thesis therefore takes an excursion into tire/road contact theory in order to make connections between existing theoretical tire models and the empirical correlation. The remaining chapters are then devoted to exploiting this correlation to estimate road friction. An important obstacle that appears is the problem of estimating tire force during braking. Numerical diﬀerentiation proves to be a good solution to this problem, but the particularly small amount of a priori information that is available about the signals involved motivates the development of the Optimal FIR Derivative. The thesis concludes by combining the experimental, tire theoretical, and signal processing results of the earlier chapters into a low-friction road detection method.



Professor J.K. Hedrick Dissertation Committee Chair
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Chapter 1



Introduction In the next ﬁve chapters, we work to develop a system that enables a computer to distinguish a low-friction road surface from a high-friction road surface. Along the way, this very practical application motivates more theoretical problems, which we resolve by developing a parameter estimator and new type of optimal diﬀerentiating ﬁlter that we dub an “Optimal FIR Derivative.” We then put this new theory “to the test” in the experimental world by using it to help resolve our road friction estimation problem. Of course, a skeptical reader might make the common sense observation, “I can already tell a wet and slippery road from a dry one using my eyes.” And this leads to the question, “Why would I need a computer, theorems, and ﬁlters to do it for me?” Before launching into the technical heart of the thesis, we need to respond to this question. The answer comes in two parts. First, a computer may be able to detect dangerous conditions that a human cannot see—for example, black ice or oily pavement—and then warn the driver. The Federal government estimates that driver error contributes to 90%



2 of the the United States’ 10.7 million annual automobile accidents, and to one third of its 40,000 highway fatalities [37]. A system that can eliminate even a small percentage of those misjudgments can prevent many accidents and save lives. The second—and perhaps less obvious—reason we might want to develop a system that allows computers to detect road condition is that computers, and not humans, may soon be driving many of the vehicles on the road. They, like us, will need information about the road condition to drive safely. Of course, that part of answer brings up the question of why computers may soon be driving our vehicles. To answer that, we need to brieﬂy examine our traﬃc problem and one of its proposed solutions, highway automation. Traﬃc congestion is a worsening problem that is consuming more and more resources. According to a recent survey of traﬃc conditions in 68 US cities [53], the congested period commonly referred to as “rush hour” (now an obsolete term) grew from an average length of 2-3 hours per business day in 1982 to 5-6 hours per day in 1999. Slowed traﬃc wastes a tremendous amount of time and fuel each year, especially in the largest urban areas. During 1999, for example, the average driver in a large US city lost 40 hours—or one work week—of time in traﬃc. Wasted fuel due to congestion amounted to 364L (80 gallons) per motorist. Combined, the cost of time and fuel was $920 per person. At least three solutions to this problem have been proposed: First, we can build more highways. Second, we can lessen our reliance on private vehicles through vehicle sharing and public transportation, and third, we can make better use of our existing highway network through automation. At a cost of $0.6 million-$63 million per lane-kilometer ($1 million to 100 mil-



3 lion per lane-mile), constructing new lanes is enormously expensive. In addition to their monetary cost, new lanes consume space, generate noise, and degrade the landscape. Improved public transit is a good solution within high density urban areas because the number of people served by a single bus or train line is large enough to make it economically viable. However, much of our cities’ growth occurred after the rise of the automobile, and the resulting low densities make it diﬃcult to service those areas with public transportation. The third solution—and the one that ties in with the practical motivation of this thesis—is to use technology to increase the capacity of existing highways. This technology might take the form of an Adaptive Cruise Control or an Automated Highway, or something in between. Adaptive Cruise Control systems improve on standard cruise control systems because they respond to traﬃc conditions instead of simply maintaining a constant speed. They accomplish this by using a relative distance sensor such as a radar to judge following distances. Then, they act on this information using a throttle or brake actuator. Such a system oﬀers an improvement over human driving because humans are notoriously bad judges of relative distance and relative speed and therefore tend to brake too late and accelerate too aggressively in heavy traﬃc. As a result, human drivers need to maintain fairly large following distances in traﬃc, causing a decrease in throughput. Typical maximum capacity for a highway lane with human drivers is about 2000 cars per hour. Outﬁtting 50 percent of the vehicles in a lane with Adaptive Cruise Control systems could raise this capacity to 3000 cars per hour; if 80 percent were equipped, the capacity could further incease to



4 4000 cars per hour. Automated Highways are the logical limiting case where all of the cars on a highway have Adaptive Cruise Controls, but with the addition of inter-vehicle communication. This allows vehicles to coordinate their actions to avoid accidents and to avoid “string stability” problems [56]. As a result, Automated Highways can oﬀer lane capacities of over 6000 cars per hour—triple current limits. Of course, any form of automated driving must be at least as safe as manual driving in order to win the driving public’s acceptance. In order to prevent accidents, a computer driver must know where vehicles are around it and how quickly it can reasonably expect to be able to move to avoid them. Even with antilock braking systems and other safety features, the acceleration limit of a vehicle is still determined by the maximum friction force that can be generated between the vehicle’s tires and the road, and that can vary by a factor of ten or more depending on road condition. Thus, automatically estimating road friction is an essential part of automatic driving systems; for human drivers, it could be a valuable safety feature. Treated as a science problem, estimating road friction is a challenge, owing to the variability of tires, road surfaces, and precipitation. Treating it as an engineering problem— and therefore including cost constraints—it is even more diﬃcult. The collective experience of the automotive industry says that options costing more than about $900 rarely sell very well on passenger cars [48]. Thus, the entire suite of radars, computers, radios, sensors, and actuators needed for automatic driving will likely have to cost less than this amount if such systems are to signiﬁcantly aﬀect our congestion problem. A road friction estimation



5 system could only expect to use a small amount of this budget, so a viable solution will deliver acceptable resolution using as few sensors as possible.



1.1



Thesis Overview This need to eliminate sensors is a driver for much of the work in this thesis—



both theoretical and practical. On the theoretical front, it forces us to use numerical diﬀerentiation techniques to estimate some quantities that could otherwise be measured. This leads to a need for a “better diﬀerentiator.” The new algorithm that we develop to ﬁll this need has potential applications in a variety of engineering and non-engineering ﬁelds and represents a signiﬁcant part of the original contribution of this thesis. On the practical front, the need to avoid sensors causes us to explore a relatively new (less than 10 years old) approach to friction estimation called the “slip-based” approach. The primary advantage of using the slip-based approach is that it requires very little sensor data to provide road condition estimates. Due to its novelty, however, the approach does present signiﬁcant mysteries and diﬃculties, and our dealings with them represent the balance of the original work in the thesis. Chapter 2 lays the foundation for our work with the slip-based friction estimation approach, and it uncovers questions that take several chapters to answer. We start with a “crash course” in the friction estimation problem, its applications, and its body of literature. We ﬁnd that a major problem with the slip based approach is that it has not been shown to work for the case when the vehicle is braking—largely due to a lack of methods for accurately measuring or estimating road force during braking. Thus, at the end of the chapter, we begin



6 work to ﬁll this gap by conducting a series of investigations with a specially instrumented test vehicle that can measure road force. The tests show that the basic idea of slip-based friction estimation appears to work during braking, but they also raise numerous questions. The ﬁrst of these questions is, “Why does the slip-based approach work?” Attempting to answer this question forms the basis of Chapter 3. Surprisingly, even though a handful of papers have shown positive results with the method, researchers have not yet formulated a complete theory for why the approach works. Chapter 3 does not claim to solve that problem, but it does make progress by relating models from tire contact mechanics to the friction estimation problem. One physical eﬀect that might explain why the approach works is proposed, and evidence from the literature is organized to make the case that a second eﬀect is likely present. Having established some theoretical justiﬁcation for why the slip-based friction estimation approach works, Chapter 4 addresses the question of whether the results of Chapter 2 can be made practical. The investigations of Chapter 2 were done using an impractical and costly sensor to ﬁnd road force—a critical parameter for the slip-based method. A practical friction estimation algorithm would need this force, but almost certainly would not be able to use the special sensor. Thus the road force needs to be estimated. Road force estimation is a simple example of the the more general problem of estimating an unknown input to a dynamical system given a measurement of its state. It turns out that the most straightforward solution to this problem involves numerically diﬀerentiating the state. The search for an appropriate way to do this leads us to review existing numerical diﬀerentiation techniques. The shortcomings that we discover in these



7 techniques lead us to develop a new type of diﬀerentiating ﬁlter that we dub the “Optimal FIR Derivative.” The Optimal FIR Derivative is a fairly general result with applications in any ﬁeld where noisy data needs to be diﬀerentiated. The Optimal FIR Derivative algorithm designs an FIR diﬀerentiating ﬁlter that is optimal in a minimax sense when all that is known about the signal to be diﬀerentiated is its second derivative bound and its noise variance. It requires neither spectral information nor a model of the signal to be diﬀerentiated, so it is highly appropriate for problems where very little is known about that signal. Normally, in such applications, ﬁlters are designed by trial-and-error. In contrast, we see through the simulation and experimental results of Chapter 4 that the Optimal FIR Derivative usually gives an acceptable ﬁlter on the ﬁrst design iteration. We put the new diﬀerentiator to the practical test at the end of Chapter 4 where we use it to help solve the road force estimation problem. It proves to be well-suited for road force estimation, and its good experimental performance prompts us reproduce the road force estimation results of Chapter 2, but using diﬀerentiation to eliminate the impractical road force sensor. This is the subject of Chapter 5. In this chapter, the basic idea of the investigations in Chapter 2 is combined with the road force estimator theory of Chapter 4 to create a practical version of a slip-based road force estimator that works during braking. The estimator is evaluated through an extensive testing program. In addition, robustness problems that often plague slip-based estimators are addressed. Finally, Chapter 6 presents conclusions and suggestions for future work. We discuss the advantages and shortcomings of this work—both in the theoretical and the



8 practical domains. At the end of the thesis, several appendices discuss issues and equipment that are important to our algorithm but were too involved to treat in the main text.



1.2



Thesis Contributions We have already alluded to some of the contributions of this work, which come



both in the practice of vehicle dynamics and in the theory of ﬁltering and control. Here we make them explicit so that interested readers can skip directly to the sections containing new work.



1. Slip-based road friction estimation:



The state of the art in road friction esti-



mation is advanced in several ways. • Road friction estimator during braking: In Chapter 5 and Chapter 2, a slipbased technique to classify road surfaces using information from normal braking maneuvers is developed and experimentally demonstrated. The estimator distinguishes high friction, dry roads from lower friction lubricated roads in most cases. It requires only two measurements: the speed of a braking wheel and the speed of the vehicle. • Connection between contact mechanics and road friction estimation algorithms: An existing tire model is used in a new way to help explain a correlation between peak road friction and estimated longitudinal stiﬀness that has been observed in the literature and our own experiments. The explanation, which we call the “secant eﬀect,” is developed in Chapter 3.



9 • Robustness of slip-based estimators: A major problem with slip-based friction identiﬁcation techniques is their lack of robustness to parametric uncertainties like tire inﬂation pressure and tire wear. In Section 5.5 of Chapter 5 this problem is quantiﬁed and solved via a “self-calibration” algorithm that uses occasional hard braking maneuvers to correct for these uncertainties. • Literature Compilation: A thorough review of the state of the art in slip-based friction estimation is compiled. Both qualitative and quantitative results from numerous papers are brought together for the ﬁrst time in order to form a realistic picture of the potential and the pitfalls of this technique.



2. “Optimal FIR Derivative”: In Section 4.4 on page 76, a new algorithm for designing FIR diﬀerentiating ﬁlters is created. The ﬁlter design technique is useful in situations where a noisy signal needs to be diﬀerentiated, but where very little information about the signal is available for ﬁlter design. Since such situations are quite common in practical settings, the new ﬁlter has numerous potential uses both in engineering and in other ﬁelds. The Optimal FIR Derivative takes as inputs the ﬁlter length, the measurement noise variance, and the bound on the second derivative of the signal to be diﬀerentiated. It outputs FIR ﬁlter taps via a convex optimization that provide an optimal ﬁlter in the following sense: The worst-case expected value of squared error between the actual derivative of the signal and the estimated derivative of the signal is minimized. (The game theory interpretation of this optimality criterion is interesting and is also described in Section 4.4.) Although the derivation of the algorithm is relatively complex, the Optimal FIR Derivative algorithm itself is quite



10 easy to use and is summarized in a “recipe” in Section 4.5 on page 95. Simulation and experimental results shown in Sections 4.6 and 4.7 attest to the good performance of the Optimal FIR Derivative, and its ability to deliver an appropriate diﬀerentiating ﬁlter with little or no iterative design. 3. Input Estimation Problem: As motivation for the Optimal FIR Derivative, the early part of Chapter 4 discusses a problem that we call the input estimation problem which appears frequently in applications. The problem is to estimate the input to a dynamic system given measurements of its state. Although this problem statement appears to be related to the state estimation problem, it is argued through several examples that state estimator and control-inspired techniques that occasionally are used in the literature to solve this problem seem to oﬀer no advantage in terms of robustness over less sophisticated techniques. Further exploration of this problem represents an area of future work.



11



Chapter 2



Exploring the Tire/Road Friction Estimation Problem By “tire/road friction estimation” we mean that we would like to predict how easily a vehicle will skid on a road without actually making the vehicle skid. One way to quantify how easily a vehicle will skid is with the maximum coeﬃcient of friction, µmax . For a given wheel, the normalized traction force, µ, is 



µ :=



Fx2 + Fy2 Nz



,



where Fx , Fy , and Nz are the longitudinal, side, and normal forces acting on the tire. For this wheel µmax is then the maximum achievable value of |µ|. In this thesis, we consider only longitudinal motion, so the side force Fy can be neglected, giving µ=



Fx Nz



(2.1)



12 and µmax = max |µ| = max |Fx /Nz |. For the remainder of this thesis when we discuss µ and µmax , we mean these longitudinal-only quantities. When a vehicle of mass m has the same µmax at all four of its tires, the largest longitudinal acceleration u ¨xmax it can achieve (neglecting grade and wind) is the maximum of the sum of the longitudinal forces at its tires divided by the vehicle mass: |¨ ux |max = max |



Fx11 + Fx12 + Fx21 + Fx22 | ≤ µmax g , m



where g is the gravitational constant. So estimating µmax gives us an upper bound on the acceleration, in g’s, that a vehicle can achieve. ABS, TCS and VDC systems start working when the driver has demanded an acceleration larger than µmax g, but neither they nor a µmax estimator can increase this acceleration limit. A µmax estimator is useful primarily because it can inform drivers—either human drivers or machine drivers—of dangerous conditions so that they can change their driving style to prevent emergency situations. To demonstrate how a µmax estimator might be useful for a machine driver, consider designing an adaptive cruise control system according to the following speciﬁcation: “Using a radar with a range of 150m, the system must be able to detect stopped objects in the roadway—for example, a wall of cars creeping along in a traﬃc jam—and stop in time to avoid hitting them.” That is, the adaptive cruise control system must never allow the driver to choose a speed that is so fast that the car will ”outrun” its radar. To meet the speciﬁcation, the driving speed must be adjusted depending on the operating range of the radar and the road condition. From kinematics, the stopping distance as a function of the velocity v is d = v 2 / (2µmax g). With v = 150km/h and µmax = 1 (dry



13 road), the necessary stopping distance is 89m. However, if the road is wet so that µmax is 0.7, the distance needs to be 127m. And if the road is icy so that µmax is 0.2 the vehicle needs 445m to stop safely. If we have no µmax estimator, we need to enforce a conservative driving speed to accommodate the worst case when µmax is 0.2, or else use a radar with a larger range. If we have a µmax estimator, on the other hand, we can adapt the cruise control’s driving policies according to road conditions. For example, the system could disable itself if there is evidence that µmax is less than, say, 0.5. Drivers would not be able to operate the system in adverse conditions, and it would be guaranteed to never “out-drive its radar.” For automated highway systems—another type of machine driver—a µmax estimator could do more than just help to set driving policies. In an environment with vehicle/roadside communication, each vehicle could be a µmax sensor that reports back to a roadside database. The roadside could then construct a friction vs. position map of the roadway that would be useful for pinpointing slippery spots and adjusting driving and maintenance to compensate. A µmax estimator could also help human drivers because there are surprisingly few ways for them to estimate µmax . Checking if the road is snowy or icy or wet is often eﬀective, but a visual inspection cannot pick up black ice or ice under snow. Wet pavement after the ﬁrst rain in weeks looks similar to wet pavement that has been washed clean by several days of rain, despite their diﬀerent coeﬃcients of friction [45]. It is precisely in these deceptive situations where a µmax estimator could have the greatest safety beneﬁt for human drivers. In order to realize this beneﬁt, though, the estimator would need to be fairly precise, and it



14 would have to present its results in a way that is relevant and non-distracting to the driver.



2.1



State of the Art This thesis develops a “slip-based” µmax estimator that works during braking.



Figure 2.1 on page 18 shows where this contribution ﬁts into the larger research area of tire-road friction estimation, and it provides a framework within which we examine recent µmax estimation results in the literature. As the top branch of Figure 2.1 shows, tire-road friction estimation research can roughly be divided into “cause-based” approaches and “eﬀect-based” approaches. “Causebased” strategies try to measure factors that lead to changes in friction and then attempt to predict what µmax will be based on past experience or friction models. “Eﬀect-based” approaches, on the other hand, measure the eﬀects that friction (and especially reduced friction) has on the vehicle or tires during driving; they then attempt to extrapolate what the limit friction will be based on this data. For example, if a human driver sees ice on the road and uses past experience to conclude that the road will be slippery, he is using a cause-based µmax estimation strategy. If he does not see the ice, spins his tires while accelerating, and then concludes that the road must be slippery, then he is using an eﬀect-based estimation strategy. Below, we ﬁrst review some results of cause-based µmax estimation research, and then we examine eﬀect-based research, focusing special attention on the category of “slip-based” methods.
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2.1.1



Cause-based µmax prediction Numerous parameters “cause” µmax to be a certain value. In [5], Bachmann classi-



ﬁes them as vehicle parameters like speed, camber angle, and wheel load; tire parameters like material, tire type, tread depth, and inﬂation pressure; road lubricant parameters like type (water, snow, ice, oil), depth, and temperature; and road parameters like road type, microgeometry, macro-geometry, and drainage capacity. A cause-based µmax predictor must be able to measure the most signiﬁcant friction parameters and then produce an estimate of µmax from a database with information about the eﬀects of these parameters on friction. Many of the parameters aﬀecting µmax are easily determined—for example, speed, tire type, approximate wheel load, and camber. However, measuring two of the parameters that signiﬁcantly aﬀect friction—lubricant and road type—requires special sensors. This need for extra sensors is one of the main disadvantages of cause-based friction estimation approaches. As the “Lubricants” branch of Figure 2.1 shows, several researchers have built special lubricant sensors for friction estimation. The optical sensors described in [22] and [11] can detect water ﬁlms and other lubricants by examining how the road scatters and absorbs light directed at it. Optical sensors have also been constructed to detect the road surface roughness characteristics [11]. Once the parameters aﬀecting friction are known, they must be passed into a friction model of some sort to obtain a µmax prediction. This friction model could be theoretical or physically based, but many researchers have suggested using neural networks and other learning algorithms instead. In [22], for example, the µmax prediction software uses data



16 interpolation, associative storage, and system identiﬁcation techniques. The disadvantage of this type of nonphysical model is that it loses accuracy when conditions deviate from the conditions under which it was “trained.” Nevertheless, experimental results have shown that cause-based µmax estimators can often deliver high accuracy. For example in [22], a cause-based method using data from a wetness sensor and a surface roughness sensor gives a µmax estimate that is within 0.1 of the real value of µmax in 92% of experiments. Since the key sensors were optical, these results were obtained with zero friction demand. That is, the driver did not need to achieve high levels of µ to get a useful estimate of µmax . As we mentioned above, though, these advantages of good accuracy and zero friction demand come with three main disadvantages: First, cause-based systems often require extra sensors. Second, they may need extensive “training” to work properly. Third, they may have diﬃculties accurately predicting friction under exceptional conditions for which they have neither sensors nor training.



2.1.2



Eﬀect-based µmax prediction As Figure 2.1 shows, researchers have pursued at least three types of “eﬀect-based”



µmax estimators: acoustic approaches, tire-tread deformation approaches, and slip-based approaches. We brieﬂy review the acoustic and tire-tread approaches ﬁrst, and then we provide a more detailed review of slip-based approaches, since the new work of this thesis is in this area. In an acoustic approach, a microphone is mounted to “listen” to the tire, and the sound that the tire makes is used to infer something about µmax . According to [22] and [11],



17 the tire noise correlates with the friction demand and deformation of the tire tread, so it is an eﬀect of tire-road friction. At the same time, though, these authors show that the noise is also correlated with parameters that aﬀect friction such as road type, presence of water, and speed. Thus, tire noise indicates something about both the causes and the eﬀects of tire-road friction, so it could have just as easily been classiﬁed as a cause-based approach. Regardless of how one classiﬁes this approach, the complex nature of tire noise makes it diﬃcult to use for predicting µmax [22]. The tire-tread deformation approach uses sensors embedded into the tire tread to measure the x, y, and z deformations of the tread as a function of its position in the roadtire contact patch. These deformations are the direct result of x, y, and z force transmission in the contact patch and therefore contain information about the total longitudinal, lateral, and normal forces as well as their geometric distributions in the contact patch. This is useful for estimating µmax because individual tire tread elements often exceed the holding power of the road long before the tire as a whole exceeds µmax and starts sliding. Thus, we see the eﬀects of the µmax limit on the tire before we see its eﬀect on vehicle performance. For example, even in a free-rolling tire, the tread deforms in the longitudinal direction as it ﬂattens to enter the contact patch and then re-takes its natural shape on exiting. The shear stresses associated with this free-rolling deformation can be quite large— as much as 100 kPa, compared to normal pressures on the order of 200 kPa [20]. If the road-tire interface is unable to provide enough adhesive force because µmax is small, certain parts of the contact patch may slide slightly, leading to changes in the tread deformation geometry that are correlated with µmax . When friction demand is non-zero, one might
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Figure 2.1: A sampling of tire-road friction estimation research. Complete reference information for these papers in bibliography.



19 expect even more local sliding in the contact patch, potentially providing more information about µmax . References [22], [10], [4], and [11] describe a tire-tread deformation sensor and give experimental results for a µmax estimator that uses tread deformation. The sensor consists of a magnet vulcanized into the tread of a kevlar-belted tire (to avoid signal distortion from a steel belt) and a detector ﬁxed to the inner surface of the tire. Experiments using this apparatus show that even with zero friction demand it is possible to detect very low µmax surfaces from tire-tread deformation data. Furthermore, the system does not need to know why the road is slippery to work since it only measures the eﬀects of low µmax . Thus, it is immune to many of the problems of cause-based µmax identiﬁers. While very promising, this approach has the disadvantage that it requires a sophisticated instrumented tire with a self-powered, wireless data link to the vehicle. Although such links have been successfully tested [29], they still appear to be several years in the future on production vehicles. It is primarily the desire to avoid this type of new instrumentation that makes the third eﬀect-based approach—the slip-based approach—so attractive. Taken together, results from the fairly small number of eﬀorts to use slip to classify roads indicate that it may be possible to use tire slip to classify roads into at least two or three friction levels without having to use dedicated sensors. Most of the algorithms in the literature make use of little more than standard ABS wheel speed sensors, and possibly some of the sensors found on vehicles equipped with “Vehicle Dynamics Control” systems. As the “slip-based” branch of Figure 2.1 shows, researchers have worked to develop slip-based µmax estimators using data from traction, braking, and steering maneuvers. Here,



20 we focus mostly on the traction and braking cases since they relate most closely to the new work presented later in the thesis. Tire “slip” occurs whenever pneumatic tires transmit forces, and the idea of slipbased µmax estimation is to use the measured tire force vs. slip relationship to identify the friction level. For traction or braking, the slip, s, of a wheel is the scaled diﬀerence between the longitudinal translational speed of that wheel, v, and the rotational speed of the wheel. We use the deﬁnition: s=



ωr − v max(ωr, v)



(2.2)



where ω is the angular speed of the wheel and r is the eﬀective tire radius. A braking wheel has a smaller rotational speed than its translational speed, so for braking this equation has negative numerator. The max in the denominator forces this negative velocity diﬀerence to be normalized by v, resulting in s = −1 if the braking wheel locks. On the other hand, an accelerating wheel has a positive numerator, and the denominator becomes ωr so that s = +1 if the vehicle stands still while the wheels spin. The friction coeﬃcient, µ, at a tire is related to the amount of slip at that tire. The most well-known model for this relationship is the so-called “Magic Formula” [6] which we plot in Figure 2.2 for traction and braking on a variety of road surfaces. Figure 2.2 shows that µ is an increasing function of s until a critical slip value, where µ reaches µmax and then decreases. The idea of longitudinal slip-based µmax estimation is to use data collected from low-s, low-µ maneuvers—the part of the slip curve near the origin—to predict the maximum µ of the slip curve. Intuitively, this seems to make sense: More slip at a given tire force
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Figure 2.2: Normalized longitudinal force, µ, vs. longitudinal slip, computed using “Magic Formula.” seems like it would indicate a more slippery road. However, until recently, few researchers have attempted such a slip-based approach—probably for two reasons. First, the slip levels encountered during normal driving are typically quite small and are therefore diﬃcult to measure in a practical setting. Second, such an approach seems to be at odds with accepted notions about tires that say that the shape of the lowslip, low-µ part of the slip curve is determined by the tire carcass stiﬀness and not by the road condition. Thus, slip-based road condition estimation—at least using normal driving data—should not be possible. We explore this apparent contradiction in detail in Chapter 3; for now, we simply review results and methods used for slip-based road condition estimation without trying to explain why these results came about. The left branch of the “slip-based” part of Figure 2.1 shows the subset of slip-based road condition estimation papers that concentrate on slip data gathered during traction. The earliest work listed is [18] and [19] by Dieckmann, featuring three interesting results. First, a measurement system is described which measures slip with an accuracy



22 of 0.01% on a moving vehicle during traction using only standard ABS sensors. The rear wheels, which are not connected to the engine serve as a velocity reference, and the front wheels, which are in traction serve as the slipping wheels. The system calculates slip by using the slightly diﬀerent times that the front wheels (slipping) and rear wheels (nonslipping) take to rotate some integer number of revolutions. Second, the measurement system is used to measure slip during normal driving on a variety of road surfaces and with a variety of diﬀerent tires, and it is found that surfaces with a lower µmax tend to require more slip to generate the same tire force that is generated with less slip on higher friction surfaces. Finally, a tire/road simulation model is proposed to investigate the experimental observations. In [27], Gustafsson uses a Kalman Filter to eliminate a calibration step that the Dieckmann system required. The system works in traction on a front wheel drive vehicle, with the rear wheels serving as velocity references, and front wheels serving as the slipping wheels. Slip is calculated directly from the wheel speeds, and µ is calculated from an engine map and a normal force shift model. The Kalman ﬁlter recursively calculates the oﬀset and slope of a linear ﬁt to µ vs. slip data obtained from traction maneuvers with µ typically less than 0.2. The oﬀset of the linear ﬁt to the µ vs. slip data corresponds to tire radius diﬀerences between front and rear wheels, and the estimated slope is found to correlate with the road friction. The Kalman ﬁlter’s gains govern the sensitivity of the slope and oﬀset to new data, so a change detection algorithm runs in parallel with the Kalman ﬁlter and adjusts these gains so it will produce parameter estimates with low variance when the road surface appears to be unchanged and parameter estimates with low convergence time when the



23 road surface appears to be changing. Extensive testing on icy, snowy, wet, dry, and gravel road surfaces with four diﬀerent types of tires tires shows that this estimated slope, along with other indicators, allows for classiﬁcation of roads as either “gravel,” “high friction,” “slippery,” or “very slippery.” Thus, these results, along with those of Dieckmann, indicate that it may be possible to create a slip-based road friction estimator during traction, despite the theoretical and measurement diﬃculties mentioned above. Hwang and Song [31], and Yi, Hedrick, and Lee [63] provide still more experimental evidence that a slip-based µmax estimator could work for normal traction. Hwang and Song use a friction estimation strategy during traction that is very similar to Gustafsson’s, and ﬁnd that the slope of a linear ﬁt to µ vs. slip data is signiﬁcantly larger for a dry asphalt road (µmax ≈ 1) than it is for an artiﬁcial ABS test surface with µmax ≈ 0.3. Yi, Hedrick, and Lee also ﬁnd that the slope of µ vs. slip data might be useable to detect road friction. They ﬁnd a diﬀerence between the slopes of slip curves on wet and dry concrete surfaces. In addition to the friction estimation work above, which works during normal traction, Germann, W¨ urtenberger, and Daiß [25] used high friction demand maneuvers to estimate coeﬃcients of a polynomial approximation to µ vs. slip data. Experimental results show that the polynomial parameter representing the slope of the slip curve falls signiﬁcantly when the test car drives on a wet road. As the “Braking” part of the “Slip-based” branch of Figure 2.1 shows, less work has been done on slip-based µmax estimators that work during braking. There are three main reasons for this: The ﬁrst reason is that the velocity term, v is harder to obtain during braking since all four wheels are slipping. The second reason is that tire force estimates



24 are harder to obtain during braking than during driving, and the third reason is that most driving is done with the engine and only occasional use of the brakes. Hard braking is particularly rare. But considering braking information for tire-road friction estimation can be advantageous for two reasons. First, a friction estimation system that uses information during acceleration and braking will have greater availability than one that uses only acceleration information. Second, the amount of traction force during a braking maneuver is usually higher than during acceleration, providing more friction demand for a µmax estimator. Those rare braking maneuvers that use a large percentage of the maximum available friction are extremely useful to a friction estimation system. For example, we use them in Chapter 5 (Section 5.5) to “calibrate” data taken during low friction demand maneuvers. Despite the diﬃculties associated with slip-based friction estimators that work during braking, some work has been done in this area. In [32], Kiencke and Daiß take advantage of the high friction demand during hard braking to estimate parameters of a tire model that is linear in its parameters. From that, µmax is obtained. In [47], Ray takes advantage of moderate friction demand during braking and steering to obtain good µmax estimation. Slip and µ estimates come from an extended Kalman-Bucy Filter state estimator that uses measurements of yaw rate, roll rate, wheel speeds, and x and y acceleration to correct its estimates. A Bayesian hypothesis selector then processes the µ and slip estimates to arrive at an estimate of µmax . Tests during braking on dry asphalt are encouraging— especially when a large percentage of the available friction is used (friction demand of ≈ 0.5 on a surface with µmax ≈ 0.88)—but unfortunately, data from diﬀerent road surfaces is not



25 available for comparison. This work of Ray overlaps with the lateral part of the slip-based road force estimation branch of Figure 2.1. In this area, Pasterkamp and Pacejka have used lateral force vs. slip angle data and a neural network to detect road friction during maneuvers with moderate to large lateral excitation. The fact that slip-based road friction estimation requires few sensors and has shown a handful of successes in the literature does not mean that it is an approach without problems. As we already noted, the approach seems to contradict fairly accepted notions about tires. In addition, it has problems with robustness and calibration. The parameters that researchers have used to classify road surfaces (typically slope of µ vs. slip data) are quite sensitive to tire type, inﬂation pressure, tire wear and possibly vehicle conﬁguration. Finally, the most successful results in the area (those using the smallest friction demand to achieve the best µmax resolution) have come from only from tests in straight-line traction. In the remainder of this thesis, we address these problems en route to developing a slip-based µmax estimator that works during braking. Our new work starts in the next section, which examines raw µ vs. slip data and then attacks the µmax estimation problem by ﬁtting experimentally obtained slip curves with nonlinear approximation curves. The diﬃculties we encounter with this nonlinear method lead us to try a linear curve ﬁtting method similar to that discussed above. We ﬁnd that the linear ﬁt to µ vs. slip data is correlated with the peak friction µmax , and that this may allow for road classiﬁcation.
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2.2



Some experimental explorations Before attempting to identify µmax with a realistic sensor-set, we ﬁrst explore



the µmax identiﬁcation problem using a non-practical sensor set which includes a strainbased brake torque sensor [57] for estimating road force. When we develop a more realistic algorithm in Chapter 5 we will replace this sensor with an estimator, but temporarily using the brake torque sensor has two beneﬁts. First, we decouple the estimator/observer design from the basic physics of the problem. Second, we generate a set of “truth” results that we will later use to verify our traction force estimator and µmax identiﬁcation algorithm. To start, we brieﬂy examine some raw µ vs. slip data and make the case that a slip-based method might be useable for predicting µmax during braking. Then, we attempt to use a nonlinear approach to do the prediction, but problems we have with this approach motivate us to try a linear approach. This linear approach shows promise, but it generates questions of its own, which we work to answer in the remainder of this chapter and part of Chapter 3.



2.2.1



Raw µ vs. slip data The left side of Figure 2.3 shows measured µ vs. slip data for 28 braking maneuvers,



18 of which are on dry pavement and 10 of which are on wet and soapy pavement. For this graph, and the rest of the graphs in this chapter, we use the following sensors and procedures: The vehicle, which is in neutral to eliminate engine inﬂuences, follows a straightline crescendo braking maneuver with the brake pressure gradually increasing over a few seconds until the wheels lock. Only the front wheels brake, and the rear wheels roll freely for
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Figure 2.3: Left: Measured µ vs. slip data for 18 separate braking maneuvers on dry road and 10 separate braking maneuvers on wet and soapy road. Right: Same raw data as left graph, but the µ axis is divided into bins and one data point per bin is generated for each surface by averaging all of the slip values in that bin. velocity reference. (Diﬀerential braking is achieved by actuating the valves of the vehicle’s ABS unit.) Both the velocity from the rear wheels and the braking wheel speed from the free-rolling wheels come from standard 50-tooth ABS wheel speed sensors. Road force is calculated directly from the strain-gage-based brake torque sensor mentioned above. Normal force, which is used for the vertical axis comes from a suspension model, which is described in Chapter 5. In order to predict anything about µmax from normal driving, we need to be able to detect some diﬀerence between the soapy slip curves and the dry slip curves at small values of µ. Fortunately, it appears that the slip curves corresponding to the wet and soapy road may start to deviate from each other at µ ≈ 0.3. The right side of Figure 2.3 eliminates some of the noise of the left ﬁgure so that we can see any trend more clearly. It does this by dividing the µ axis into bins then generating one data point per bin by averaging all slip values that fall in that bin. At µ ≈ 0.2, the composite slip curves for soapy and dry roads



0



28 begin to deviate from one another, indicating that it may be possible to use low friction demand data to distinguish between the peak coeﬃcients of friction of approximately 0.7 for the soapy road and 1.1 for the dry road. However, during normal maneuvering, braking events occur infrequently, so that the amount of data shown in Figure 2.3 might take several kilometers to accumulate, making any friction predictions obsolete. Therefore, we need to devise a method that uses data from isolated, low friction demand braking events to make a µmax determination. We outline two such methods—one nonlinear and one linear—in the next two sections.



2.2.2



Nonlinear µmax identiﬁcation A very intuitive way to estimate the maximum friction coeﬃcient is to collect data



for the longitudinal wheel slip s and the friction coeﬃcient µ and then to use this data to estimate the entire nonlinear slip curve. Determining µmax is then easy because it is the maximum (or minimum, for braking) of this estimated curve. We assume a slip to µ relationship like that of [32] µ (s) = µ (s = 0)



c1



s2



s + c2 s + 1



(2.3)



Here, s is the longitudinal wheel slip; c1 and c2 are shaping parameters which are to be estimated; and µ (s = 0) is the slope of the slip curve at zero slip, which can either be estimated or ﬁxed to a constant value, depending on the situation. (In our case, we got more stable results when we ﬁxed µ (s = 0) to a constant value which corresponded to our tire’s longitudinal stiﬀness.) To estimate the parameters, both sides of equation 2.3 were multiplied by (c1 s2 + c2 s + 1), and linear least squares estimation was used.
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Figure 2.4: Measured µ vs. slip data at several time instants during a hard braking maneuver (circles) and their least squares slip curves using tire model of equation 2.3 (solid line). µmax taken from the ﬁtted slip curve tends to depend on the most extreme µ value attained. The grey circles in Figure 2.4 show measured longitudinal wheel slips s and friction coeﬃcients µ at diﬀerent times during a braking incident on a road with µmax ≈ 1. The solid line is the approximating slip curve at each time, calculated using the regression model of equation 2.3, and solving for the parameters c1 and c2 in a least squares sense using all of the data available up until that time. Note that the slip and friction coeﬃcient µ are both negative during braking so that µmax is achieved at the most negative value of the slip curve.



30 Figure 2.4 demonstrates a limitation that we encountered with this nonlinear approach. The minimum of the estimated curve tends to depend on the most negative friction coeﬃcient value achieved. Only with relatively large friction demands greater than µ ≈ 0.5 does the minimum of the estimated curve give a good approximation to the actual µmax of about 1. When friction demands are low to medium, the approach tends to severely underestimate µmax . Thus, this method gives only satisfactory estimates if the measured friction coeﬃcients approach the minimum of the slip curve, so that the wheels almost lock. An estimation method for µmax , however, should give reliable estimates at low friction demands, long before we reach the minimum (braking) or maximum (driving) of the slip curve. In our earlier eﬀorts we investigated several other nonlinear tire-road friction models like the one of equation 2.3, and, although they performed well in simulation with white noise, none of them worked well when we used measured data. This was probably due to lower frequency, correlated components of our slip noise that we did not simulate. We therefore sought a diﬀerent approach.



2.2.3



Linear µmax Identiﬁcation A possible explanation for why the intuitively attractive nonlinear µmax approach



deteriorated in the presence of realistic noise is that the nonlinear approach gave the the least squares algorithm too much freedom to “over ﬁt” the measured data. One way to avoid this over-ﬁtting is by using a linear approximation curve instead of a nonlinear curve, and this is the approach we pursue next. Using the nonlinear approach of the previous section, µmax could be gotten directly from the nonlinear curve ﬁt. This is not possible using a linear regression equation to ﬁt the



31 data, so using a linear approach solves the over-ﬁtting problem, but it introduces the new problem of correlating the slope of the linear ﬁt to the maximum friction coeﬃcient µmax . This is the central problem of the remainder of this chapter and of most of Chapter 3. To get a linear ﬁt to µ vs. slip data, we write the linear regression equation so that slip s is an linear function of µ (with slope 1/k), plus a constant, δ:



1 s= µ+δ = k
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Equation 2.4 seems backwards, since we normally think of µ as a function of slip; that is, 



µ = k (s − δ) =
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s −1
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⎢ k ⎥ ⎥ ⎢ ⎥ ⎢ ⎦ ⎣



(2.5)



kδ



But there two reasons to use equation 2.4 instead of equation 2.5. First, (2.4) allows us to separately estimate the physically diﬀerent parameters 1/k and δ while the latter equation forces us to estimate the physically meaningless product kδ. Thus, (2.4) is more useful when the regression is accomplished with a Kalman ﬁlter or a recursive least squares method because covariance matrices can be chosen using physical intuition. Second, since the slip noise is much larger than the µ noise, the former equation has a less noisy regressor than that of the latter equation. Ordinary linear least squares techniques assume that the regressor is noise-free, and violating this assumption can lead to biased estimates, so keeping the regressor as free of noise as possible leads to more accurate parameter estimates. (See [59] for a general treatment of this problem.) Given N pairs of slip and µ data, (µ(i), s(i)), i = 1, ..., N , the linear ﬁt to the data



32 is the k and δ pair that minimizes the cumulative squared estimation error



s =



N 



1 (s(i) − µ(i) − δ)2 k i=1



(2.6)



The linear ﬁt can be calculated using all of the data at once with well-known least squares formula, or recursively, using one new data point at a time, via recursive least squares or a Kalman ﬁlter. (Typically, the recursive approaches are set up to weight old data less heavily, so they usually minimize a diﬀerent criterion.) Intuitively, a set of µ and slip measurements, (µ(i), s(i)), i = 1, ..., N , should tell us more about µmax if they include some points with high values of µ. To express this when we report a least squares estimate of k and δ we use kµcut and δµcut which are the least squares estimates of k and δ gotten from a set of measurements with maxi |µ(i)| = µcut . We refer to µcut as the friction demand for the remainder of the thesis. A high friction demand does not guarantee stable estimates of the regression parameters 1/k and δ. For example, a cluster of points very near (µ = 0.5, s = 0.01) could mean that k0.5 is inﬁnity and that δ0.5 = 0.01 or that k0.5 is 50 and that δ0.5 = 0, depending on exactly how they are situated. More precisely, the variance of kµcut is related to the variance of the µ measurements, so a large variance in µ is needed for low variance estimates of the regression parameters. Borrowing from Gustafsson [27], where this issue is discussed in detail, we refer to the variation in µ needed to get stable parameter estimates as excitation. Figure 2.5, which is based on the same 28 tests used previously, plots µmax vs. k0.2 in the left panel and µmax vs. k0.4 in the right panel. Since the same 28 tests are plotted in each panel, the µmax values of the points in the two panels identical. Thus, the diﬀerences in the two graphs arises from the amount of data used to calculate the linear ﬁts. The right
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Figure 2.5: µmax and slope k of regression lines for slip curves during braking. Dark diamonds come from dry road slip curves, and light diamonds come from wet road slip curves. Left: Data points with µ ranging from 0 to −0.2 are used to calculate slope of regression lines. Right: Data points with µ ranging between 0 and -0.4 used to calculate regression line. panel uses more data from each of the tests (µ ranging from 0 to 0.4) for the calculation. (To simulate realtime implementation, the ﬁt lines were calculated using Recursive Least Squares.) If the slope of the linear ﬁt to the µ vs. slip data were a strong indicator of µmax , then the points would occur in two groupings along the horizontal axis with little overlap. If, on the other hand, the slope were useless as an indicator of µmax , then the data points would have a very vertical arrangement, so that a particular k value could indicate any µmax . This appears to be nearly the case in the left panel where the horizontal noise in k0.2 obscures any horizonal oﬀset there might be between the points with µmax ≈ 1 and µmax ≈ 0.6. The large noise is due to the low friction demand and associated low excitation level for this test.



34 In the right panel, on the other hand, a slight correlation is visible between k0.4 and µmax . Smaller values of k0.4 indicate smaller values of µmax . This is consistent with our observations of Figure 2.3 which indicated that for friction demands of more than ≈ 0.2, the slip curves for soapy and dry roads looked diﬀerent. Thus, the slopes of linear ﬁts to µ vs. s are correlated with µmax as long as friction demand and excitation are suﬃciently high.



2.3



Conclusion After providing a “crash course” in the µmax estimation problem, we conducted



preliminary experimental explorations to see if a slip-based µmax estimation algorithm was feasible during braking. The key result of these explorations is shown in Figure 2.5. It shows that k0.4 —the slope of the regression line to the µ vs. slip data gathered from braking maneuvers with a friction demand less than 0.4—is correlated with µmax and therefore might be used to predict µmax . As we will see in the next chapter, our result is not anomalous. Similar correlations between µ vs. slip regression line slopes and µmax have also appeared in a handful of other papers. Interestingly, the existence of this correlation appears to be at odds with the wellaccepted notion among vehicle dynamicists that slip curves have a shape that depends on the tire carcass stiﬀness at low slip, low-µ values and on µmax only at very high slip, high-µ values. According to this notion, µmax estimation using low slip/low µ data should not be possible. In the next chapter, we develop an elementary tire model called the “brush model”



35 that explains where this well-accepted notion comes from. In its simplest form the brush model predicts no correlation between slip curve slope and µmax . However, we ﬁnd that if we add slightly more realism to the model, it generates a regression-slope/µmax behavior that is surprisingly similar to that of our experimental results.
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Chapter 3



A Tire Modelling Perspective The empirical correlation between the best-ﬁt slip curve slope and peak friction that we observed in Figure 2.5 of the previous chapter provides the basis for several slipbased µmax estimators that have appeared in the literature, as well as for our own estimator, which we develop in Chapter 5. Yet, very little work has been done to understand the physical origins of this correlation. This chapter takes several steps in that direction by treating the following three questions: 1. “How wide-spread are observations of this correlation between slip curve slope and µmax ?” 2. “Is this correlation consistent or inconsistent with classical tire models? More advanced tire models?” 3. “Could this correlation be an artifact of the experimental techniques used to measure slip or to estimate µ? We start by examining how wide-spread the correlation is.
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3.1



Evidence for a Correlation Our correlation between road condition and the slope of a linear ﬁt to µ vs. s data is



not unique. It is one of several in the literature, as Table 3.1 (page 38), which summarizes similar results, shows. All of the results in Table 3.1 were produced on two wheel drive passenger cars, except those of [11], which were produced on a moving tire testing trailer. Typically, higher slip curve slopes correlate with higher friction roads, and lower slip curve slopes correlate with lower friction roads. The correlation is typically pronounced when the slip measurement noise is small, the diﬀerence in µmax is large, and the amount of data used is large. The most convincing results are provided by Dieckmann in [19], using a specially designed apparatus that measures slip to an accuracy of a few hundredths of a percent. (The technique used in [19] is not appropriate for braking, so we did not use it for our slip measurements.) Other results have more noise corruption in the slip measurements but nonetheless show a clear correlation between slip curve slope and peak road friction. Since the correlation has been reported by numerous independent researchers using various experimental apparatus and techniques, there seems to be little doubt that it exists.



3.2



Consistency with Tire Models Thus, our attention turns to the second question posed at the beginning of this



chapter. Is a k-µmax correlation something that consistent or inconsistent with commonly used tire models? To start to answer this question, we next develop a very simple version of the longitudinal “brush” tire model.
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Table 3.1: Work in the literature indicating that there may be a correlation between the low friction demand part of slip curves and µmax Source Evidence of a correlation Breuer, Eichhorn, and Graph of slip curves measured on various surRoth, [11] faces shows that those measured on snow and ice have lower initial slopes than those measured on high µmax surfaces like dry and wet pavement. Lack of linear zone noted in text. Dieckmann, [19] Very accurate “integral” method of measuring slip produces small diﬀerence in slope of slip curve when car driven from wet surface to snowy surface. Constructs a simulation that gives similar results. Dieckmann, [18] Same measurement method as above. Amount of slip required to overcome wind and rolling resistance found to be diﬀerent on icy, wet, and dry roadways. Gustafsson, [27] Four diﬀerent tires tested with many test results for each tire. For all tires, slip curves measured on snowy and icy surfaces tended to have less steep initial slopes than those measured on dry asphalt. The slope is usually estimated for data with µ < 0.2 with no sign of any nonlinear behaviour in this part of the slip curve. Hwang and Song [31] Slope of slip curve on dry asphalt road found to be signiﬁcantly steeper than slope of slip curve measured on an ABS test road with µmax ≈ 0.3. Yi, Hedrick, and Slope of slip curves near zero slip for wet conLee [63] crete roads found to be steeper than for dry concrete roads.



39 We ﬁnd that the simplest version of the brush model does not predict a k-µmax correlation. The model shows that up to a certain ﬁnite value of slip, the slip curve is completely linear and has a slope that is independent of the peak friction coeﬃcient of the road surface. Thus, this model illustrates the notion of an initially road surface-independent slip curve that is typically accepted among vehicle dynamicists. Adding a bit more realism to this very simple brush model makes a correlation, which we dub the “secant eﬀect,” appear. The mechanism for this correlation is simple geometry. It arises from nonlinearities that arise in the tire’s µ vs. slip relationship at any ﬁnite value of slip. However, the “secant eﬀect” appears to just strong enough to explain our k-µmax correlation, and it may be be too small of an eﬀect to explain other, stronger correlations that have been noted in the literature. Thus, we also brieﬂy discuss the use of more advanced tire/road interface models that may help to explain a k-µmax correlation.



3.2.1



Consistency with Longitudinal Brush Model The so-called “brush model” is often used as a point of departure for understanding



slip and tire force generation. We develop a simple version of it here in order to see what it predicts about k-µmax correlations. A more complete version that models lateral force, aligning moment, and combined side and longitudinal slip can be found in [43]. The tire is idealized as a carcass which can deform under the axle load to give a contact patch, but which is otherwise rigid. Attached to this carcass are small rubber brush elements with shear stiﬀness kb (units of pressure/length). The coordinate of a point in the contact patch is given by its location along the ξ axis, which has its zero reference at the beginning of the contact patch and its positive direction pointing towards the rear



40 of the patch (see Figure 3.1). Forces are expressed in the reference frame (x, y, z), which is attached to the center of the contact patch and oriented with its z-axis up and its x-axis in the direction of travel. When a brush element enters the contact region it is undeformed and the shear stress in this element is zero. Its then sticks to the road and begins to travel through the contact region at a velocity v. (The brush’s point of contact with the road A is actually perfectly still relative to the ground, but since the ξ axis moves relative to the ground at velocity v, the point of ground contact appears to move back at velocity v.) The point B, which is the brush’s point of contact with the carcass, moves back at a velocity of rω, where r is the eﬀective wheel radius, and ω is the wheel angular speed. The diﬀering speeds—v on one end of the brush, and rω on the other end—result in a tangential deﬂection ex that increases as the brush moves through the contact patch. This deﬂection leads to shear stress. The deﬂection of the brush associated with point B depends on the relative velocity between the carcass and the road, as well as the amount of time ∆t that B has been in the contact patch. This time interval is given by the position of B, ξB , divided by the speed rω of the carcass, so we have ex (ξB ) = (rω − v) ∆t =



rω − v ξB rω



(3.1)



We note that the quantity multiplying ξB is similar to the slip s deﬁned in equation 2.2, but without the max in the denominator. To distinguish the two slip deﬁnitions, we use the symbol s1 to denote the quantity (rω − v)/(rω) that is generated by the brush model derivation. Later in this chapter, we explain the diﬀerences in some of the deﬁnitions of
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Figure 3.1: Brush model during driving. Brush elements are modeled as shear springs.



slip that appear in the literature and relates s1 to s.) Using this notation, the deﬂection ex of the brush whose end is B in terms of the slip s1 is ex = s1 ξB



(3.2)



The deﬂection ex increases until the shear force in the brush element reaches the maximum transmittable adhesive force, at which point it “breaks away” and starts to slide. We assume the existence of only one break-away point, located at ξ = ξs . At this break-away point, the following holds: kb ex (ξs ) = µ0 p(ξs )



(3.3)



where µ0 is the coeﬃcient of static friction, which we assume to be equal to the coeﬃcient of sliding friction, and p(ξ) is the normal pressure distribution within the contact area.



42 Longitudinal Stiﬀness If no sliding occurs in the contact region—that is, if ξs = 2a—then the relationship between slip s1 and total road force on the tire is  2a



Fx = 2b



ξ=0



 2a



kb ex (ξ)dξ = 2bkb



ξ=0



s1 ξdξ = 4a2 bkb s1



(3.4)



Dividing by the normal force Nz gives that the normalized traction force is µ = 4a2 bkb s1 /Nz , which is independent of the road friction µ0 . This is the case, for example, if the normal force distribution is constant across the contact patch. (It therefore has magnitude Nz /(4ab) across the entire patch.) Using equation 3.3, it can be seen that as long as |s1 | is less than Nz µ0 /(8a2 bkb ), none of the brushes slide, and µ is related to s1 by the equation: µ=



4a2 bkb s1 Nz



Thus, the slope of the force/slip relationship is independent of road condition. This slope, 4a2 bkb /Nz , is often referred to as the longitudinal stiﬀness of the tire—a name that reﬂects the idea that it is independent of the road condition. As long as there is no sliding in the contact patch, it is impossible to predict maximum road friction from the low slip behavior of the µ vs. slip curve. Thus, it appears at ﬁrst glance that there may be a contradiction between a tire model like this one and the existence of a correlation between slip curve slope and µmax . Despite this discouraging development, there is still a reason why a correlation between µmax and slip curve slope is possible within the framework of this model. We dub it the “secant eﬀect,” and it arises when a slightly more realism is introduced to the brush model’s normal pressure distribution.



43 The “secant eﬀect” The case where no brushes slide is highly idealized—even for the already idealized world of the brush model. Using a more realistic normal pressure distribution, for example one that is parabolic or trapezoidal, eliminates it and makes the slip-force relationship dependent on road friction, even at arbitrarily small slips. To see this, we use the parabolic normal pressure distribution which is parabolic in rolling direction and constant in lateral direction







p (ξ) = p0 where the symbol p0 is deﬁned as p0 :=



a2 − 2aξ + ξ 2 1− a2



3Nz 8ab 



,



(3.5)



and represents the peak normal pressure.



Substituting the pressure distribution (3.5) into the sliding condition of equation 3.3 results in ex (ξs ) = where θ is shorthand for the quantity



ξs (2a − ξs ) 2aθ



(3.6)



4 a2 bkb 3 µ0 N z .



Using equation 3.2, we can solve equation 3.6 for ξs and in terms of the slip s1 to get ξs = 2a (1 − θ|s1 |)



(3.7)



which indicates that even at arbitrarily small slips, some brush elements slide. This leads to nonlinearity and µ0 -dependence in the slip curve, as we can see by integrating to get the total longitudinal road force in terms of the slip:



Fx = 2b



 ξs 0



 2a



kb ex (ξ)dξ +



ξs



s1 dξ µ0 p(ξ) |s1 | 



(3.8)
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Figure 3.2: Illustration of “Secant Eﬀect:” Both slip curves calculated from the “brush model,” and both have the same longitudinal stiﬀness. Yet, the regression lines using data with µ between 0 and 0.4 have diﬀerent slopes. This evaluates to be







Fx = µ0 Nz 1 −







ξs 2a



3 



s1 . |s1 |



(3.9)



and dividing by the normal force and substituting for ξs gives the following for µ as a function of s1







µ = µ0 3θs1 − 3θ2 s21



s1 + θ3 s31 |s1 |







(3.10)



We would like to see if the equation 3.10 has a µ0 -dependence, but this is diﬃcult in its current form because the term θ, deﬁned as µ0 -independent parameter γ as



4a2 bk 3Nz



4a2 bk 3µ0 Nz



contains µ0 . We therefore deﬁne a



and rewrite (3.10) using this new parameter:



µ = 3γs1 −



γ3 3γ 2 2 s1 + 2 s31 s1 µ0 |s1 | µ0



(3.11)



This last equation shows that µ(s1 ) has a road-friction-independent linear term and two nonlinear terms which are dependent on µ0 . Thus, slip curves originating from roads with diﬀerent µ0 can be expected to have slightly diﬀerent µ vs. slip relationships.



45 Figure 3.2 demonstrates how equation 3.10 can result in a correlation between the straight line ﬁt to µ vs. slip data and µmax . The two slip curves with µmax = 0.6 and 1.0 were calculated using the brush model. For both curves, the brush model parameters were the same except for the coeﬃcient of static friction, which was 0.6 and 1.0. Next, we restricted ourselves to slip data corresponding to values of µ less than 0.4 and calculated the parameters 1/k and δ for the regression equation in (2.2). Their regression lines have slopes of 21.8 (for µmax = 0.6) and 24.3 (for µmax = 1) which is a diﬀerence of more than 10%. We dub this eﬀect the “secant eﬀect” because the slope of the regression line takes a value that is somewhere between the slope of the tangent to the curve at µ = 0 (the longitudinal stiﬀness) and the slope of the secant line drawn between µ = 0 and the curve’s intersection with the horizonal line µ = 0.4. The secant eﬀect becomes more pronounced as the friction demand used to calculate k increases and as the diﬀerence in µmax between the two surfaces to be distinguished increases.



3.2.2



More Advanced Tire Models Although the secant eﬀect may be suﬃcient to explain our k-µmax correlation in



Section 2.2, it may not be important enough to explain by itself some of the other k-µmax relationships in Table 3.1. Some other eﬀect may be at work. One candidate is a layering eﬀect. It is possible that parts of the tire rubber in the contact patch penetrate the ice or snow layer and stick to the road surface, while other parts are only supported by the ice or snow layer and do not touch the road surface. It is also possible that hydrodynamic eﬀects in the micro range, similar to hydroplaning in the macro range, aﬀect the contact between wheel and road surface. In both cases the contact



46 behavior might no longer be dominated by “brush model” behavior. Attempting to model or describe these eﬀects in detail is beyond the scope of this thesis, and we refer interested readers to complex simulation models in this area by Dieckmann [18] or [19]. These hybrid emprical/theoretical models are able to produce a stronger k-µmax correlation than the secant eﬀect alone.



3.3



Other Potential Sources of a Correlation Having established previously that that a correlation between slip curve slope and



peak road friction exists, and that it can be predicted by relatively simple tire models under the right assumptions, we now turn to the ﬁnal question posed at the beginning of this chapter: “Can such a correlation be explained as an artifact of the experimental techniques of the researchers that have observed it?” For example, researchers have used a variety of slip deﬁnitions in their work. Could the choice of slip deﬁnition somehow generate a k-µmax correlation? In addition, all of the results that point most strongly to a k-µmax correlation were generated by measuring slip curves on a moving test vehicle. This is not a standard practice, since the curves are usually measured on a specially designed test trailer or on a test bench in a laboratory. Could something about this measurement procedure cause a k-µmax correlation. If this were the case, then it certainly would not invalidate the results gotten with slip-based µmax estimators that rely on this correlation. Regardless of the cause of the correlation, it still exists, and it is still useful for classifying roads. However, a better understanding of the causes of the correlation might provide directions for improvement of



47 the method. We start by examining the eﬀect that the choice of slip deﬁnition might have on the shape of measured slip curves.



3.3.1



Choice of Slip Deﬁnition For this work, we used the following deﬁnition for longitudinal slip s:



s :=



rω − v max(rω, v)



(3.12)



where v means the component of the velocity of the wheel along the longitudinal axis of the tire; ω is the spin velocity of the wheel measured at the wheel center; r is the eﬀective rolling radius of the tire and is deﬁned as r = v/ω0 , where ω0 is the spin velocity that the wheel would have if it were rolling freely, but under identical conditions to those under which ω is measured. Careful readers will notice that this slip quantity s is slightly diﬀerent than the theoretically derived slip quantity s1 on page 40. Let ﬁrst us explain why diﬀering slip deﬁnitions are occasionally used. Then, we explain why the choice of deﬁnition has no bearing on the existence of a correlation between the least squares slip curve slope and µmax . In the literature, the word “slip” takes on diﬀerent deﬁnitions. The idea of all of the deﬁnitions, however, is the same: slip is the relative diﬀerence of the slipping wheel’s circumferential velocity and its translational velocity. The diﬀerences arise from diﬀerent choices of sign in the numerator and from diﬀerent choices of the normalizing velocity in the denominator. Table 3.2 demonstrates this diversity by listing slip deﬁnitions used in several



48 Table 3.2: Slip deﬁnitions used in reference works as well as in the slip estimation papers that relate most closely to the work presented here. Books Slip formula rω−v Breuer, [9] Braking: v−rω v , Traction: rω v−rω Dixon, [20] v v−rω Gillespie, [26] v rω−v SAE, [50] v rω−v Wong, [61] Braking (“skid”): v−rω v , Traction: rω Papers closely related to this work Dieckmann, [19] Gustafsson, [27] Hwang and Song, [31] Kiencke and Daiß, [32] Pacejka and Sharp, [43] Ray, [47] Yi, Hedrick and Lee [63]



Slip formula



“Theoretical”:



rω−v v rω−v v rω−v rω v−rω v v−rω v−rω rω , “Practical”: v v−rω v rω−v rω



books, as well as the deﬁnitions used in the tire-road friction estimation papers that relate most closely to our work. The diﬀerent choices of sign for the numerator seem to cause only minor confusion. We chose the numerator in our slip deﬁnition to be rω − v so that traction gives positive slip and braking gives negative slip. On the other hand, the choice of normalizing velocity for the denominator does occasionally cause confusion. There are three obvious candidates, each with its own advantages: 1. rω, the circumferential velocity. 2. v, the translational velocity. 3. Some combination of the two, usually rω for traction and v for braking. The circumferential velocity rω is a good choice because it appears directly in



49 derivations for the brush model (See, for example, the brush model section above, or the derivation in [43]). The resulting slip quantity, s1 := (rω − v)/(rω), therefore has the advantage that it is theoretically justiﬁable. However, normalizing by rω poses a problem during heavy braking. When the wheel’s circumferential velocity is 50% of the wheel’s translational velocity, s1 has a value of -1. If the wheel slows further, s1 becomes even more negative and approaches −∞ as the wheel velocity approaches zero. Thus, s1 takes values from −∞ for a locked wheel during braking to +1 for a spinning wheel in traction. From a practical perspective wheel locking during braking is much more common than wheel spinning during traction, so many slip deﬁnitions have v in the denominator. The resulting slip quantity, which we denote as κ =



rω−v v ,



takes values from -1 for a locked



braking wheel to +∞ for a spinning but non-translating wheel. It is this more “practical” slip that goes into the empirical “Magic Formula” of [6]. As we mentioned in Chapter 2, the slip deﬁnition we use changes normalizing velocities depending on the circumstances. During braking, it is v, and during traction it is typically rω. Thus, the deﬁnition of slip we use is the “theoretical” slip during traction and the “practical” slip during braking. Since all of the test results shown here are from braking, we essentially used the practical slip κ for our experiments, while the theoretical “longitudinal stiﬀness” and “secant eﬀect” results that we discussed earlier in this chapter were derived for the theoretical slip s1 . This, however, has no bearing on the existence or non-existence of a correlation between the shape of slip curves and peak friction. That is because s1 is related to κ by



50 the nonlinear one-to-one mapping s1 =



κ (1 + κ)



Thus, if µ vs. s1 curves gotten for two diﬀerent values of µmax are identical, then they will also be identical if the slip κ is used instead of s1 . If the curves associated with diﬀerent values of µmax are not identical using the slip s1 , then they will also not be identical using the slip κ. This means that eﬀects that are helpful for µmax identiﬁcation—like the “secant eﬀect,” for example—-are present regardless of the deﬁnition of slip used.



3.3.2



On-vehicle Slip Measurement Techniques If the deﬁnition of slip that one chooses has no eﬀect on the existence of a k-



µmax correlation, then could the way that slip is measured somehow cause this correlation? The slip values that are used for slip-based road identiﬁcation are typically on the order of one percent, while errors due to diﬀerences in tire radii, tire inﬂation pressures, and other measurement uncertainties are at least this big. Could some systematic error that is associated with µmax cause a correlation? We argue next that these errors are signiﬁcant and are visible in the experimental results, but that they are not systematically correlated with µmax and therefore could not account for the correlation. The results focus on diﬀerential braking with our experimental apparatus, where left front wheel braked and the rear wheels served as velocity references, but they translate easily to other braking and driving cases. The deﬁnition of slip in equation 3.12 requires the eﬀective tire radius of the braking wheel r, the wheel’s translational velocity v, and the wheel’s angular velocity ω.



51 The measurements that are available are the angular speed of the braking left front wheel ¯ , an estimate of the ω11 , the average angular speed of the velocity-reference rear wheels ω front-left eﬀective radius rˆ11 , and an estimate of the eﬀective radius for the two velocityreference rear wheels ˆr¯. Using these measurements, we constructed an experimental slip quantity sˆ during braking according to sˆ :=



¯ rˆ11 ω11 − ˆr¯ω ˆr¯ω ¯



(3.13)



If the estimates rˆ11 and ˆr¯ were equal to the real left front radius, r11 , and real velocityreference eﬀective radius, r¯, then during braking the experimental slip quantity sˆ would equal the true slip s of equation 3.12, since sˆ =



r11 ω11 − v ¯ ¯ r11 ω11 − r¯ω rˆ11 ω11 − ˆr¯ω = =s = ˆr¯ω r¯ω ¯ v ¯



(3.14)



where the last equality comes from the fact that equation 3.12 is normalized by translational velocity during braking. However, it is almost never the case that the radius estimates are perfect. Instead, the estimated radii rˆ11 and ˆr¯ are assumed to be related to their real counterparts by the equations rˆ11 = (1 + α11 )r11 ˆr¯ = (1 + α)¯ ¯ r where the quantities α11 and α ¯ are unitless, typically small, tire radius error coeﬃcients. Then during braking the experimental slip sˆ is related to the real slip s of equation 3.12 by sˆ = 1 = 1+α ¯







1 (1 + α11 )r11 ω11 − (1 + α ¯ ¯ )¯ rω ¯ rˆ11 ω11 − ˆr¯ω = ˆr¯ω 1+α ¯ r¯ω ¯ ¯



r11 ω11 − r¯ω ¯ ¯ r¯ω ¯ α11 r11 ω11 − α + r¯ω ¯ r¯ω ¯











1 α11 r11 ω11 − α ¯ r¯ω ¯ = s+ 1+α ¯ r¯ω ¯







52 which can be simpliﬁed by using equation 3.14 to write ω11 in terms of s as ω11 =



r¯ω ¯ r11 (s + 1)



and then substituting to give 1 = 1+α ¯







s+



α11 r11 r¯ω ¯ (s r11



+ 1) − α ¯ r¯ω ¯



r¯ω ¯ 



=



1 (s + α11 s + α11 − α ¯) 1+α ¯



= (1 − α ¯+α ¯2 − α ¯ 3 + . . .) (s + α11 s + α11 − α ¯) ¯ , are small, then a very good and if the slip s and relative tire radius errors, α11 and α approximation to this latter quantity is given by its lowest order terms. This allows us to express the experimental slip sˆ in terms of the true slip s as ¯ sˆ ≈ s + α11 − α



(3.15)



Thus, unequal tire radii (due to larger static normal forces on the front tires than on the rear tires, for example) show up as an oﬀset in the measured slip sˆ. This oﬀset error is clearly visible in the results of this thesis. However, it does not contribute to the slip-slope/µmax correlation of the previous chapter because it aﬀects only the oﬀset and not the slope of the measured slip curves. An interesting related error that does aﬀect slip curve slope can be derived if the ¯ can be modelled with a static component and a eﬀective radius error coeﬃcients α11 and α normal-shift-dependent component. That is, α11 = α110 − kt ∆N



(3.16)



α ¯ = α ¯ 0 + kt ∆N



(3.17)



Here, α110 and α ¯ 0 quantify the relative eﬀective radius errors when the wheel normal forces are at their static (zero acceleration) values; ∆N is the amount by which the normal force



53 on a front wheel increases from its static value, as well as the amount by which the normal force on a rear wheel decreases from its static value. (The front wheel and rear wheel normal force shifts are equal and opposite since the sum of the normal forces must equal the vehicle weight if vertical accelerations and grade are neglected); kt is the sensitivity of the relative tire radius error to deviations of the normal force from its static value, and it is assumed to be the same for the braking front wheel and the rear, velocity-reference wheels. Substituting equations 3.16 and 3.17 into equation 3.15 gives an expression for sˆ ¯ 0 , the tire radius in terms of the true slip s, the static radius error coeﬃcients, α110 and α sensitivity kt , and the normal force deviations from their static values: ¯) sˆ ≈ s − 2kt ∆N + (α110 − α



(3.18)



If we neglect the dynamics of the vehicle’s suspension and assume a small friction demand µ, then it is a good approximation that the per-wheel normal force deviation ∆N is proportional to the friction demand µ, so we have ∆N ≈ kv µ, where kv is a vehicledependent constant of proportionality. Thus, equation 3.18 becomes ¯) sˆ ≈ s − 2kt kv µ + (α110 − α



(3.19)



So changes in the tire radii due to vehicle weight shift show up approximately as µ-dependent slip errors. These µ-dependent slip errors then bias the slope of the least-squares ﬁt to the µ vs. slip data; the direction and magnitude of this bias depends on the vehicle conﬁguration, the tire stiﬀnesses, and on which wheels are used as velocity references. This, however, does not contribute to the slip-slope/µmax correlation with which we are concerned. This is because the slip error of equation 3.19 is a function of only µ and



54 is not a function of the peak friction µmax . For example, if the vehicle achieves a friction demand of µ = 0.2 on a wet road, its normal force distribution is identical to the normal force distribution that would be achieved on a dry road with a friction demand of µ = 0.2. Thus, the change in tire radii is the same for the two road surfaces, resulting in the same amount of µ-dependent slip measurement error for the two surfaces. If the amount of physical slip s at µ = 0.2 is the same on the icy and the dry surfaces, then the (erroneous) measured slip sˆ will be the same for both surfaces and the µ-dependent slip error introduces no diﬀerence between the slip curves on the two surfaces. If, on the other hand, the amount of physical slip s required to achieve µ = 0.2 is diﬀerent on the icy surface than on the dry surface, then the µ-dependent slip error will not alter this diﬀerence because it will oﬀset both the icy and the dry slip measurement by the same amount. Therefore, even though static and normal-force-dependent tire radius errors are signiﬁcant in our results, the existence of a a slip-slope diﬀerence is preserved. Static tire radius errors result in a slip curve oﬀset, and normal-force-dependent tire radius errors result in a change in underlying slip curve slope.



3.4



Conclusions We end this chapter by responding to the three questions that began it. In response



to the ﬁrst question—how common is the observation of a slip-slope/µmax correlation?— we found through literature review that several researchers have independently observed slip-slope/µmax correlations that are similar to ours.



55 Thus, the existence of such a correlation was conﬁrmed, leading us to investigate its causes. The answer to the second question—can the correlation be explained with existing tire models?—was mixed. We found that the simplest form of the tire brush model predicts that slip-based friction estimation should not be possible. However, when we add slightly more realism to the model by modifying its normal pressure distribution, an eﬀect that we call the “secant eﬀect” appears which contributes to a correlation between the slope of the slip curve’s regression line and its µmax value. Geometrically, this eﬀect is due to µmax -dependent nonlinearities that are present in the µ vs. slip function. Physically, these nonlinearities embody the fact that even at very low total friction demands, the local friction demand in some parts of the contact patch exceeds µmax , causing a small amount of roadsurface-dependent slip. In addition to this “secant eﬀect,” other, more complex phenomena like inter-layer eﬀects could be at play in the contact patch. Finally, we addressed the third question: Could the k-µmax correlation be due to the techniques that we and other researchers used to measure slip, and not due to the tire’s contact behavior. We found that deﬁning and measuring slip on a moving vehicle is indeed diﬃcult business, but that the largest errors in the process—those introduced by uncertainties in the tire radii—do not manifest themselves in a way that is correlated with µmax . Thus, it is unlikely that slip-slope/µmax correlations can be explained by experimental errors. No matter what caused the k-µmax relationship in Section 2.2—either the “secant eﬀect” or some other eﬀect—we would like to exploit it to estimate µmax . Doing so in a practical and robust manner occupies our attention for the next two chapters.
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Chapter 4



Road Force Estimation using an “Optimal FIR Derivative” In the last chapter, we found that our correlation between slip curve slope and µmax is one of several that researchers have reported recently in the literature. Furthermore, we found that at least a weak correlation is predicted by elementary tire/road contact models. Combined, these experimental and theoretical results indicate that designing a slip-based µmax estimator that exploits this correlation is, at least in principle, possible. This chapter and the chapter that follows are devoted to turning this possibility into reality. The µmax estimator that we develop from this point on uses the same slip-slopeµmax correlation that we explored in Chapters 2 and 3, but it works more robustly, using fewer sensors. The key sensor that we eliminate is the strain-based brake torque sensor, which we used in Chapter 2 to calculate the longitudinal tire force. This chapter is devoted to the problem of replacing the tire force “measurement”



57 from the brake torque sensor with a tire force estimate gotten from wheel speed signals. In Section 4.1, we ﬁrst introduce the problem of tire force estimation and show that it is a special case of the more general problem of estimating the input to a dynamic system, given a measurement of its state. We show through examples that a simple diﬀerentiation approach works at least as well as other more complex approaches. The question though, is how to implement the diﬀerentiation. Sections 4.2 and 4.3 show that numerical diﬀerentiation is a problem that comes up frequently in practice, but it is also one for which engineers and scientists have surprisingly few tools to solve—especially in situations where very little is known about the signal to be diﬀerentiated. We analyze some of these these existing tools—including the frequently-used “Dirty” Derivative and the Kalman Filter—and then develop a new diﬀerentiating ﬁlter that we call the “Optimal FIR Derivative.” The “Optimal FIR Derivative” requires very little information about the signal to be diﬀerentiated, delivers acceptable results on the ﬁrst iteration, and provides parameters that aﬀect ﬁlter performance in a transparent way. It takes three inputs—the ﬁlter length, the bound on the second derivative of the signal to be diﬀerentiated, and the noise variance of the signal to be diﬀerentiated—and outputs a ﬁlter that is optimal in a minimax sense. Numerically, one solves for the “Optimal FIR Derivative” ﬁlter through a convex optimization, so Sections 4.4.3 and 4.4.4 are devoted to summarizing the most rudimentary facts from convex optimization and applying them to our problem. Using modern numerical analysis software, solving for an “Optimal FIR Derivative” is fast, and can be done in a few easy steps, which are summarized in an algorithm “recipe” in in Section 4.5.



58 Next, we apply the derivative ﬁlter “recipe” to a variety of signals, comparing its performance with that of other diﬀerentiating ﬁlters. Finally, in Section 4.7, we return to the road force estimation problem and ﬁnd that the “Optimal FIR Derivative” gives satisfactory road force estimates, even using very noisy wheel speed signals. Since it is the road force estimation problem that inspires the more general theoretical developments of this chapter, we use it to start our discussion.



4.1



Force Estimation Problem and its Generalization The total longitudinal road force Fx that acts on the vehicle enters into its longi-



tudinal equation of motion as follows: mv˙ x = −Fd − Fr − Fg + Fx



(4.1)



where m is the total vehicle mass, Fr is the rolling resistance force (see Appendix A.3.1), Fg is the longitudinal force on the vehicle due to grade, and Fd is the wind drag force, which is proportional to the square of the relative speed between the vehicle and wind. If the three drag terms Fd , Fr , and Fg and the vehicle mass m are known, then it is possible to measure the acceleration v˙ x directly and calculate the value of Fx . This, however, replaces the strain-based brake torque sensor with another sensor—the accelerometer—so it does not reduce the number of sensors needed for a µmax estimation algorithm. Another option—the one we pursue here—is to use velocity or wheel speed measurements, which were already needed to determine slip, to determine road force as well. Under this strategy, the impractical strain-based brake torque sensor of Chapter 2 is eliminated, and it is not replaced by another sensor. The only measurements needed for µmax



59 estimation are then the wheel speeds and the vehicle velocity. Let us assume that we have the measurement of vehicle velocity vx (Chapter 5 discusses velocity measurements) and we would like to use it with equation 4.1 to calculate road force. Changing notation, equation 4.1 takes the form



x˙ = f (x) + Bu



(4.2)



with x := v, f (x) := −Fr /m − Fd /m − Fg /m, and B := 1/m. The estimation problem then takes the form, estimate the input u as a function of measurements of the state x. For reasons that we will discuss in Section 4.2, this problem shows up frequently in practice. Yet, it, and its close ties to diﬀerentiation, have been rather infrequently studied in the literature when compared with other control and estimation problems. The ﬁrst and simplest solution that we explore for this scalar “input estimation” problem is simply to diﬀerentiate the state measurement x and to solve for u. True diﬀerentiation is, of course, not possible in real time, so a causal derivative-approximating ﬁlter has to be used. Also, since most measurements are corrupted by high frequency noise, the derivative ﬁlter has to have a low-pass characteristic. However, the idea of diﬀerentiating x and then solving for u remains the same. This diﬀerentiation approach works well as long as the measurement of x is not too noisy, and as long as the parameters in equation 4.2 are known. If these assumptions break down, then the approach does not perform as well: If more noise is added to the measurements of x, then more noise corrupts the input estimate. If the plant model is not robust, so that the parameters f and B in equation 4.2 change from their nominal values, then the input estimate is erroneous. We illustrate this robustness diﬃculty—something



60 that will be a recurring theme in input estimation—with the following example: Example: The plant for which we would like to estimate the input is x˙ = a + bu where a and b are constants. We know future and past values of the the scalar state x without noise, and we know b perfectly, but our value for a, which we denote a ˆ, is not perfect. Thus, the model that we use for input estimation is x ˆ˙ = a ˆ + bˆ u where the symbol ˆ is used to distinguish quantities in our estimation model from their physical counterparts. Since x is known in the past and future without noise, diﬀerentiating it poses no problem, and we can estimate u by setting x ˆ˙ to x˙ and solving for u ˆ: u ˆ=



x˙ − a ˆ b



Using ∆a to mean a − a ˆ, the error between the approximate input u ˆ and the true input u is then |u − u ˆ| = |∆a/b| 



So diﬀerentiation—the most straightforward solution to this “input estimation problem”—has diﬃculties with robustness, even in an idealized situation like the example above. In more realistic situations, noise on the state measurement x also becomes an important issue. If the diﬀerentiator does not handle it well, noise can quickly ruin the estimate (see Figure 4.1 on page 66, for example). In an attempt to remedy these problems, we seek more “sophisticated” input estimation algorithms. The motivation for a second approach to the input estimation problem is the observation that, roughly speaking, input estimation appears to be related to the state estimation problem of control theory. The state estimation problem is to estimate the state x as a function of the input u and a measurement formed from the state y, while the input estimation problem is to estimate the input u as a function of measurements of the state x.



61 Therefore, the second input estimation approach that we consider is loosely based on the idea of a state estimator [55]. First, we form a mathematical plant that mimics the dynamics of the the true plant: ˆu x ˆ˙ = fˆ(ˆ x) + B ˆ



(4.3)



We then use control system design techniques to choose the artiﬁcial input u ˆ so that the artiﬁcial state x ˆ converges to the actual state x. If the tracking of x is good, and the model ˆ are close to their real counterparts, then it can be shown that the parameters fˆ and B estimated input u ˆ will be close to u (See [21], for example, where a sliding mode control law is used.) Although this approach has been used with success under certain circumstances, it has several drawbacks which we discovered through attempts to use it for tire force estimation. First, it does not easily treat the tradeoﬀ between estimate noise and estimate tracking error. Intuitively, we suspect that when the measurement of the state x is noisy, a “high gain” controller will result in good tracking of u by u ˆ, but that the input estimate u ˆ will be sensitive to noise. On the other hand, we suspect that a “low gain” controller will give a lower noise sensitivity, but that u ˆ will also track u less eﬀectively. To quantify these statements more carefully, however, requires more detailed analysis that is tied to the particular controller structure we choose to make x ˆ track x. This potential diﬃculty analyzing the eﬀect of noise on the input estimate points to a second drawback of the control-based approach—its complexity. Since a closed-loop control system is involved in the input estimation process, we inherit all of the complexities of control system design, even without having a physical plant that needs to be controlled.



62 Of course, this extra complexity is often worth the trouble. For example, a Luenbergertype state observer (See, for example, [23]) imposes a closed-loop structure on an estimation problem that is not inherently closed-loop. Although there is the danger of choosing the observer gains so that the observer becomes unstable, this complexity comes with the reward that the resulting state estimate is robust to initial condition and modeling errors. Unfortunately, this is not the case with the control-based estimator of equation 4.3, as the following example demonstrates: Example: The plant for which we would like to estimate the input is the same as above. That is, x˙ = a + bu where a and b are constants. The estimation model is x˙ = a ˆ + bu where the constant a ˆ is not equal to a. Thus, the estimator has an imperfect model of the plant internal to it. We examine how this aﬀects the input estimate u ˆ. Let the controller that forces x ˆ to track x be any controller chosen so that the peak of the absolute value of the tracking error is less than  > 0. That is, the controller chooses u ˆ so that |x(t) − x ˆ(t)| <  for all t > 0 Using the plant and estimator models, we get that for all t > 0  t 



|x(t)− x ˆ(t)| = 



τ =0



x(τ ˙ )dτ −



 t τ =0



 



 t 



x ˆ˙ (τ )dτ  = 



 



τ =0



a + bu(τ ) − a ˆ − bˆ u(τ )dτ  < 



Introducing the notation ∆a to mean a − a ˆ, we have that for all t > 0  t   



τ =0



   t     ∆a + b(u(τ ) − u ˆ(τ ))dτ  = ∆at + b



τ =0



  u(τ ) − u ˆ(τ )dτ  < 



A version of the triangle inequality and division by t leads to     t u(τ ) − u ˆ(τ )dτ   τ =0 |∆a| − b  < /t   t



and this implies that







|∆a| − /t  0, we have  t  |x(t)−ˆ x(t)| = 



τ =0



 



 t 



x(τ ˙ )−x ˆ˙ (τ )dτ  = 



τ =0



  (a − a ˆ) + b(u − u ˆ) + γ1 (x − x ˆ)dτ  < 



64 Using the notation ∆a := a − a ˆ, e := x − x ˆ and the triangle inequality, we have that for all t > 0,     γ t ∆a + t1 τ =0 e(τ )dτ 



|b|



  t  1   0 is a sampling period, then the sampled signal generated from f : [0, ∞) → R, which we denote by the symbol [fi ]∞ i=0 , is the sequence f (0), f (1 · T ), f (2 · T ), . . .



78 In order to free ourselves from the complexities of relating discrete time derivative approximations to true continuous time derivatives, we make the following concession about what we mean by the “derivatives” of a sampled signal: Deﬁnition 2 (Derivative of Sampled Signal) If [fi ]∞ i=0 is a sampled signal, then the derivative of the sampled signal at step i, which we denote with the symbol f˙i is deﬁned as, f˙i := fi+1 − fi and we call the sequence [f˙i ]∞ i=0 the derivative of the sampled signal. The second derivative of the sampled signal at step i is denoted by the symbol f¨i , deﬁned as f¨i := f˙i+1 − f˙i The second derivative of the sampled signal is the sequence [f¨i ]∞ i=0 In general, this deﬁnition has nothing to do mathematically with the derivative of the continuous time signal f (·) (if it exists at all). It is not in general true that the continuous time derivative f˙(iT ) equals, or is even close to, f˙i /T. However, in most practical problems where the signals being measured well-behaved, and where the sample time T is fast compared to the meaningful information in the signal, it is quite reasonable to expect f˙i − f˙(i · ∆t)| is small. Therefore, we will treat the derivative f˙i of the that the error | ∆t



sampled signal as the derivative we wish to estimate. Readers who are interested in the relationship between continuous time derivatives and discrete time derivative approximations are referred to [12]. We already mentioned that the signals we will be diﬀerentiating will have bounded second derivatives and that the ﬁlter will use only a ﬁnite number of past measurements.



79 Therefore, we need notation to describe these ideas. We denote the set of all sequences with second derivatives bounded by ∆2 with the symbol Φ∆2 , and deﬁne it as 







¨ Φ∆2 := [fi ]∞ i=0 : |fi | < ∆2 , i = 0, 1, 2, . . .



We next concern ourselves with ﬁnite length vectors taken from the sequences in Φ∆2 , which will be useful for the ﬁlter derivation. At time step n, the we use the symbol φm,∆2 (n) to mean the set of all m × 1 vectors containing the most recent value, fn , of a bounded second derivative sequence and its m − 1 predecessors. That is, ⎧⎡ ⎪ ⎪ ⎪ ⎪⎢ fn ⎪ ⎢ ⎪ ⎪ ⎪⎢ ⎪ ⎢ ⎪ ⎪ ⎪⎢ f ⎨ n−1 ⎢ φm,∆2 (n) := ⎢ ⎢ ⎪ .. ⎢ ⎪ ⎪ ⎢ ⎪ . ⎪ ⎢ ⎪ ⎪ ⎢ ⎪ ⎪ ⎪⎣ ⎪ ⎪ ⎩ fn−m+1



⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬



⎤



⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ : [fi ]∞ ∈ Φ∆ , n − m + 1 ≥ 0 i=0 2 ⎥ ⎪ ⎥ ⎪ ⎪ ⎥ ⎪ ⎪ ⎥ ⎪ ⎪ ⎥ ⎪ ⎪ ⎪ ⎦ ⎪ ⎪ ⎭



If [fi ]∞ i=0 ∈ Φ∆2 is the underlying sequence whose derivative we wish to estimate at time step n, then knowing the vector [fn , fn−1 , . . . , fn−m+1 ]T ∈ φm,∆2 (n) that corresponds ˙ to our underlying sequence [fi ]∞ i=0 would not be suﬃcient to ﬁnd fn because that would require knowing fn+1 . Therefore, we make it our goal to estimate f˙n−1 which requires no future information. If we had direct access to the underlying sequence [fi ]∞ i=0 then there would be no problem determining f˙n−1 . It would just be 



f˙n−1 =



⎡



1 −1 0 . . . 0



⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



fn fn−1 .. . fn−m+1



⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
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which can be rewritten as f˙n−1 = cT f



(4.6)



where c is the m×1 vector [1 −1 0 . . . 0]T and f is the element in φm,∆2 (n) corresponding to the underlying sequence [fi ]∞ i=0 . Of course, this is not the case, because the only information we have from this sequence is in the form of noisy measurements. The measurement at time step i, which we denote xi , is assumed to be of the form xi = fi + vi where fi is the sampled underlying signal and vi is a random variable with zero mean, variance of σ 2 , and no correlation from one time step to the next: E{vi } = 0, E{vi2 } = σ 2 , E{vi vj } = 0,



i = 0, 1, . . .



(4.7)



i = 0, 1, . . .



(4.8)



i = j



(4.9)



At time step n, the m most recent measurements of the underlying sequence [fi ]∞ i=0 are given by ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ x=⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



xn xn−1 .. . xn−m+1



⎡



⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎦ ⎣



⎤



fn fn−1 .. . fn−m+1



⎡



⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎦ ⎣



⎤



vn vn−1 .. . vn−m+1



⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥=f +v ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



81 where f is the element of φm,∆2 (n) corresponding to our underlying sequence and v is an m × 1 vector of random variables satisfying the noise conditions of equations 4.7-4.9. Having established the types of signals we will diﬀerentiate, the speciﬁc derivative we will estimate, and the measurements we will use to achieve this, we must now decide how these measurements will be combined to form the estimate. Our estimate of f˙n−1 using ˆ a linear combination of the measurement xn and its m − 1 predecessors is denoted f˙n−1 and is written as







ˆ f˙



n−1



=



⎡



w0 w1 . . . wm−1



⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



xn xn−1 .. . xn−m+1



T ⎥ = w (f + v) ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



(4.10)



where w is an m × 1 weighting vector, and f is the element of φm,∆2 (n) corresponding to the underlying sequence [fi ]∞ i=0 . Finally, we can state the “Optimal FIR Derivative” problem at time step n as the following minimax problem: 



min



sup



w∈Rm f ∈φm,∆ (n) 2



ˆ E (f˙n − f˙n )2







(4.11)



In words, this problem statement says that we would like to choose ﬁlter weightings w to make the expected squared error between the true derivative f˙n and the estimated derivative ˆ f˙n small. The error performance of a particular ﬁlter w depends on the underlying signal [fi ]∞ i=0 , whose last m values are in the vector f . Every ﬁlter has a “worst” f that makes



82 its cost large, and our task is to ﬁnd the ﬁlter weightings that make this “worst-case” cost as small as possible. The vector f can be thought of as an opposing player in a game 







ˆ against us, which is judged by the cost function E (f˙n − f˙n )2 . We are free to choose the weightings w however we wish in order to minimize the cost. The vector f , on the other hand, is constrained to originate from a signal with a second derivative bound of ∆2 . The vector f , however, has the advantage that it “plays last.” That is, we choose a ﬁlter ﬁrst, and then the signal [fi ]∞ i=0 makes its appearance and needs to be ﬁltered. In order to solve the problem, we ﬁrst expand the square and evaluate the expected value. We then write the set φm,∆2 (n) in a tractable form, and ﬁnally, we write a closed form solution for the sup of equation 4.11 so that the problem becomes a simple minimization. We start with the elementary simpliﬁcations.



4.4.2



Derivation ˆ Using the expressions for f˙n and f˙n in equations 4.6 and 4.10, respectively, the



problem statement of equation 4.11 can be written as 



minm



w∈R



sup



f ∈φm,∆2 (n)







E (cT f − wT (f + v))2 = minm w∈R







sup



f ∈φm,∆2 (n)



E (cT f − wT f − wT v)2







= minm w∈R



sup



f ∈φm,∆2 (n)







= minm w∈R



sup



f ∈φm,∆2 (n)



E (cT f − wT f )2 − 2(cT f − wT f )wT v + wT vvT w 



















(cT f − wT f )2 − 2E (cT f − wT f )wT v + E wT vvT w







Because the noise is zero mean the ﬁrst expected value term in this last equation vanishes. In addition, the noise is uncorrelated and has variance σ 2 , so the second expected value



83 term simpliﬁes substantially to give us 



= minm w∈R



(cT f − wT f )2 + σ 2 ||w||22



sup



f ∈φm,∆2 (n)







= minm w∈R



sup



f ∈φm,∆2 (n)



|(c − w)T f |2 + σ 2 ||w||22











Using the dummy variable w ˆ := c − w gives 



= minm w∈R ˆ



sup



f ∈φm,∆2 (n)



|w ˆ T f |2 + σ 2 ||c − w|| ˆ 22







(4.12)



We now use the deﬁnitions of the ﬁrst and second derivatives of a sequence (Definition 2) to write the set φm,∆2 (n)—the set of m × 1 vectors taken from sequences with bounded second derivatives—in a form that is conducive to ﬁnding a closed-form solution for the sup of equation 4.12. The deﬁnition of the ﬁrst derivative, applied to any sequence [fi ]∞ i=0 at a speciﬁc time step, n, gives f˙n−1 = fn − fn−1 f˙n−2 = fn−1 − fn−2 .. . f˙n−m+1 = fn−m+2 − fn−m+1 Rearranging and adding the mth trivial equation fn = fn gives fn = fn fn−1 = fn − f˙n−1 fn−2 = fn−1 − f˙n−2



84 .. . fn−m+1 = fn−m+2 − f˙n−m+1 and this can be rewritten by recursively substituting each equation into the equation below it to give



fn = fn fn−1 = fn − f˙n−1 fn−2 = fn − f˙n−1 − f˙n−2 .. . fn−m+1 = fn − f˙n−1 − . . . − f˙n−m+1 which is convenient to write in matrix format as f = fn · 1m×1 + T1 f˙



(4.13)



where f is as before, 1m×1 is an m × 1 matrix of ones, fn is the value of the sequence [fi ]∞ i=0 at time step n, and the symbols T1 and f˙ are deﬁned as ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ T1 := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



0



0



0 −1



0



0



0



...



0



0



0



...



0



0



...



0



...



0 −1 −1



0 −1 . . . −1 .. .



0 ⎥



⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



0 −1 −1 . . . −1 −1 −1



m×m



⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ˙ and f := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



f˙n f˙n−1 .. . f˙n−m+1



⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



85 Next, we work to rewrite the vector f˙ . Similar manipulations to those done above for f give f˙n = f˙n f˙n−1 = f˙n − f¨n−1 .. . f˙n−m+1 = f˙n − f¨n−1 − . . . − f¨n−m+1 By the deﬁnition of the set φm,∆2 (n), each of the second derivatives in these equations is bounded in absolute value by ∆2 . Therefore, we write f˙n = f˙n f˙n−1 = f˙n + a1 ∆2 .. . f˙n−m+1 = f˙n + a1 ∆2 + . . . − am−1 ∆2 with ai ∈ [−1, 1],



i = 1, 2, . . . , m − 1. In matrix format, we get the following equation for



f˙ : f˙ = f˙n · 1m×1 + T2 a



(4.14)



with f˙n the derivative of the sequence at step n, 1m×1 the m × 1 vector of ones, and the



86 symbols T2 and a deﬁned as ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ T2 := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



0



0



0 ∆2



0



0



0



...



0



0



0



...



0



0



...



0 ∆2 ∆2 0 ∆2



. . . ∆2



0



...



.. . 0 ∆2 ∆2



⎡



0 ⎥



⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



. . . ∆2 ∆2 ∆2



and



⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ a := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



a0 a1 a2 .. .



⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥, ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



ai ∈ [−1, 1]



am−1



m×m



Substituting equation 4.14 for f˙ in equation 4.13 then gives the following way of writing any element of φm,∆2 (n): f = fn 1m×1 + T1 (f˙n 1m×1 + T2 a),



ai ∈ [−1, 1], fn ∈ R, f˙n ∈ R



Using this new way of characterizing φm,∆2 (n), we continue the string of equalities from equation 4.12 with 



sup



minm



w∈R ˆ



f ∈φm,∆2 (n)



|w ˆ T f |2 + σ 2 ||c − w|| ˆ 22











= minm w∈R ˆ



|w ˆ T (fn 1m×1 + T1 (f˙n 1m×1 + T2 a))|2 + σ 2 ||c − w|| ˆ 22



sup



a:ai ∈[−1,1], fn ,f˙n ∈R







= minm w∈R ˆ



sup



a:ai ∈[−1,1], fn ,f˙n ∈R







|fn w ˆ T 1m×1 + f˙n w ˆ T T1 1m×1 + T1 T2 a|2 + σ 2 ||c − w|| ˆ 22







(4.15) We note that for every w ˆ such that w ˆ T 1m×1 = 0, there is an fn that can make the cost arbitrarily large. Similarly, whenever w ˆ is such that w ˆ T T1 1m×1 = 0, there is an f˙ that can make the cost arbitrarily large. So introducing the constraint ⎡ ⎢ ⎢ ⎢ ⎣



⎤



11×m 11×m T1



T



⎥ ⎥ ˆ = Aw ˆ =0 ⎥w ⎦



(4.16)



87 on w ˆ does not eliminate solutions to the minimax problem of equation 4.15. This allows equation 4.15 to simplify to 



min



sup



Aw=0 ˆ a:ai ∈[−1,1]



|w ˆ T T1 T2 a|2 + σ 2 ||c − w|| ˆ 22







(4.17)



We can eliminate the sup from this last problem (equation 4.17) by applying the H¨older inequality for vectors to conclude that conclude that



max



a:ai ∈[−1,1]



   T  ˆ T1 T2 )a = ||T2 T T1 T w|| ˆ 1 (w



This maximum is achieved when the ith element of a has magnitude one and the opposite sign of the ith element of the row vector. Using this simpliﬁcation, equation 4.17 can be re-written as the minimization 



min



Aw=0 ˆ



||T2 T T1 T w|| ˆ 21 + σ 2 ||c − w|| ˆ 22







(4.18)



At this point, it might appear as if we have failed because the minimization does not have a readily apparent analytical solution—largely due to the one-norm, which is awkward to handle analytically. However, this does not mean that the problem is not solvable. In fact, it is quite easy to solve the minimization of equation 4.18 numerically, using only a few lines of computer code, existing methods, and very little computation time. This is because the minimization in (4.18) is a special type of minimization, called a convex minimization, that is particularly well-posed and has been studied extensively in the mathematics and engineering communities [49], [8], [41]. We devote the next two sections to developing some of the most basic results in this area and applying them to our problem.



88 In Section 4.4.3 we ﬁrst deﬁne convex sets and functions, and prove a key property of convex functions, which is that any local minimum of a convex function is a global minimum. This property helps to make convex minimization problems well-suited for numerical solution. Of course, these results are only useful to us if our problem is a convex optimization, so in Section 4.4.4, we prove a series of lemmas that allow us to conclude that the Optimal FIR Derivative does indeed ﬁt into this class of problems. Thus, the problem is reasonable to solve numerically. We devote the remainder of the chapter to summarizing the solution, examining its properties, and applying it to the road force estimation problem.



4.4.3



Some Basic Concepts from Convex Optimization As the power of the mathematical and computational tools at the disposal of engi-



neers and scientists grows, the classes of problems that are considered “solvable” expands. Before the existence of computers, for example, a “solution” that required numerous matrix multiplications, decompositions, and inversions might have been considered of dubious practical value—particularly if the matrix dimensions would typically be larger than, for example, ten. However, with modern linear algebra software and eﬃcient algorithms, such a solution is now completely reasonable, even for fairly large problems. A similar trend may be happening with problems whose “solutions” turn out to be optimizations. In particular, recent algorithmic and software advances have rendered so-called convex optimization problems relatively easy to solve using minimal computation time. Thus, if a problem can be reduced to a convex optimization, it can in some sense be considered “solved.”



89 By a “convex minimization,” we mean one of the form minimize subject to



f0 (x) fi (x) ≤ 0, i = 1, . . . , p ai T x = bi ,



i = 1, . . . , q



where f0 , . . . , fp are convex functions. So it is the problem of ﬁnding the vector x that minimizes a convex cost function f0 subject to p convex inequality constraints and q aﬃne equality constraints. Before discussing whether our problem is a convex minimization, we ﬁrst make it clear what we mean by convex functions and convex sets: Deﬁnition 3 (Convex Sets) A set U ⊂ Rn is called convex if αu1 + (1 − α)u2 ∈ U for all u1 , u2 ∈ U and for all α ∈ [0, 1] Although this is a powerful deﬁnition by itself, our immediate use for it is to help us deﬁne convex functions: Deﬁnition 4 (Convex Functions) A function f : U ⊂ Rn → R is called convex if its domain U is a convex set, and if f (αu1 + (1 − α)u2 ) ≤ αf (u1 ) + (1 − α)f (u2 ) for all u1 , u2 ∈ U and for all α ∈ [0, 1]. Figure 4.6 illustrates the intuition behind this deﬁnition with functions of one variable. The convex function on the left has all of its “chord” between u1 and u2 (deﬁned
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αu1+(1-α)u2



U u1



αu1+(1-α)u2



U u2



u1



u2



Figure 4.6: Examples of convex and non-convex functions of one variable. Left function is convex because all of its “chords” between u1 and u2 lie above function. Right function is not convex because a “chord” lies below the function. by αu1 + (1 − α)u2 ) above the function, while the non-convex function does not satisfy this “chord” condition. The convexity condition on the domain of the function U in the deﬁnition is essential because it assures us that the the function will be deﬁned at each point along the chord. In the one-dimensional example of Figure 4.6, the convex function has no nonglobal minima and would therefore be convenient to optimize. This is not a coincidence. Convexity is in fact a suﬃcient condition to conclude that a function has no non-global minima. Before proving this, we make precise what we mean by global and non-global minima: Deﬁnition 5 (Local Minimum) A point u ∈ U is called a local minimum of f on U if there exists an  > 0 such that for every v ∈ U that satisﬁes ||v − u|| < , f (v) ≥ f (u).



91 Note that the deﬁnition is worded to allow local minima at the “edges” of the domain U . From a minimization perspective, local minima are obstacles, and it is the global minimum we seek: Deﬁnition 6 (Global Minimum) A point u ∈ U is called a global minimum of f on U if f (u) ≤ f (v) for all v ∈ U .



The deﬁnition allows a function to have any number of global minima. For example, the function that is identically zero, deﬁned on the domain [0, 1], has uncountably many global minima. From a minimization perspective, all of the global minima of a function are equally good, because they all yield the same cost. The diﬃculty is knowing that a global minimum has been found. The following theorem tells us that when a function is convex, all of its local minima are also global minima. Theorem 1 If f : U ⊂ Rn → R is a convex function, and u is a local minimum of f on U , then u is a global minimum of f on U . Proof: Let u be a local minimum of f . By deﬁnition 5, there exist positive , and an associated set Z , deﬁned as Z := {z|z ∈ U and ||z − u|| < } so that f (u) < f (z) for all z ∈ Z . Now, let us suppose that u is not a global minimum. If u is not a global minimum, then there exists v ∈ U so that f (v) is less than f (u). Furthermore, v is not in Z (because f (v) is less than f (u)), so ||u − v|| ≥ . Since the function’s domain U is convex, the point w := (1 − α)u + αv, α =



 2||u − v||



92 is in U . Since the function f is convex on U and u, v, and w are in U , we have f (w) ≤ (1 − α)f (u) + αf (v) < f (u) where the last inequality follows because f (v) is less than f (u). A simple calculation shows that the point w has the property ||u − w|| = /2 < , so w is in the set Z . Thus, w is a point that is both in the set Z and has f (w) < f (u), which contradicts u being a local minimum. Hence, no v ∈ U can have f (v) < f (u), so u is a global minimum. 



Thus, an optimization that ﬁnds a local minimum of a convex function has found a “best” solution and can terminate. This fact, coupled with certain numerical eﬃciencies that convexity allows (see [41], for example), means that a problem that can be reduced to a convex minimization is very reasonable to solve. Fortunately, the minimization of equation 4.18 that arises from the Optimal FIR Derivative problem does turn out to be convex, a fact which we show next.



4.4.4



“Optimal FIR Derivative” as a Convex Optimization Figure 4.7 gives the overall strategy we use to show that the optimization arising



from the Optimal FIR Derivative problem is convex. We ﬁrst note that the constraint ⎡ ⎢ ⎢ ⎢ ⎣



⎤



11×m 11×m T1 T



⎥ ⎥ ˆ = Aw ˆ =0 ⎥w ⎦



is consistent with the general convex minimization form of equation 4.19. To show that the cost function is convex, we need to show that it satisﬁes the “chord” condition of Deﬁnition 4. The one-norm and two-norm terms (without squaring) are shown to be convex functions by the following lemma, which says that the norm of an aﬃne function is convex.
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minAw=0 ˆ



⎧ ⎪ ⎪ ⎨



⎫



⎪ ⎪ ⎩ !



⎪ ⎪ ⎭



Lemma 1 and 2 ⎪ ⎪  ! " ⎬ 2 2 T T ||T2 T1 w|| ˆ 1+σ ||c − w|| ˆ 22 "



Lemma 3 Figure 4.7: Strategy to show that the Optimal FIR Derivative optimization is convex. Lemma 1 Let || · || be a norm on Rn , A ∈ Rn×m a matrix, b ∈ Rn a vector, and U ⊂ Rm a convex set. Then f : U ⊂ Rm → Rn deﬁned by f (x) := ||Ax + b|| is convex. Proof: Take x1 and x2 in U . Then f (αx1 + (1 − α)x2 ), α ∈ [0, 1] is given by f (αx1 + (1 − α)x2 ) = ||A(αx1 + (1 − α)x2 ) + b|| = ||αAx1 + b(α + 1 − α) + (1 − α)Ax2 || = ||αAx1 + αb + (1 − α)Ax2 + (1 − α)b|| ≤ ||αAx1 + αb|| + ||(1 − α)Ax2 + (1 − α)b|| = α||Ax1 + b|| + (1 − α)||Ax2 + b|| = αf (x1 ) + (1 − α)f (x2 ) 



Next, we treat the fact that the one-norm and two-norm terms are squared. The following lemma helps us: Lemma 2 Suppose f : U ⊂ Rn → R is a convex function on U , and g : V ⊂ R → R is a convex nondecreasing function on V . Then h := g ◦ f is convex. Proof: Take x1 and x2 in U ∩ f −1 (V ). Then for α ∈ [0, 1], h(αx1 + (1 − α)x2 ) = g(f (αx1 + (1 − α)x2 )) ≤ g(αf (x1 ) + (1 − α)f (x2 )) ≤ αg(f (x1 )) + (1 − α)g(f (x2 ))) = αh(x1 ) + (1 − α)h(x2 )
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Lemma 2 applies to the Optimal FIR Derivative situation when g is the squaring operation and f is the norm of an aﬃne function. The squaring operation is not in general a nondecreasing function, but because norms are non-negative we only consider g on the non-negative real numbers, and on this set it is nondecreasing. Thus, the two squared norm terms are convex functions. All that remains is to show that the nonnegative weighted sum of convex functions is convex: Lemma 3 If f : U ⊂ Rn → R and g : U ⊂ Rn → R are convex functions, and γ1 and γ2 are positive scalar weightings, then the function h : U ⊂ Rn → R deﬁned by h(x) := γ1 f (x) + γ2 g(x) is convex. Proof: Take x1 and x2 in U . For α ∈ [0, 1] we have h(αx1 + (1 − α)x2 ) = γ1 f (αx1 + (1 − α)x2 ) + γ2 g(αx1 + (1 − α)x2 ) ≤ γ1 αf (x1 ) + γ1 (1 − α)f (x2 ) + γ2 αg(x1 ) + γ2 (1 − α)g(x2 ) = α(γ1 f (x1 ) + γ2 g(x1 )) + (1 − α)(γ1 f (x2 ) + γ2 g(x2 )) = αh(x1 ) + (1 − α)h(x2 ) This applies to our situation since the variance σ 2 is nonnegative. Combining the results in this section, we ﬁnd that the cost is a convex function of w. ˆ Thus, by Theorem 1 of the previous section, the Optimal FIR Derivative minimization has no non-global minima. This means that if one programs the algorithm into a computer, and the computer ﬁnds a solution to the minimization of equation 4.18, then that solution is a “best” solution. The next section summarizes the algorithm that one needs to program in order to implement the Optimal FIR Derivative.
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4.5



“Recipe” for “Optimal FIR Derivative” The relative complexity of Section 4.4’s derivation of the Optimal FIR Derivative



obscures the simplicity of what a user of the algorithm actually needs to do. Thus, we give a brief “recipe” for the optimal derivative ﬁlter that we have developed. In the following section, we then apply the recipe to some sample experimental and simulated signals so that a user of the recipe can have an idea of when it is appropriate to use the Optimal FIR Derivative and when it is more appropriate to use the Optimal FIR Derivative’s alternatives. ∞ If [fi ]∞ i=0 is an underlying sampled signal and [xi ]i=0 is the sequence of noisy mea-



surements of [fi ]∞ i=0 , then we design an Optimal FIR Derivative ﬁlter to estimate the derivative of the underlying signal by following these steps:



1. Choose a positive integer m for the ﬁlter length 2. Determine the bound ∆2 on the second derivative of the underlying signal 3. Choose σ 2 , the measurement noise variance 4. Form the matrices c, 1m×1 , T1 , T2 as follows: ⎡



⎤



⎡



⎤



⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ 1m×1 := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



1 ⎥



⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ c := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



1 ⎥



1 1 1 .. . 1



⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ m×1



,



⎥ ⎥ ⎥ −1 ⎥ ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ .. ⎥ ⎥ . ⎥ ⎥ ⎥ ⎦



0



m×1



,



96 ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ T1 := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



0



0



0 −1



0



0



0



...



0



0



0



...



0



0



...



0



...



0 −1 −1



0 −1 . . . −1 .. .



0 ⎥



⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



0 −1 −1 . . . −1 −1 −1



⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ T2 := ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



m×m



⎤



0



0



0 ∆2



0



0



0



...



0



0



0



...



0



0



...



0



...



0 ∆2 ∆2 0 ∆2



. . . ∆2 .. .



0 ∆ 2 ∆2



0 ⎥



⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ 0 ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



. . . ∆2 ∆2 ∆2



m×m



5. Obtain an m × 1 minimizer w ˆ for the linearly constrained convex minimization 



min



Aw=0 ˆ



where A is



||T2 T T1 T w|| ˆ 21 + σ 2 ||c − w|| ˆ 22 ⎡ ⎢ ⎢ ⎣



A := ⎢







⎤



11×m 11×m T1 T



⎥ ⎥ ⎥ ⎦



6. Form the m × 1 ﬁlter weighting vector w from the minimizer w ˆ and the vector c as follows: w =c−w ˆ 7. At each time step n, arrange the past m measurements xn , xn−1 , . . . , xn−m+1 in an



97 m × 1 vector x as follows



⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ x=⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣



⎤



xn xn−1 .. . xn−m+1



⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



ˆ and then obtain the derivative estimate f˙n−1 by the multiplication ˆ f˙n−1 = wT x The most diﬃcult steps are the ﬁrst three because they require translating knowledge about the physical signal into the three “inputs” to the Optimal FIR Derivative design process. Thus, we give several “rules of thumb” for these steps: • m tells us the number of the past measurements xi that will be used to form the derivative estimate. The Optimal FIR Derivative gives the “best” derivative estimate for any positive m that is chosen, but the ﬁlters for low m (for example, m = 2) are trivial and do not typically perform well. m’s in the range of 20-50 usually work well. When in doubt, it is better to choose an m that is too high rather than too low. • The physics that give origin to the signal being ﬁltered usually determine the second derivative bound ∆2 . If there is no obvious way to choose it, then it is possible to estimate this bound as follows: ∆2 is the largest value that one expects to observe for the quantity |f˙i+1 − f˙i | A good way to roughly determine ∆2 , then, is to calculate the largest and the smallest derivative f˙i := fi+1 − fi that the signal might achieve and then to determine the



98 minimum number of samples that it would take for a transition between the extreme derivative values. The absolute value of the diﬀerence between the maximum and the minimum derivative, divided by the minimum number of samples required for the transition, gives a reasonable estimate of ∆2 • σ 2 is the variance of the noise on the measurements of the underlying signal. A practical way to estimate it is to run a test where the underlying signal to be diﬀerentiated remains relatively constant. The sample variance calculated using all of the data points from this test provides a good approximation to σ 2 . Finally, we should note that the Optimal FIR Derivative could—in theory, at least—be re-designed for at every time step n, using the latest ﬁlter length m, derivative bound ∆2 , and noise variance σ 2 . However, this would imply having a detailed knowledge of the signal/measurement behavior, and a signiﬁcant amount of computational power (so that the minimization of equation 4.18 could be solved at each sample step). A more practical approach—and the one which we use in all of the examples of the next section—is to provide one m, one ∆2 , and one σ 2 , and then to calculate one ﬁlter that is used for all n.



4.6



Simulation and Comparison with Kalman Filter Before using the Optimal FIR Derivative “recipe” for the road force estimation



problem, we simulate it—along with the diﬀerentiating Kalman-like ﬁlter of Section 4.3—on three elementary signals. Each of these signals gives us some insight into the advantages, and the disadvantages, of the Optimal FIR Derivative relative to other diﬀerentiation methods. The three elementary signals that we diﬀerentiate are a constant, a sine wave, and a



99 sawtooth wave. The simulation results are shown in Figure 4.8, Figure 4.9, and Figure 4.10, respectively. In all three ﬁgures, the two left panels give time domain information. The upper left panel shows the underlying sequence fn and the noisy measurements of that sequence xn . These noisy measurements are used to calculate the derivative estimates, which are shown in the lower left panel, along with the true derivative f˙n . One of the derivative estimates in this lower left panel comes from the Optimal FIR Derivative, and the other comes from the Kalman Filter-like diﬀerentiator of Section 4.3. (Design parameters are given in the ﬁgure captions.) In all three ﬁgures, the two right panels show information about the diﬀerentiating ﬁlters. The upper right panel shows the m taps of the Optimal FIR Derivative Filter. These taps give the ﬁlter’s impulse response directly, so the panel is labelled “Impulse Response.” The lower right panel gives the magnitude part of the frequency response of the system function associated with the Optimal FIR Derivative and that associated with the Kalman Filter-like diﬀerentiator. (In order to obtain a system function of the Kalman Filter-like diﬀerentiator, which was developed in continuous time in Section 4.3, we discretized using an Euler approximation). When fn is a constant (Figure 4.8 on page 101), the diﬀerentiating performances of the Optimal FIR Derivative and the Kalman Filter (tuned by trial and error) are approximately the same. Their frequency responses are similar as well. Both of them have zero gain at zero frequency, small gain at low frequency, and a signiﬁcant “roll-oﬀ” as frequency increases, which has the eﬀect of attenuating noise. There are two interesting points to notice in this ﬁgure. The ﬁrst is the way in which these plots were generated. For the Optimal FIR Derivative, the second derivative



100 bound ∆2 (= 0), ﬁlter length m, and noise variance σ 2 were entered into a computer program implementing the “recipe” of the previous section, and the ﬁlter shown in the plot appeared on the ﬁrst try. The Kalman Filter-like diﬀerentiator, on the other hand, had to be tuned extensively (through the gains γ1 and γ2 on page 72), and there is still no way of knowing if its performance could be improved by further tuning. Thus, the Optimal FIR Diﬀerentiator provided a more automated solution. The second interesting point in this plot is the symmetry of the ﬁlter taps in the upper right plot. The solution that the Optimal FIR Diﬀerentiator provides via these taps is quite intuitive: When the derivative of the underlying signal is known not to change, the best way to estimate its derivative is to use the ﬁrst and last available data points to calculate a slope, and then to use the second and second-to-last data points to calculate a slope, and so forth, until all of the data points are used. A weighted average of the slopes is then calculated, with the most weight on the slopes gotten from data points that are far apart. The second of the three simulation results is for the case when fn , the underlying signal to be diﬀerentiated, is a sine wave (Figure 4.9 on page 103). Again, the derivative estimates and the frequency responses for the Kalman Filter-like diﬀerentiator and the Optimal FIR Derivative are quite similar. Like before, though, the Kalman-Filter diﬀerentiator required several iterations of tuning, while the Optimal FIR Derivative provided the ﬁlter shown in the ﬁgure on the ﬁrst try. Of course, one could argue that a frequency-based method like the Kalman Filter diﬀerentiator could be designed with almost no tuning in this situation as well, because the underlying signal is a sine wave, so it is straightforward to choose a low-pass cut-oﬀ
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Figure 4.8: Numerical diﬀerentiation with Kalman Filter and Optimal FIR Derivative when the underlying signal is a constant. Upper left: Underlying signal fn and the noisy measurements xn used for diﬀerentiation. Upper right: Impulse response (ﬁlter taps) of Optimal FIR Derivative ﬁlter. Lower left: True derivative (zero, since the underlying signal is a constant) and its approximations via Optimal FIR Derivative and Kalman-like Filter of Section 4.3. Lower right: Magnitude of frequency response of Optimal FIR Derivative ﬁlter and Kalman-Like Filter. Parameters for simulation were: γ1 = 0.2, γ2 = 0.01 for Kalman Filter and m = 40, ∆2 = 0, σ 2 = 0.37 for Optimal FIR Derivative.



102 frequency. (See Section 4.3 for an explanation of why we consider the Kalman Filter diﬀerentiator to be frequency-based, and what is meant by the cut-oﬀ frequency of a numerical diﬀerentiator.) However, such a design still requires more information than the Optimal FIR Derivative design because it in essence demands that we know beforehand the entire power spectral density of the signal to be diﬀerentiated. The Optimal FIR Derivative, on the other hand, requires only the second derivative bound on the signal to be diﬀerentiated. How the signal takes excursions from one sample period to another within the limits set up by this bound is completely unknown. It is known, however, that the ﬁlter will be appropriate in the minimax sense of the Optimal FIR Derivative. In this case, the signal fn happened to use the “freedom” that its second derivative bound gave it to take the shape of a sine wave. In another case, it might take a very diﬀerent form, but the Optimal FIR Derivative ﬁlter will be equally appropriate. If the second derivative bound is very large, then the Optimal FIR Derivative ﬁlter can give results that, at ﬁrst glance, appear to be inferior to those of other diﬀerentiators. Figure 4.10 on page 105 shows this phenomenon for the case of a sawtooth wave. The lower left ﬁgure shows that the true derivative of the sawtooth is a square wave. (Note that because of the way we deﬁned the derivative for a discrete time signal in Deﬁnition 2, diﬀerentiating the sawtooth is meaningful, even at its tips.) After several iterations of tuning, the Kalman Filter diﬀerentiator was able to give a rough approximation of the square wave. The Optimal FIR Derivative, on the other hand, gave a very noisy derivative approximation. Both the ﬁlter taps and the frequency response of the ﬁlter show that it has very little high frequency noise attenuation. This is because the Optimal FIR Derivative
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Figure 4.9: Numerical diﬀerentiation with Kalman Filter and Optimal FIR Derivative when the underlying signal is a sine wave. Upper left: Underlying signal fn and the noisy measurements xn used for diﬀerentiation. Upper right: Impulse response (ﬁlter taps) of Optimal FIR Derivative ﬁlter. Lower left: True derivative (cosine wave, since the underlying signal is a sine) and its approximations via Optimal FIR Derivative and Kalman-like Filter of Section 4.3. Lower right: Magnitude of frequency response of Optimal FIR Derivative ﬁlter and Kalman-Like Filter. Parameters for simulation were: γ1 = 0.1, γ2 = 0.02 for Kalman Filter and m = 40, ∆2 = 0.001 (equal to the actual bound on the sine wave’s second derivative), σ 2 = 0.33 for Optimal FIR Derivative.



104 penalizes worst-case expected estimation error and not overall error power. By decreasing the second derivative bound ∆2 , the Optimal FIR Derivative can be tuned to yield a response more like the Kalman Filter’s, but such a ﬁlter is no longer optimal (in the minimax sense of equation 4.11) for the sawtooth wave on hand. Instead, it is optimal for the class of signals with a smaller second derivative bound, and, by chance, it gives a reasonable error power for a particular sawtooth wave. From these simulation results, we can draw several conclusions about the appropriateness of the Optimal FIR Derivative for practical situations. If a signal’s second derivative can be easily bounded, and if the signal can be expected to achieve this bound frequently, and if we care to observe these extreme excursions in our derivative estimate, then the Optimal FIR Derivative is a very good ﬁlter design strategy. In this situation, the optimality criterion for the Optimal FIR Derivative is quite appropriate, so the mathematical optimum corresponds to one’s intuitive optimum. The ﬁrst iteration of design should give a ﬁlter with good “worst-case” performance, even without having been tested on “worst-case” signals. If the signal to be diﬀerentiated has a second derivative bound, but this bound is not very meaningful because it is almost never achieved, then the Optimal FIR Derivative still gives an optimal ﬁlter in the mathematical sense, but this optimum may not correspond very well with our intuition of a “good” ﬁlter. For example, in the case of the sawtooth wave, the second derivative bound was ∆2 = 0.2, but this was achieved very infrequently. Most of the time, the derivative did not change at all. As a result, the Optimal FIR Derivative ﬁlter gave a ﬁlter that did not attenuate noise enough. In these cases, one can still use the Optimal FIR Derivative, but the bound ∆2 becomes more a tuning parameter than a
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Figure 4.10: Numerical diﬀerentiation with Kalman Filter and Optimal FIR Derivative when the underlying signal is a sawtooth wave. Optimal FIR Derivative appears to perform poorly because it optimizes for worst-case performance. Upper left: Underlying signal fn and the noisy measurements xn used for diﬀerentiation. Upper right: Impulse response (ﬁlter taps) of Optimal FIR Derivative ﬁlter. Lower left: True derivative (square wave, since the underlying signal is triangular) and its approximations via Optimal FIR Derivative and Kalman-like Filter of Section 4.3. Lower right: Magnitude of frequency response of Optimal FIR Derivative ﬁlter and Kalman-Like Filter. Note lack of noise attenuation in Optimal FIR Derivative. Parameters for simulation were: γ1 = 0.2, γ2 = 0.02 for Kalman Filter and m = 20, ∆2 = 0.2, σ 2 = 0.08 for Optimal FIR Derivative.



106 rigorous design parameter. Decreasing ∆2 tends to attenuate noise at the expense of more ﬁltering lag. If ﬁlter design needs to be highly automated, then the it is likely that the Optimal FIR Derivative is appropriate, no matter what the circumstances. This is because it requires very little human intervention to generate a reasonable ﬁlter on a ﬁrst iteration. If the ﬁlter does require further tuning, the tuning can be done easily by machine because the primary tuning parameter, ∆2 , can never be chosen to yield an unstable ﬁlter, and because it aﬀects the ﬁlter’s noise attenuation to ﬁltering lag tradeoﬀ in a transparent way.



4.7



Application to Tire Force Estimation Next, we relate these guidelines to the road force estimation problem that moti-



vated this chapter. Recalling equation 4.1 from the beginning of the chapter, the general idea of road force estimation is to diﬀerentiate a velocity signal so as to obtain an acceleration signal. This acceleration is then equal to the total road force on the vehicle, divided by the vehicle mass—less corrections for rolling resistance, air drag, and grade. The second derivative of the vehicle velocity signal (derivative of acceleration) is the vehicle jerk, and jerk is easy to bound (especially if the vehicle is on an automated highway, in which case, the vehicle controllers would regulate jerk as a matter of comfort). Furthermore, the jerk bound is achieved frequently, and we do care to see details of the road force signal when the jerk is large. Thus, the Optimal FIR Derivative seems to be well-suited to the road force estimation problem. We check the performance of the Optimal FIR Derivative for road force estimation
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Figure 4.11: Optimal FIR Derivative for road force estimation. Upper left: Vehicle velocity vs. time proﬁle, obtained using wheel speed signal and eﬀective tire radius during an accelerating and braking maneuver. Upper right: Attempt to use ﬁnite diﬀerence approximation (vk − vk−1 )/∆t to estimate vehicle acceleration, showing that diﬀerentiating the velocity signal is not a trivial problem. Lower left: Vehicle acceleration from direct measurements and from diﬀerentiating the vehicle speed signal with Optimal FIR Derivative. Lower right: Total road force on vehicle obtained in three ways. 1: Direct calculation from a strainbased brake torque sensor—provides “truth” value during braking part of the maneuver. 2: Multiplication of measured acceleration by vehicle mass and correction for drag terms. 3: Multiplication of the Optimal FIR Derivative of vehicle speed by vehicle mass and correction for drag terms. (During acceleration phase of maneuver, there is no direct road force measurement like there is during braking.)



108 in Figure 4.11 on page 107. The upper left panel shows the vehicle velocity vs. time proﬁle for an experiment where the car sped up and then braked. The velocity estimate was calculated by averaging the two rear wheel speeds (from the ABS wheel speed sensors) and then multiplying by the eﬀective tire radius. The upper right panel, which is similar to Figure 4.1 on page 66, shows the result of approximating the vehicle acceleration with a straightforward ﬁnite diﬀerence formula. The extremely noisy signal that results indicates the problem needs a more sophisticated diﬀerentiation technique. In the lower left panel, we apply the Optimal FIR Derivative to calculate acceleration from the noisy velocity signal. The noise variance σ 2 = 0.04 was taken from experimental data, and the second derivative bound ∆2 = 0.0002 came from reasonable physical approximations. The ﬁlter whose results are shown here is therefore a ﬁrst iteration ﬁlter that was not tuned. To check the acceleration obtained from the Optimal FIR Derivative, the Figure also shows an accelerometer measurement, which agrees well with the Optimal FIR Derivative acceleration. Finally, in the lower right panel, the diﬀerentiated velocity is used for tire force estimation. The plot has three lines, each corresponding to a diﬀerent way of estimating road force. The dotted line is the tire force that is calculated using the strain-based brake torque sensor that we used in Chapter 2 During the braking part of the maneuver, it serves as a “truth” value for the road force. The thick solid line is the estimate of the tire force calculated using equation 4.1, but measuring the vehicle acceleration directly with an accelerometer. It corresponds to the thick solid line of the lower left panel, and during the



109 acceleration phase of the maneuver, it serves as the “truth” value of the road force. The remaining line is the road force estimate calculated from equation 4.1, but using diﬀerentiated velocity from the Optimal FIR Derivative for the acceleration. Correspondence between this signal and the two “truth” signals is good.



4.8



Conclusion The motivation for this chapter was to eliminate the need for the strain-based brake



torque sensor (or other sensors) to estimate traction force during braking. This road force estimation problem turned out to be a speciﬁc case of the more general problem of estimating the input to a dynamic system given measurements of its state. We showed anecdotally that complex methods to solve this problem oﬀer no real advantage over numerical diﬀerentiation. Thus, we explored the problem of numerical diﬀerentiation when very little is known about the signal to be diﬀerentiated. Several well-known diﬀerentiation techniques were investigated, including the traditional “Dirty Derivative,” its relatives, and a Kalman Filter-like diﬀerentiator. Although satisfactory diﬀerentiation was possible with these techniques, they required numerous iterations to design, and they oﬀered no “worst-case” performance guarantees. This motivated the design of a new type of diﬀerentiating ﬁlter that we call the Optimal FIR Derivative. The Optimal FIR Derivative requires a second derivative bound, a noise variance, and a ﬁlter length as inputs, and it outputs an FIR diﬀerentiating ﬁlter that is optimal in the sense that it minimizes the worst-case expected square of the error between the true derivative of a signal and the FIR derivative estimate.



110 The solution to the Optimal FIR Derivative problem is not, at this point, closedform. Instead, it is a numerical minimization. We brieﬂy reviewed the most rudimentary facts about convex functions and then showed that the Optimal FIR Derivative minimization is in fact convex. This has the positive consequence that it has no non-global minima and is easily (from a user perspective, anyways) solved using standard software packages. We then gave a “recipe” for this new diﬀerentiation technique, and applied it to several toy problems in order to better understand its properties. We found that the Optimal FIR Derivative is well-suited for diﬀerentiation problems where a second derivative bound is easily obtained, where the bound is likely to be achieved, and where we are concerned about excessive ﬁlter lag obscuring our view of the derivative of a signal (Figure 4.5 on page 4.5 gives an example of ﬁlter lag obscuring meaningful information.) Finally, we returned to the road force estimation problem that motivated the chapter. We found that it is possible to use diﬀerentiated velocity signals to eliminate the strain-based brake torque sensor that was used to generate the slip-slope/µmax correlation in Chapter 2. The ﬁnal task of this thesis is to reproduce the correlation of Chapter 2 with our new “sensorless” road force estimation technique and then to harness these results to produce a set of robust µmax estimation rules. This is the subject of the next chapter.
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Chapter 5



Slip-based Tire/Road Friction Estimator during Braking Next, we combine the road force estimation results of the previous chapter with the slip-slope/µmax correlation that we observed in Chapter 2 to design and experimentally verify a slip-based linear µmax estimator that works during braking. This ﬁlls in a gap in the literature since most slip-based friction estimation research to date has used only data from driving. Unlike the explorations of Chapter 2 that used an exotic sensor set, the µmax estimator that we develop here requires only two measurements—wheel angular speed, and vehicle speed—to distinguish lubricated roads from dry roads. In addition to requiring fewer measurements, this chapter’s µmax estimator features an adaptive classiﬁcation threshold. This threshold makes the algorithm robust to slowly varying drifts in the tire’s underlying slip-slope which could result from tire wear, inﬂation changes, aging, and other changes.
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5.1



Overview of Approach Figure 5.1 summarizes the strategy that we use to estimate µmax in this Chapter.



The ﬁrst part of the chapter concentrates on the block “Slip curve estimator” and the blocks below it—the measured or estimated values that we need to construct µ vs. slip data. Referring to the diagram, they are slip, normal force, and traction force. Next, we focus on the block “Analysis of slip curves.” We demonstrate that the observed slip curves show a good correspondence with “truth slip curves” that we measure using the traction force sensor. We also determine the slope of the regression line k for the estimated slip curves, and we show that it has similar behavior to the regression line of the “truth” slip curves. Finally, we move to the block “Inference of µmax ,” where we re-visit the correlation between the slope of the regression line and the maximum friction coeﬃcient µmax , but this time using data from the minimal sensor set. We design a classiﬁcation rule based on this correlation and show how the rule can be “calibrated” from time to time with high friction demand data so that it is robust to slowly varying uncertainties. All results in this chapter were generated from maneuvers where only the left front wheel braked. This diﬀerential braking oﬀered several advantages over four wheel braking for our experimental car. First, our brake torque sensor was mounted only on the left front wheel, so by isolating this wheel, we could be assured that the sensor reading reﬂected the only longitudinal tire force on the car. This allowed us to compare accelerometer and brake torque sensor readings without making any assumptions about brake force distribution between the four wheels. Second, the smaller total longitudinal force on the vehicle resulted in less rear-to-front normal force shift. Since our normal force estimation model was not
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Figure 5.1: µmax estimation strategy used in Chapter 5.



veriﬁed by direct measurements, we wished to keep its impact on the ﬁnal results small if possible. Third, leaving the other wheels free to spin gave us velocity references. A disadvantage of diﬀerential braking is that it caused a yaw moment on the vehicle so a small non-zero body slip angle was generated. The slip angle was roughly proportional to µ, so any eﬀect it would have on the µ vs. slip data would be seen mostly at very high values of µ, which were not used for this study except to assign a µmax for each test. Furthermore, the slip angle was the same for all tests for any given value of µ so any eﬀect it would have on data would be consistent. To check this reasoning, we conducted several preliminary tests to compare slip curves from maneuvers with and without the yaw moment. The curves were so similar that we were able to neglect the slip angle. A second disadvantage of diﬀerential braking is that it clearly does not translate to a practical system. However, of the three problems mentioned above that diﬀerential braking remedied, only



114 one of them—velocity estimation—would appear in a practical system. The other two were tied to our particular experimental apparatus. As we will discuss below, the velocity estimation problem is already being solved by other means, so there should be no need for diﬀerential braking in the future.



Longitudinal wheel slip Both wheel angular speed and wheel translational velocity are measured using standard ABS wheel speed sensors, with translational velocity coming from the rear, nonbraking wheels. Chapter 3 gave the slip formulas we used and analyzed the (harmless) biases that both static and dynamic tire radius changes introduced into our results. Of course, in a practical system all four wheels brake, so non-braking wheels would not be available for velocity reference. This diﬃculty can be overcome by using a radar aimed at the ground, a global positioning system (GPS), or a vehicle speed observer to estimate velocity. A radar is an appealing solution for two reasons. First, as we demonstrated earlier, a likely use of µmax estimation would be for intelligent cruise controls or automated highways, and these systems will almost certainly require radars to measure range. A velocity measuring radar might be able to overlap with the range-ﬁnding radar. Second, a radar may be able to give an accuracy on the order of a few centimeters per second which is suﬃcient for good slip estimation at moderate to high speeds. GPS is also appealing, and it has already been used for on-vehicle slip curve estimation, with impressive results [39], [17]. In addition to these technologies, several researchers have used wheel speed and accelerometer information to arrive at velocity estimates—see, for example, [16].



115 Normal force estimation To determine the friction coeﬃcient µ we need to know the normal force Nz . To avoid additional sensors to directly measure this force we use a simpliﬁed model of the vertical vehicle dynamics (see Figure B.1). The input of this model is the traction force acting on the wheel during braking (determined by the traction force estimator described in the next section), and the model’s outputs are are the normal forces at the four wheels. The states are the vertical displacement and velocity of the center of gravity of the car body, uz and u˙ z , and the rotation angle and rotational speed of the car body about the lateral axis, ϕy and ϕ˙ y , respectively. The normal force, for example at the front, left wheel, is calculated from the states and suspension constants according to equation B.1) Nζ11 = mwh g + c (lf ϕy − uz ) + d (lf ϕ˙ y − u˙ z ) .



(5.1)



Appendix B gives details of the model.



Road Force Estimation Although Chapter 4 brieﬂy discussed the road force estimation problem as a motivator for the Optimal FIR Derivative, it suppressed several practical details that were not needed for that chapter. Thus, we brieﬂy return to the problem in a more practical context. There are numerous ways to determine the traction force during braking. For example, in [40], braking force is estimated using brake pressure measurements. In Chapter 2 of this thesis, we used data from a strain-based brake torque sensor to calculate the road force. However, both of these methods have the drawback that they use specialized sensors. As we mentioned in Chapter 4, an alternative that does not require torque or



116 pressure measurements is to use diﬀerentiated vehicle velocity v˙ x to estimate the traction force via Newton’s Second Law: mv˙ x = −Fd − Fr + Fξ11 + Fξ12 + Fξ21 + Fξ22



(5.2)



In this equation, m is the vehicle mass including wheels, Fr is the total rolling resistance, and Fd := cd v 2 is the aerodynamic drag force, which depends on the drag coeﬃcient cd and the vehicle speed v. The index 11 refers to the left front wheel; 12 refers to the right front wheel; 21 refers to the left rear wheel, and 22 refers to the right rear wheel. The experimental results at the end of Chapter 4 showed that diﬀerentiating the un-braked, velocity-reference wheel speeds worked well to estimate the acceleration. More interesting, though, is the fact that diﬀerentiating the braked wheel also worked well—that is, until the wheel approached instability and locked. It is these results that we show in this chapter. Figure 5.2 compares a road force signal calculated from the strain-based brake torque sensor with a road force signal calculated from equation 5.2, using the diﬀerentiated braking wheel speed to get acceleration. We see a satisfactory match of the measured and the observed curve. Only at the end of the braking maneuver do we observe a considerable deviation because the wheel starts to stick and slip on the road surface as it approaches instability. For the relatively low friction demand µmax estimator we develop here, however, this high friction demand behavior does not pose a problem. One problem with this diﬀerentiation technique for estimating road force is that even if m, v˙ x , Fd , and Fr were known, Newton’s Second Law in equation 5.2 would only give the sum Fξ11 + Fξ12 + Fξ21 + Fξ22 , and not the individual wheel forces. However, if the brake
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Figure 5.2: Comparison between measured and estimated traction force. The wheel is on the verge of locking at Time=3.5 seconds torque proportioning is known and the antilock brakes are oﬀ—both of which are reasonable assumptions under the low friction demands where a µmax estimator works—then dividing the total road force estimate among the four wheels does not introduce signiﬁcant error. Parametric uncertainties are another concern because, as the ﬁrst part of Chapter 4 showed, they bias our force estimates directly. In particular, the mass of the vehicle, which can change by 15 percent or more with the addition of passengers has the potential to bias force estimates by approximately the same percentage. For our experiments, however, all parameters were known precisely. In a practical system, a vehicle mass estimator would need to be employed.



5.2



Sample Slip Curves As Figure 5.1 shows, the three “ingredients” we discussed previously—slip mea-



surements, traction force estimates, and normal force estimates—come together to make



118 estimated slip curves. Before using these estimated slip curves to develop a µmax estimator, we demonstrate that they do indeed look similar to the “truth” measured slip curves of Chapter 2, section 2.2. Figure 5.3 shows µ vs. slip data for two typical tests from our set of 28 crescendo braking maneuvers. The maneuver used to produce the left panel was on a dry road, and the maneuver used for the right panel was on a soapy road. In both panels, the dark, thin line is the “truth” slip curve gotten using the strain-based brake torque sensor. The light circles are the estimated slip curves gotten using the force estimator of Section 5.1. For low to mid-level values of µ, the measured and estimated curves show good correspondence, except that the estimated curve is signiﬁcantly more noisy than the truth curve. The quality of the estimated slip curves decreases for higher slip and higher µ values as the diﬀerentiated wheel speed signal becomes more noisy and the wheel and the wheel approaches locking. When the wheel ﬁnally does begin to lock, the estimated slip curve diverges catastrophically from the measured slip curve because the slipping wheel’s large accelerations no longer reﬂect the vehicle’s acceleration.



5.3



Linear Regression Figure 5.4 shows that this behavior does not have much eﬀect on the slope of the



regression line, since we determine the slope at slip values where the friction coeﬃcient is relatively small. The top panel comes from “truth” slip curves, and the bottom panel comes from estimated slip curves. Both the top and bottom panels plot the evolution of k—the slope of the linear ﬁt to µ vs. slip data, as deﬁned in Chapter 2—against µcut ,
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Figure 5.3: Measured (solid) and observed (circles) slip curves during braking. Left: Dry road. Right: Soapy road.
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Figure 5.4: Regression line slope for the measured and observed slip curves from Figure 5.3, plotted against the friction coeﬃcient. which determines the amount of data that is used to calculate the ﬁt. Using the notation of Section 2.2 in Chapter 2, the graph shows kµcut vs. µcut . For both the top “truth” panel and the bottom “estimated” panel, the overall trends are the same. At low values of µcut , kµcut ﬂuctuates signiﬁcantly due to relatively low excitation (see Chapter 2 for a discussion of excitation) compared to the noise. The slopes stabilize at µ ≈ 0.2—perhaps with the wet road slopes slightly smaller than their dry road counterparts—and then begin to show a “secant eﬀect” as friction demand increases. The dry road slip curve slopes remain relatively stable while the wet road slip curve slopes decrease as the slip curve begins to break towards its lower peak at µ ≈ 0.6. Note, that the oﬀset δ, which is not shown here, can not be employed for estimating µmax since δ mainly depends on static tire radius diﬀerences (cf. Chapter 3).
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Figure 5.5: (A) Calibration with data from dry road surface. (B) µmax vs. k0.4 for braking on dry and soapy road surfaces using k0.4 of observed slip curves.



5.4



Inferring µmax Next, we re-visit the k-µmax correlation that we saw in Chapter 2, except using



estimated slip curves instead of measured ones. The lower panel of Figure 5.5 shows µmax vs. k0.4 for 18 braking maneuvers on dry pavement and 10 braking maneuvers on wet pavement. The upper panel will be described in the next section. The slope of the linear ﬁt to the estimated µ vs. slip data, k0.4 , is on the horizonal axis, and the actual value of µmax from the brake torque sensor is on the vertical axis. (Note that this use of the torque sensor is not inconsistent with our goal of eliminating it, since we are only using it as a “truth” value to better evaluate our algorithm.) We conclude the following from this graph:



122 • On dry road k0.4 varies in the interval [23, 40] and the maximum friction coeﬃcient range is [0.85, 1.15] • On soapy road k0.4 is in the interval [17, 28] and the maximum friction range is [0.45, 0.75].



We might be tempted to use this as a basis for a classiﬁcation rule like, “If k0.4 is greater than 30 then the road is has µmax > 0.85.” Next, we establish that this is not a good idea, and we develop a more robust alternative.



5.5



Robustness and self-calibration The relationship between k0.4 and µmax that we just stated above is not universally



applicable, and it is not robust. In this section, we ﬁrst explain why this relationship is so precarious, and then we develop a “self-calibration” algorithm to correct the problem. To develop this “self-calibrator,” we ﬁrst express a friction estimation rule in terms of a regression line slope k ∗ that is known to correspond to a high friction road. This works well at ﬁrst, but as parameters change, the original value of k∗ becomes obsolete and the friction estimation rule that depends on it gives incorrect results. Thus, we need to develop a way to continuously update k ∗ corresponding to a high friction road. To do this, we use the medium-to-high friction demand braking maneuvers that normally occur during driving to “select” data for a special calibration set, and then we use the calibration set to calculate an updated value of k ∗ .



123 Dry road slip slopes from the literature



Yi, Hedrick, Lee Mueller, Uchanski, Hedrick



Authors of paper



Hwang, Song



Gustafsson (NCT2 tire)



Gustafsson (Eurofrost tire)



Gustafsson (worn MXV2 tire)



Gustafsson (MXT tire)



0



10



20



30



40



50 60 Dry road slip slope



70



80



90



100



110



Figure 5.6: Approximate range of slopes of the linear part of slip curves of dry roads from the literature.



5.5.1



Precarious Relationship Before developing a self-calibration algorithm, though, let us demonstrate what



we mean when we say that k − µmax relationships are precarious. Figure 5.6 shows k ranges for dry pavement from experiments using seven diﬀerent tire/vehicle combinations. (Data was compiled from papers [27], [63], [31], and [40] and came exclusively from experiments with passenger vehicles, as opposed to tire testing apparatus.) k corresponding to a dry road with µmax ≈ 1.0 can be expected to range between approximately 15 and 100, depending on the vehicle/tire combination and test conditions. Most of this variation is probably due to tire types. For example, measurements on tire testers indicate that winter tires with deep treads have signiﬁcantly less steep slip curves than summer tires. Similarly, worn tires typically have steeper slip curves than



124 unworn tires, owing to their less pronounced tread [4], [5]. The vehicle type—front wheel drive or rear wheel drive—may also be important because it determines which wheels are used to measure velocity and which wheels are used to measure slip (in the driving case). Normal force shifts during acceleration and deceleration subtly aﬀect the radii of the front and rear tires in diﬀerent ways, possibly altering the measured slope of the slip curve (Chapter 3 discussed this diﬃculty in detail). Regardless of the reason for the slope variation, Figure 5.6 shows that it is not reasonable to expect that a k − µmax relationship that holds for one car/tire combination will hold equally well for a diﬀerent car/tire combination. In fact, even considering a single car, it it unlikely that a k −µmax relationship that works this month will work next month or next year. As we mentioned above, for example, tire wear can aﬀect the slope of the slip curve. In addition, researchers have noticed that inﬂation pressure can change the slope of a slip curves signiﬁcantly. Gustafsson [27] noted a 20% decrease in the slope when the tire pressure of the slipping wheel was decreased by 0.5 bar (a realistic decrease between ﬁllings), and others have noticed similar sensitivity, although not necessarily the same trend. For example, in [39], slip curves measured on a test car that used a highly accurate GPS velocity estimate ([7], [17]) tended to have smaller slopes when inﬂation pressure was increased. Very large swings in the ambient temperature may also be important, both because temperature aﬀects tire pressure and because temperature aﬀects the ﬂexibility of rubber.
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5.5.2



Relative Thresholds Given all of the factors that can change the slip curve slope, we can conclude that



its absolute numerical value cannot employed to determine µmax . A rule like, “If k0.4 is greater than 30 then the road is has µmax > 0.85,” cannot be expected to hold true for long. However, numerous studies indicate that relative changes in the slip curve slope are useful to indicate relative changes in friction. For example, our results in Figure 5.5 show that a drop in k0.4 from values greater than 30 to values less than 30, corresponds to a drop in µmax from ≈ 1 to ≈ 0.6. Hwang and Song [31] report a slope drop from ≈ 53 to ≈ 19 when µmax drops from ≈ 1 to ≈ 0.3, and Gustafsson [27] and Dieckmann [18],[19] both report qualitatively similar results. Reﬂecting this relative importance of slip curve slope, it might be more meaningful to express thresholds for road classiﬁcation as relative values instead of absolute numerical values. For example, we can express slip curve slopes as a percentage of the slip curve slope corresponding to a dry road. The upper panel of Figure 5.5 demonstrates this idea with our experimental data. The µ vs. slip data from the 18 dry road braking maneuvers is conglomerated together, and a single k0.4 is calculated for the conglomeration of all of the data. We then use this conglomerated slip curve slope—which has a value of 30 in this case—as a reference value for expressing road classiﬁcation rules. For example, if we let k ∗ denote the slope of the conglomerated dry-road data, then we can classify a road as high friction if its µ vs. slip data has a k0.4 which is larger than a certain percentage of k ∗ . The lower panel of Figure 5.5 demonstrates this relative



126 classiﬁcation idea. A high friction road classiﬁcation line is drawn along the k axis at 94% of k ∗ . This leads to the following rule that makes no dangerous misclassiﬁcations: • k0.4 > 94% k ∗



implies that the road is not soapy and µmax > 0.71.



• k0.4 < 94% k ∗



implies that the road may be slippery.



This rule should continue to work reasonably well, regardless of the numerical value of k ∗ , as long as two assumptions hold. First, a relative drop in slip slope needs to indicate a relative drop in road friction regardless of the value of k ∗ . For example, a 20% drop in slip curve slope from k ∗ should indicate the same thing about µmax whether k ∗ is 50 or k ∗ is 30. This assumption at least seems reasonable, although researchers have not yet completely quantiﬁed how well it holds. The second assumption is that we must know k ∗ , the underlying slip curve slope corresponding to a dry road. This assumption is not reasonable, except when a car ﬁrst leaves the factory with a value kf∗ actory programmed into it. When the car is new, classiﬁcation rules expressed in terms of kf∗ actory will work well. After that, however, factors like tire pressure and wear can change k ∗ so that it no longer equals the factory setting, and the estimator will begin to misclassify. Thus, the algorithm needs an occasional “calibration.” Performing this calibration is the subject of the next section.



5.5.3



Adapting k ∗ As we mentioned above, expressing classiﬁcation thresholds in terms of kf∗ actory



works well until something happens to change the underlying high-friction slip curve. The left and center panels of Figure 5.7 show this problem. The left panel is the same as
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Figure 5.7: Left: µmax vs. k0.4 and “high friction” line given by 0.94·kf∗ actory . Center: Same as left, but the underlying physical slope drops by a factor of two, resulting in misclassiﬁ∗ cation. Right: Same as center, but the “high friction” line is now given by 0.94 · kadaptive , correcting misclassiﬁcation problem. the bottom panel of Figure 5.5 on page 121. It has a vertical classiﬁcation line based on kf∗ actory = 30, and using a friction demand of µ = 0.4 this line correctly distinguishes most of the high friction dry roads from the lower friction wet roads. In the center panel, the classiﬁcation line remains based on kf∗ actory = 30, but the experimental µ vs. slip data used to calculate the locations of the diamonds has been altered by simulation so that its k∗ decreases by a factor of two. In the physical world, this decrease could be due to a decrease in tire pressure. Now, the vertical classiﬁcation line based on kf∗ actory that worked in the left panel fails to classify any of the dry road points correctly. Thus, our estimate of the underlying high-friction k ∗ needs to be adaptive. The trouble with adapting it, though, is that we must ﬁrst be sure that the data being used for this “self-calibration” comes from high-friction roads. For example, if the vehicle has been driving on snowy roads for the past several hours, we would not want to use this µ vs. slip data to update k ∗ , since k ∗ is supposed to be the “typical” slope for a dry, high friction road. If we did erroneously use this snowy-road µ vs. slip data to construct a value of k∗ according to Figure 5.5 (page 121), we would ﬁnd that the rule, “If k0.4 is greater than 94%
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∗ Figure 5.8: kadaptive —the estimate of the underlying high friction k ∗ plotted vs. braking maneuver. The true underlying slope of the linear part of the slip curve falls from 30 to 15 between the ﬁrst and the 100th maneuver.



of k ∗ implies the road is high friction,” would start to classify snowy roads as dry, high friction roads. One way to resolve this problem is to require data to somehow “prove” that it came from a high friction surface before using it to update k ∗ . A straightforward way of doing this is to wait for situations where the tires attain moderate-to-large µ and then to use a data window surrounding this event to update k ∗ . Figure 5.8 and the right panel of Figure 5.7 (page 127) show the results of this “prove the road before using it for k ∗ ” strategy. To summarize, the underlying k ∗ gradually changes, and an adaptive threshold compensates for this change, resulting in continued correct classiﬁcation. The details of Figures 5.7 and 5.8 are described below. The dotted line of Figure 5.8 shows the underlying physical k ∗ , which we assume decreases over a very long period of time (hundreds of braking maneuvers). Physically,



129 the decreasing k ∗ shown in this ﬁgure would be caused by slow processes like tire pressure changes or tire wear. For this thesis, however, the decrease in k ∗ was done in simulation by altering the slip in our raw µ vs. slip experimental data so that the appropriate k∗ would be achieved. The solid line of Figure 5.8 shows an estimated value of k ∗ that was obtained without knowing which roads were wet and which roads were dry. To estimate k ∗ —the slip curve slope corresponding to a dry road—without knowing which roads were dry and which roads were wet, we use an algorithm in which roads are required to “prove” that they have high µmax before being admitted to a special calibration set used for calculating k ∗ . The calibration set is a ﬁrst-in-last-out buﬀer of raw µ vs. slip data for the 10 most recent maneuvers that were “proven” to come from a dry road. To be admitted to the calibration buﬀer, a braking maneuver had to achieve a friction demand of µ ≥ 0.6. Since this not possible on a road with µ ≤ 0.6, every data point in the calibration buﬀer came from a road surface with a µmax of at least 0.6. To ﬁnd the estimated value of k ∗ shown in the solid line of Figure 5.8, we calculate k0.4 for the conglomeration of all of the µ vs. slip data in the calibration buﬀer. The right panel of Figure 5.7 that how using this estimated value of k ∗ , along with the classiﬁcation rule of Section 5.8, results in viable classiﬁcation, even after the drop k∗ . A potential problem with this type of self-calibration procedure is that high friction demand maneuvers may not happen very frequently. Although we have not conducted friction demand studies for normal drivers, we were able to ﬁnd evidence in the literature that drivers demand medium to high amounts of friction quite regularly. For example, in [4] the longitudinal and lateral accelerations demanded by “normal” and “sporty” drivers



130 during an 80 km test drive are plotted. On several occasions the normal driver demands accelerations greater than 2m/s2 in traction and 4m/s2 in braking. The sporty driver demands even more friction, regularly attaining decelerations of more than 6m/s2 during braking.



5.6



Conclusions A slip-based method to estimate µmax during braking using only a translational



velocity signal (we obtained ours from non-braking rear wheels) and wheel speed signals was developed. In ﬁeld tests, it was able to distinguish a dry road (µmax ≈ 1) from a lubricated road (µmax ≈ 0.6) when friction demand reached µ = 0.4. Very high friction demand maneuvers (µ = 0.6) were used to calibrate the estimator so that it would be robust to slowly varying changes in operating conditions. Hybrid simulation/experimental results veriﬁed the calibration scheme’s performance. The braking approach to slip-based µmax estimation is complementary to approaches using traction data. A vehicle spends more time driving than braking, making the traction approach valuable. However, vehicles tend to reach higher µ values during braking, making the braking approach valuable—especially for calibration purposes.
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Chapter 6



Conclusions and Recommendations The main practical result of this thesis is a method for estimating maximum road friction during braking using only measurements of vehicle velocity and wheel rotational speed from ordinary maneuvers (as opposed to high friction demand emergency maneuvers). The premise of the method is that the maximum friction coeﬃcient, µmax , can be deduced from the slope of the regression line of the slip curve at relatively small slip and friction coeﬃcient values. We compiled experimental, literature-review, and theoretical evidence for the existence of such a correlation and then exploited it to create a road friction estimation algorithm with a “self-calibration” feature that helps to make it robust against slowly varying uncertainties. The main theoretical result of this thesis is the Optimal FIR Derivative. Although it was inspired by the problem of road force estimation, it could be applied in almost any area where a noisy signal needs to be diﬀerentiated and where a lack of spectral knowledge about the signal makes it diﬃcult to properly apply frequency domain-based ﬁlter design



132 techniques. The Optimal FIR Derivative requires as inputs a ﬁlter length, a noise variance, and a bound on the second derivative to be diﬀerentiated, and it returns via a convex optimization FIR ﬁlter taps that are optimal in a minimax sense. In many ways, in our explorations in each of these areas brought up as many questions as they answered. These unanswered questions might serve as topics for future research. We start with questions relating to slip-based friction estimation: • What is the best method to measure slip on a moving vehicle, and what errors are likely? Slip noise was a major obstacle to the progress of this work. Dieckmann [19], [18]. obtained very high slip resolution by using data from several revolutions of the wheel to calculate slip, but it was not possible for us to use this technique during braking because over a period of several wheel revolutions, the vehicle’s state changed too much. Therefore, we used velocity information to calculate slip with a high update rate but with signiﬁcant noise. Is there a good compromise between a noisy, highupdate velocity method and a clean, but low-update-rate “integral method?” Along the same lines, are there errors that are introduced in slip measurements that we did not discuss in this thesis? Here, we discussed biases that tire radii changes can introduce into measured slip curves, but are there other important errors? • Can a slip-based µmax identiﬁer be robust enough to be useful in real-world solutions? We explored an algorithm that maintained acceptable calibration in the face of slowly time-varying changes in the underlying slip curve slope. Are there factors that could cause a slip-based classiﬁer to quickly go out of calibration so that the proposed selfcalibration technique would no longer work?



133 • What is the relative importance of the geometric secant eﬀect and other eﬀects in causing a correlation between slip curve slope and µmax at diﬀerent friction demands and on diﬀerent road surfaces? We gave an explanation for the experimentally observed k − µmax correlation which was based on geometrical eﬀects and which could explain the correlation for a certain friction demand. However, observations from other researchers show a correlation that may not be explainable by geometrical eﬀects alone. Inter-layer or other eﬀects could explain these correlations, but when are these eﬀects visible and how can they be modelled? • Can µmax estimation results from traction and braking be combined? For example, it would be sensible to combine high friction demand calibration data taking during braking with low-friction demand estimation data taken during driving. Yet, no results have been published in the literature that do this. • Can the relatively simple road force estimation algorithm presented here be made robust to parameter changes by combining it with a parameter estimator? As we discussed in the last chapter, parameters like the vehicle mass can change by up to 15%, and with the current road force estimator, that change could have a signiﬁcant eﬀect on force estimation results. A potential solution to this problem is to use a parameter estimator to estimate the vehicle mass and drag terms during acceleration and then to use these estimates in the force estimator during braking. In some sense, this last question is equivalent to asking if the input estimation problem can be solved in a robust manner. This leads us very naturally to the questions that came up during investigations of the input estimation and diﬀerentiation problems:



134 • Does there exist a robust input estimator structure? We saw through ﬁrst-order examples in Chapter 4, that it is diﬃcult to formulate a robust input estimator structure. Does such a structure exist and what properties does it have? What about higher dimensional problems? • Can the ideas of the Optimal FIR Derivative be extended for other types of ﬁlters? For example, it would be straightforward to use the same type of derivation to formulate low-pass ﬁlters. Although some of this work was done while creating to the the Optimal FIR Derivative, the properties and practicality of these ﬁlters was not investigated in detail.
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Appendix A



Parameter Values As we pointed out in Chapter 4, braking and normal force estimates are more reliable if certain key vehicle parameters are known accurately. In a practical implementation of a µmax estimator, these accurate estimates would come from on-line parameter identiﬁcation, but for experimental purposes, we had the luxury of being able to directly determine important parameters. Table A summarizes the parameters values used for all algorithms in this thesis. It also gives their sources. If the source is “Appendix A,” followed by a page number, then the parameter and the procedure used to obtain it are described here. If the source is a reference number, then the reader is referred to that bibliography entry. Readers who are interested in the comprehensive, more-involved parameter identiﬁcation procedures that are sanctioned by the Society of Automotive Engineers are urged to obtain the most recent version of the SAE Handbook (See, for example, [52] for bibliographic details).



144 Symbol m l1 l2 h Jyy mt Jij ruij rcij reij Fr Cd



Value 2000 kg 1.36 m 1.62 m 0.49 m 2549 kg · m2 29.3 kg 1.93 kg · m2 33.4 − 33.7 cm 30.06 − 31.36 cm rcij < reij < ruij 172 N 0.53 kg/m



Description Total vehicle mass Front axle to CG distance Rear axle to CG distance Vertical distance to CG Moment of inertia, y-axis Mass of tire/wheel/hub Wheel moment of inertia Unloaded tire radii Loaded tire radii Eﬀective wheel radii Rolling resistance force Drag coeﬃcient



Source Appendix A, page 144 — Appendix A, page 145 — Appendix A, page 145 — [46], Appendix A — [46], Appendix A — Appendix A, page 146 — Appendix A, page 146 — Appendix A, page 148 — Appendix A, page 148 — Appendix A, page 149— Appendix A, page 152 — [24], Table 4.1 —



Table A.1: Parameter values used in this thesis, with their origins. Wheel Left-front Right-front Left-rear Right-rear



Wheel index in equations 11 12 21 22



Normal Force [N] 5297N — 5396N — 4416N — 4513N —



Table A.2: Static normal force values at the test vehicle’s tires.



A.1



Vehicle Parameters To identify the vehicle mass and longitudinal/lateral center of gravity location,



the normal forces at each of the four wheels were measured with a wheel scale. The vehicle had a full gas tank, but no passengers. Since only one scale was available, the normal force at each of the wheels was measured separately. The wheels that were not being weighed had approximately 7.5cm of plywood stacked under them, so that the wheel that was being weighed had the same height as the other wheels when the 7.5cm scale was placed under it. Table A.1 shows the measurement data. The total force required to support the vehicle is 19622 N , which corresponds to a vehicle mass of 2000 kg. There is very little



145 lateral asymmetry of the normal force distribution, so the vehicle’s center of gravity is very nearly centered left-to-right. The front/rear normal force distribution, along with a direct measurement of the front-to-rear axle length of 2.98m, can be used to calculate the front/rear location of the center of gravity. It is found to be 1.36m behind the front axle and 1.62m in front of the rear axle.



A.2



Tire Parameters The tires on the test vehicle were Michelin P215/70R15 all-season radials with



ratings “Treadwear 440,” “Traction A,” and “Temperature B” stamped on the sidewall. They were mounted on typical Ford steel rims. The characters P215/70R15 encode the tire dimensions/construction as follows: 1. “P” signiﬁes that the tire is for a passenger vehicle. 2. “215” is the width of the tire in mm. 3. “70” is the aspect ratio. The sidewall height is roughly 70% of the tire width. 4. “R” means that this tire has a radial construction 5. “15” is the diameter of the wheel (in inches) on which the tire ﬁts. Several parameters were experimentally identiﬁed for these tires as part of this work. They include tire/rim/brake rotor mass, tire/rim/rotor moment of inertia, uncompressed tire radius, compressed tire radius, compressed radius sensitivity to normal force changes, and eﬀective tire radius. The radius parameters tended to be more signiﬁcant for the results, but mass and inertia properties are included for completeness.
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A.2.1



Mass and Inertia The mass of the tire and wheel with the brake rotor attached was found to be



29.3 kg. To determine the moment of inertia, a roll test was performed using the apparatus shown in the upper panel of Figure A.1. The tire with radius r was released at zero velocity from the top of a ramp of height h and length (along the ramp) L. The time t it took to reach the end of the ramp was then recorded with a stopwatch. If all of the wheel’s potential energy at the top of the ramp is converted into kinetic energy at the bottom of the ramp (approximately true for such an experiment) and if the wheel accelerates at a constant rate (also close to true), then it is possible to use elementary physics and kinematics to solve for the moment of inertia J in terms of the travel time t:



J=



mghr2 t2 − mr2 2L2



The lower panel of Figure A.1 shows the results of this calculation using the travel times from 30 diﬀerent trials of the experiment. Although the setup for the rolling experiment was primitive, the results were consistent enough to be useful. The mean moment of inertia is 1.93 kg · m2 and the sample standard deviation for the data is 0.22 kg · m2 .



A.2.2



Radii Assigning a “radius” to a structure as complex as a pneumatic tire is not a straight-



forward task. Generally, three tire radii are recognized in the vehicle dynamics literature [20]. They are the unloaded tire radius, the loaded tire radius, and the eﬀective tire radius. Although the eﬀective tire radius was used the most frequently in this thesis, we begin by explaining the other two quantities, since the eﬀective radius is easier to understand
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Figure A.1: Top: Roll test to determine wheel inertia. Bottom: Data from roll test. Calculated moment of inertia is plotted vs. test number shows reasonable test-to-test variation. Mean moment of inertia is 1.93 kg · m2 .



148 in terms of the uncompressed and compressed radii: 1. Unloaded tire radius: It is deﬁned as the circumference of an unloaded tire divided by the 2π. To determine this radius for each of the four tires on the test vehicle, we raised it in the air and measured the circumference of each tire with a tape measure. The third column of Table 2 shows the results of these measurements at 200 kPa (tire inﬂation pressure on the ground). 2. Loaded tire radius: It is deﬁned as the distance from the center of the wheel to the center of the contact patch, measured in the wheel plane. This radius is complex, as it is a a function of both normal force and tire inﬂation pressure, so it was investigated in several diﬀerent ways. The ﬁrst investigation was a “direct” measurement of the loaded radius at 200kPa tire inﬂation pressure. The car and tire were raised in the air and a dial indicator was attached to one of the wheel mounting bolts and pointed towards the ground. The car was then lowered until the tire barely touched the ground (checked by sliding a piece of paper under it and waiting until it was trapped by the lowering car) and the reading on the dial indicator was noted. Then, the car was gradually lowered all the way to the ground and a new dial indicator reading was noted. The diﬀerence between the two readings was the compression of the tire as it was lowered; this was subtracted from the unloaded radius value for each tire (third column, Table 2) to yield a compressed radius value. Table 2 summarizes the results of this experiment. The second investigation quantiﬁed the inﬂation pressure and normal force dependence of the loaded radius. The same dial-caliper and lowering technique as before was



149 Wheel Left-front Right-front Left-rear Right-rear



Index 11 12 21 22



ruij 33.64 cm 33.69 cm 33.52 cm 33.42 cm



Radius change/Normal 3.05cm/5297N 3.63cm/5396N 2.16cm/4415N 2.16cm/4513N



rcij 30.59cm 30.06cm 31.36cm 31.26cm



— — — —



Table A.3: Loaded and unloaded tire radii for test vehicle at 200kPa inﬂation. Normal forces for loaded radii are same as those in Table A.1. used, but this time the tire was lowered onto a scale so that the normal force could be determined after every few millimeters of lowering. Figure A.2 shows the results of this test for normal forces from 0-6000N and inﬂation pressures from 140kPa to 260kPa. The tire acts like a linear spring that stiﬀens as its inﬂation pressure increases. Although we have little direct use for unloaded or loaded tire radii in this thesis, they are useful to us because they help us to infer properties of the much more diﬃcult to measure eﬀective tire radius, which we describe next. 3. Eﬀective tire radius: The eﬀective tire radius is deﬁned as the ratio of the translational velocity of the wheel to the angular velocity of the wheel. It is a mathematical radius created by the vehicle dynamics community so that familiar idealized rolling formulas from from physics could extend to describe the decidedly non-ideal rolling of tires. Physically, the eﬀective radius is larger than the loaded radius, but smaller than the unloaded radius for a particular tire. According to several sources, it turns out to be closer to the unloaded radius [15] [20] than to the loaded radius, and our limited experimental results in this area appear to agree with this trend. For example, Figure A.3 shows measurements of the loaded, unloaded, and eﬀective tire radii for the test vehicle at 200kPa inﬂation pressure and speeds in the range of 30km/hr. The
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Change in Loaded Radius vs. Normal Force
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Figure A.2: Loaded tire radius vs. normal force for four inﬂation pressures.
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Figure A.3: Uncompressed, compressed, and eﬀective tire radii for test vehicle.



loaded and unloaded radii were obtained by the techniques described above, and the eﬀective radius was obtained by dividing the vehicle translational velocity (gotten from a temporarily mounted, calibrated ﬁfth wheel) by the wheel angular speed (gotten from the stock ABS sensor). The eﬀective radius is signiﬁcantly closer to the unloaded radius than to the loaded radius. Since the eﬀective radius had to be measured on a moving vehicle, it was diﬃcult to quantify its dependence on normal force and inﬂation pressure in the same way that we quantiﬁed the loaded radius’s dependence on these quantities. However, we can infer that the eﬀective radius has normal force and inﬂation pressure sensitivities that lie midway between those of the unloaded and the loaded radii.



152



A.3



Drag Terms



A.3.1



Rolling Resistance At the speeds at which we conducted the tests in this thesis, rolling resistance



was the major drag force. It is a rather mysterious drag force for many vehicle dynamics practitioners, so we take a few pages here to summarize its physical causes, to demonstrate how it can be modeled, and to show how we measured it. Like the eﬀective wheel radius (see Section A.2.2), the “rolling resistance” is a quantity that vehicle engineers invented in order to capture the complex physical behavior of pneumatic tires, while still working with simple lumped parameter F = ma models. A good way to explain rolling resistance is to imagine a simple experiment. Figure A.4 shows an isolated pneumatic tire that rolls in a straight line on a ﬂat surface with an initial velocity v. There are two key observations that one makes if one does the experiment. The ﬁrst one is that the tire gradually slows down from its initial velocity v, converting some of its kinetic energy as heat. There are at least three physical mechanisms for this energy conversion [20]:



1. Material hysteresis: As the tire compresses from the uncompressed radius at the front of the contact patch to the compressed radius at the center of the contact patch, some of its kinetic energy is stored in rubber deformation. Stored kinetic energy that is not recovered when the rubber returns to its original shape is lost as heat. Hysteresis accounts for approximately 90% of the lost kinetic energy. 2. Surface friction: The tire/road interface is far more complex than the simpliﬁed mod-
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Fr Mr



Figure A.4: Freely rolling wheel for derivation of rolling resistance moment.



els of Chapter 3 suggest. Signiﬁcant rubbing between the tire and road can occur even under free rolling conditions. This accounts for approximately 8% of the lost kinetic energy. 3. Air friction: The speed at the top of a rolling tire is approximately twice the speed of the vehicle. The air resistance associated with these high speeds causes some loss. This is a rather small eﬀect at low speeds, but it grows with higher speeds.



The second observation one makes from the rolling experiment is that the velocity v is related to the wheel’s angular speed ω and eﬀective wheel radius r by the equation v = rω. This follows from the deﬁnition of the eﬀective wheel radius. To capture the ﬁrst experimental observation—the fact that the wheel decelerates— without modelling the complex phenomena that cause it, we use the horizontal force Fr to oppose the motion of the wheel so that Newton’s Second Law (with m the tire mass and a its acceleration) is satisﬁed: −Fr = ma



(A.1)



154 The force Fr is the rolling resistance force. If we neglect wind resistance, then the only place the rolling resistance force can act is at the road, so it also introduces a moment on the tire of magnitude rFr in the positive direction. This moment would make the second observation—that v equals rω—impossible if it weren’t counteracted by another external moment. Thus, the moment Mr appears in Figure A.4, and the wheel’s moment balance (with J the wheel’s moment of inertia) is: J ω˙ = rFr − Mr



(A.2)



˙ To ﬁnd the value of Thus, the rolling resistance moment Mr is given by Mr = rFr − J ω. Mr , we use the constraint v = rω and equation A.1 to get 



Mr = Fr



J r+ rm







(A.3)



It is this quantity that often appears in vehicle equations of motion like those in Appendix B or in references [24] and [36]. Often, so-called “coast down” tests [52] are used to obtain values of approximately 200N for the rolling resistance force on passenger cars. To cross check these values, we designed an experiment to directly measure the rolling resistance force. The goal of the experiment was to tow the vehicle at constant speed and to record the force that was needed to overcome the rolling resistance, which was the only signiﬁcant force acting on the vehicle. The top panel of Figure A.5 shows the experimental setup. A level ﬂoor was marked at 20 cm increments for a distance corresponding to one rotation of the wheel. The vehicle was then positioned along this reference axis, and a reference marker was ﬁxed to it so that it was possible to locate its crossing of a reference marker
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Figure A.5: Top: Pull test to determine vehicle rolling resistance. Bottom: Data from pull test, showing that average low speed rolling resistance force is 172N.



156 with precision. Next the vehicle was towed at a constant speed of approximately 2cm/s using a hanging scale. Each time the reference marker passed a mark on the ﬂoor, the reading on the scale was recorded. The experiment was done twice in the forward direction and twice in the backwards direction so that we could check the repeatability of our results and eliminate the eﬀect of grade. The bottom panel of Figure A.5 shows the towing force vs. position results from the experiment. The two tests in each direction match each other closely, indicating that the large variations in the towing force are real, and not the result of poor experimental technique. We noted during the experiment that the variations tended to be correlated with minute bumps and cracks in the concrete ﬂoor. This theory is supported by the fact that the test runs in opposite directions yielded variations of opposite sign. The vehicle appears to have gone “up” the small bumps in one direction and “down” them in the other. The average of the four test runs, which is shown with a thick black line, is quite constant as a function of position, and it eliminates the eﬀect that any grade might have on the measurement, so it appears to be a reliable measure of the rolling resistance force. The average value of the thick black line, taken over all of the positions (and therefore one revolution of the wheel) is 172N. We used this as our rolling resistance force. The corresponding rolling resistance moment, calculated according to equation A.3 (with r = 0.31m, m = 29kg, and J = 1.9kgm2 ) is 90Nm. Probably the largest source of error in this parameter value is due to the fact that it was recorded for experiments on a concrete ﬂoor where the eﬀect of contact patch rubbing could have been signiﬁcantly less than for asphalt. According to the physical breakdown of



157 rolling resistance from above, this could introduce a maximum error of 10% in the value. Another potential source of error was the fact that the tests were done at at extremely low speed (2cm/s). Although the rolling resistance shows very little speed dependence between moderate and high speeds [15], it could conceivably change between speeds near zero and driving speeds.
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Appendix B



Longitudinal Vehicle Model Here, we derive the longitudinal equations of motion, with pitch, for a car. This model was primarily used to simulate normal force shifts resulting from braking and provides a good balance of resolution and simplicity for the purposes of this thesis. For more general simulation purposes, a more complete model using several carefully-deﬁned coordinate frames and the principles of three-dimensional dynamics is preferred. The reader is directed towards Chapter 6 of [33] for coordinate frames and Chapter 7 of [38] for an introduction to three-dimensional dynamics. The derivation takes four steps: Step 1: Separate masses from elastic foundation and constraints (cf. Figure B.1). Step 2: Apply Newton’s Second Law to the sprung mass. For simplicity we assume that the drag force Fd acts on the center of gravity of the car body. The height h is the distance from CG to the ground. r is the tire radius. ¨x = −Fd − Fcxf − Fcxr mc u
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Figure B.1: Vehicle model.



¨z = −mc g − Nczf − Nczr mc u #



$



Jc ϕ¨y = −Nczr lr + Nczf lf + TBf + TBr + Fcxf + Fcxr (h − r) Newton’s Second Law for the front and rear wheels (front: f, rear: r) gives 2mwh u ¨xwh



= Fcxf /r − Frf /r + Fξf /r



2mwh u ¨zwh



= −2mwh g + Nczf /r + Nζf /r



f /r



f /r



2J ω˙ f /r = −TBf /r − Fξf /r r mwh and J are the mass and moment of inertia of the wheel, respectively. Step 3: Consider kinematic constraints 1. uzwh



f /r



2. uxwh



f /r



≡0



⇒



u ¨zwh



≡ ux − (h − r) ϕy



f /r



=0 ⇒



u ¨xwh



f /r



=u ¨x − (h − r) ϕ¨y



160 From the ﬁrst constraint equation follows Nζf /r = 2mwh g − Nczf /r



(B.1)



and the second results in ux − (h − r) ϕ¨y ) . Fcxf /r = −Fξf /r + Frf /r + 2mwh (¨ We obtain for the remaining degrees of freedom m¨ ux = −Fd − Fr + Fξ + 4mwh (h − r) ϕ¨y



(B.2)



¨z = −mc g − Nczf − Nczr mc u Jv ϕ¨y = −Nczr lr + Nczf lf + TBf + TBr + (h − r) (−Fξ + Fr ) ¨x +4mwh (h − r) u 2J ω˙ f /r = −TBf /r − Fξf /r



(B.3) (B.4)



with m = mc +4mwh , Jv = Jc +4mwh (h − r)2 , Fr = Frf +Frr and Fξ = Fξf +Fξr . Note the wheel inertia coupling term in (B.2) and (B.3) which results from the fact that ux and ϕy are displacements of the center of gravity of the sprung mass and not of the whole vehicle. For sake of simplicity we assume the the center of gravity of the whole vehicle and of sprung mass are the same and thus neglect this coupling term. (This is realistic since the sprung mass is typically far more massive than the unsprung mass.) The equations of motion become m¨ ux = −Fd − Fr + Fξ ¨z = −mc g − Nczf − Nczr mc u Jv ϕ¨y = −Nczr lr + Nczf lf + (h − r) Fr − Fξ h



(B.5)



161 J11 ω˙ 11 = −TB11 − rFξ11 J12 ω˙ 12 = −TB12 − rFξ12 J21 ω˙ 21 = −TB21 − rFξ21 J22 ω˙ 22 = −TB22 − rFξ22 where, for example, 11 is the front, left and 12 the front, right wheel. Step 4: Determine the vertical spring and damper forces



Nczf



= 2 (c (−lf ϕy + uz ) + d (−lf ϕ˙ y + u˙ z ))



Nczr



= 2 (c (lr ϕy + uz ) + d (lr ϕ˙ y + u˙ z )) .
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