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Preface



The social sciences study knowing subjects and their interactions. A “cognitive turn”, based on cognitive science, has the potential to enrich these sciences considerably. Cognitive economics belongs within this movement of the social sciences. It aims to take into account the cognitive processes of individuals in economic theory, both on the level of the agent and on the level of their dynamic interactions and the resulting collective phenomena. This is an ambitious research programme that aims to link two levels of complexity: the level of cognitive phenomena as studied and tested by cognitive science, and the level of collective phenomena produced by the economic interactions between agents. Such an objective requires cooperation, not only between economists and cognitive scientists but also with mathematicians, physicists and computer scientists, in order to renew, study and simulate models of dynamical systems involving economic agents and their cognitive mechanisms. The hard core of classical economics is the General Equilibrium Theory, based on the optimising rationality of the agent and on static concepts of equilibrium, following a point of view systemised in the framework of Game Theory. The agent is considered “rational” if everything takes place as if he was maximising a function representing his preferences, his utility function. Each agent considers all the possible futures in relation not only to the different states of nature but also to all the crossed anticipations of the strategies of all the agents involved in the same “game”. The result is a set of individual decisions that instantly place the game in a state of equilibrium. “Time” in classical economics is the time of the present instant, the only relevant time for calculating equilibria. The optimising agents are assumed to be in possession of all the computational means and information necessary to declare their decision to the “Walrasian auctioneer”, who is responsible for equilibrating supply and demand. In the theory of general equilibrium agents can only interact via the market and prices. The principal criticism levelled at the hard core of classical economics was raised by Herbert Simon. It is worth noting that this criticism was derived from cognitive science. Individuals have bounded cognitive and computational capacities. Even if they wish to optimise their utility function, they can only do so within the limits of these capacities and insofar as they know this function explicitly. In other words, classical economics postulates too much cognition. At the other extreme, evolutionary game theory, which sets out to modelise the choice of behaviour in animal societies and the choice of strategies within a group of agents or firms, postulates very little cognition. There is a middle way that needs to be developed to take human cognition into account, with both its limits and its sophistication.
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In cognitive economics, the rationality of agents is bounded and procedural. They adopt dynamics of adaptation to satisfy individual and collective constraints. Individual agents possess imperfect, incomplete information and beliefs that they are constantly revising in uncertain and non-stationary environments. The collective behaviour that results from this is the product of interactions between the individual agents. To coordinate or simply to regulate their interactions, they generate and choose all sorts of institutional forms (beliefs, customs, conventions, rules, norms, laws, markets, social networks and private or public institutions). These institutions develop a certain level of autonomy and escape the control of the agents. For their part, the agents continue to interact under the institutional constraints that they have helped to generate and select. The concepts of cognition, interaction, evolution and institution should thus all be considered together. Other currents in economics share the same conceptual framework and most of the above hypotheses. These are institutional economics, behavioural economics and evolutionary economics. Unlike classical economics, which considers the firm as a black box, behavioural and evolutionary economics attempt jointly to explain the firm’s internal decisionmaking processes and their evolution. But this evolutionary and cognitive theory only concerns the firm and neglects other institutions. Each of these currents of economics has its own black boxes and zones of shadow. Cognitive economics chooses to focus on cognitive constraints. These are strict constraints: no strategy can be constructed on the basis of what one does not know; no action can be undertaken on the basis of what one cannot do. One crucial question is that of the spreading and selection of all these institutional forms within human society. It is here that we come across certain self-organised institutions, what Friedrich von Hayek called “spontaneous orders”. For Hayek, they refer essentially to markets. But markets are not the only examples: social networks are also spontaneous orders. Understanding this self-organisation means considering all together institutions, their spreading and selection, interactions and cognitive constraints. Cognitive economics is not armchair economics. The links between cognition, evolution and institutions must be tested by means of field surveys, laboratory experiments, computer simulation and the analysis of models. The awarding of the Nobel Prize in 2002 to Smith and Kahneman represents hearty encouragement from the community of economists for the development of experimental economics. The growth in means of communication and processing of information is making access to empirical data on economic and social activities easier and easier, making possible the emergence of a new type of field survey. Numerical simulation, represented notably by the ACE current (Agent-based Computational Economics), opens up a field at the interface between the production of empirical data and modelisation. Cognitive economics shares this more descriptive concern with behavioural, evolutionary and institutional economics. Like them, its links with experimental eco-
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nomics and computational economics are therefore deep and long-lasting. In parallel, themes explored in cognitive economics are inspiring work in cognitive psychology and cognitive neuroscience, renewing experimental studies into both social cognition and the mechanisms of individual decision-making. It is certainly too early to say whether the different currents described above will succeed in unifying our understanding of the economy as a complex adaptive system. But the attraction and interaction between the different points of view seem sufficiently strong to lead us to think that each current’s zones of shadow will eventually be illuminated by the progress of the others. The only condition is that there should be broad, open debate between the different specialities and the different approaches. This book is the result of a three-year experiment in interdisciplinary cooperation in cognitive economics. As such, it does not claim to cover the whole field of cognitive economics as sketched out in the first chapter. But it does have the advantage of reflecting joint, long-term work between economists, specialists in cognitive science, physicists, mathematicians and computer scientists who share the conviction that cognitive economics can only develop within an inter-disciplinary context. The main aim of this book is to enable any researcher interested in cognitive economics, whatever his or her original speciality, to grasp essential landmarks in this emerging field. This is the reason for organising the book into two main parts. Part I provides disciplinary bases that we consider essential for cognitive economics in general, and more specifically as preliminary bases related to the second part of the book: - the pillars of theoretical economy: individual rationality, general equilibrium theory and game theory; - some fields of cognitive science: experimental psychology, non-monotonic logic, artificial intelligence; - a bit of statistical physics: bases of equilibrium statistical mechanics, phase transitions especially in the case of heteregeneous systems, and generic features in stochastic dynamics. Part II is focused on advanced research in four main domains: beliefs, evolution and dynamics, markets, social networks. In guise of a discussion on what is or should be cognitive economics besides the fact that eventually it will be what is done by those claiming their interest in cognitive economics -, the reader will find: the introduction What is Cognitive Economics?, by one of us (P. B.); an economist view in Topics of Cognitive Economics, Chapter 11 by Bernard Walliser, focusing on the interplay between an epistemic and an evolutionist research program; and, at the end of the book, an epilog, The Future of Cognitive Economics, drawn by Jacques Lesourne, whose presence at every step of the interdisciplinary program has been very stimulating. Finally as Editors of this book we would like to thank all the contributors for entering the “cooperative game” implied by the writing of a chapter,
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with in particular having his/her chapter carefully discussed with contributors of different disciplines. We hope that the reader will benefit from these collaborative efforts and enjoy this book as a tool for future research.



Paris, June 2003



Paul Bourgine Jean-Pierre Nadal



Post-scriptum: as already mentionned, this book is an outcome of a three years interdisciplinary program; the later received support from the CNRS (the main French public research organism), for the organisation of a national research network (“GDR”) on cognitive economics, and for the organisation of two advanced schools (Berder, 2000 and Porquerolles, 2001) and one workshop (Paris, 2002) on cognitive economics: we thank the CNRS and all those who acted in favor of our efforts, especially at the Human and Social Science Department of CNRS, with a special mention to Marie-Th´er`ese Rapiau and Evelyne Jautrou who tooked care of the administrative and organisational tasks, and helped us so much with their enthousiasm and kindness.
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What is Cognitive Economics?



Paul Bourgine CREA, Ecole Polytechnique, Paris



1.1



Introduction



Modern science, while diversifying the subjects of its research, is tending towards the use of a cross-disciplinary approach to test its hypotheses. The paradigms of each discipline are thus being subjected to appraisal by the yardsticks of their neighbouring disciplines. Over the last thirty years, cognitive science has been forming hypotheses and models of cognition and subjecting them to experimentation. Its impact on a great number of disciplines continues to grow. Because they study knowing beings and their interactions, the social sciences stand to be considerably enriched by a cognitive turn. Cognitive economics lies within this movement of the social sciences. This turn can be defined, very broadly, as the integration into economic theory of individual and collective cognitive processes and their particular constraints, both on the level of individual agents and that of their dynamic interactions in economic processes. The traditional core of classical economics is founded on the maximising rationality of the agent and on the concepts of equilibrium in game theory and the General Equilibrium Theory. The agent is considered “rational” if he can be represented as maximising a function. In this approach, all the theorems of representation of preferences take the same form: if an agent’s preferences satisfy certain axioms, then everything takes place “as if” the agent was maximising a certain function, which is then called his utility function. This utility function can be intertemporal, reflecting the agent’s preferences for all his future intertemporal choices. But future time is also “eductive” time: eduction in game theory only takes place in the mind of the agent, who is calculating, for the whole future, his equilibrium strategies faced with the strategies of the other players, knowing that the other players are doing the same. Together, these equilibrium strategies constitute a game equilibrium, which is cognitively sophisticated and from which it is in nobody’s interest to deviate. This is what one calls Nash equilibrium. In General Equilibrium Theory, the agents are supposed to be cognitively capable of announcing the optimal quantities they wish to buy or sell at every price proposed by the Walrasian auctioneer: this auctioneer, faced with a market in disequilibrium, proposes alternative price systems until an overall balance is obtained between the supply and the demand. The General Equilibrium Theory states that an equilibrium price system does exist. This price system produces both market equilibrium and a Pareto equilibium insofar as it is impossible to improve the situation of one agent without deteriorating
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the situation of another. In game theory, collective rationality in a game is defined as the attempt to find a Pareto equilibrium in this game. General Equilibrium is thus compatible both with the individual rationality of each agent and with collective rationality, in the sense of individual maximising rationality and collective Pareto rationality. In the traditional core of classical economics, ’time’ is limited to the present tense, the interactions between agents are confined to anonymous relations of exchange in the marketplace and the cognitive capacities of the agents are assumed to be sophisticated and unlimited. The notion of time endowed with an evolutionary dimension was reintroduced in another theory of games, evolutionary game theory, due to John Maynard Smith. This theory, born in the context of ethology, aims to account for the selection of behaviours during interactions between agents. However, because of the context from which it developed, it only provides a sketchy modelisation of cognition, which is generally considered from a non-eductive point of view. So, evolutionary game theory takes all sorts of social interactions into account within an evolutionary time dimension, but it does not assume enough cognition. Classical economics, on the contrary, only takes into account a present time heavily charged with eduction, but it assumes too much cognition. There is a middle way to be found, by which we can conserve both the time of evolution and the time of eduction, while taking into account human cognition with its limitations and also its sophistications. Cognition is the processing of information, in the widest possible sense, comprising all its different aspects such as, for example, processes of interpretation. A cognitive system is thus a system for processing information. It can be incorporated into one sole individual or distributed over a large number of individuals, giving rise to the terms individual cognition and distributed cognition respectively.Social cognition is cognition distributed over all the individuals in a society, interacting within their local networks. Individual cognition can, in turn, be considered as cognition distributed over the neuronal network. Cognitive science studies both the functioning and the evolution of cognitive systems, as systems capable of adaptation through learning and coevolution. Two types of criterion for judging the success of a cognitive system are generally envisaged. The first is a criterion of viability: the function of the cognitive system is to maintain the adaptation of the whole system within its constraints of viability. The second is a criterion of validity: the cognitive system is responsible for anticipating what may happen. Rationality is also a key concept in cognitive science. Here, however, rationality does not have the same meaning as in classical economics. There is a whole current of research into logic associated with the criterion of validity: being “rational” signifies reasoning ’well’, in other words using a system of logic to reason. With the criterion of viability, being “rational” signifies acting ’well’, in other words
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acting in such a way as to remain adapted and viable. These two criteria of cognitive science are not opposed. Reasoning well and anticipating well generally make it possible to act well. This means putting the capacities of reasoning and anticipation to the service of the adaptive capacities. Adaptive rationality thus moves to the forefront. This whole presentation of cognitive economics is structured around the concept of rationality, a concept that belongs to both the economic and the cognitive sciences. It has the advantage of bringing the main debates into focus and exposing important differences in points of view. As in classical economics, the questions of individual and collective rationality are studied. However, the focus must be shifted away from maximising rationality and Pareto rationality, towards individual and social adaptive rationality.



1.2



Forms of Individual Rationality



In classical economics, behaviour is rational if it can be represented as maximising an objective function. Herbert Simon has called this form of rationality substantive rationality. The major criticism of this rationality is also due to Simon: substantive rationality only holds explanatory value if the actor does in fact optimise a function to make a decision. According to the cognitive sciences, however, this optimisation is in most cases incompatible with the limited cognitive capacities of agents. Furthermore, the agent must know his objective function. This represents another huge epistemic presupposition. Like the situations in which the agents find themselves, the very formulation of such a function can be extremely complex. 1.2.1



Bounded Rationality



All cognitive systems, whether they are natural or artificial, display limited cognitive capacities. This situation remains unaffected by the growing role of computers in our lives: the liaison between people and computers simply modifies the way in which their respective limits are combined, but these limits continue to exist. Of course, there are differences between the cognitive limits of humans and those of machines. But before we explore these differences, we should look deeper into the concept of cognition. Cognition is the processing of information. This definition must be taken in a broad sense. For information here refers to information not only in its symbolic form but also in all the forms of complex signals that come from the environment. And the processing of information refers to both the bottomup processing from raw information and the top-down processing from interpretative hypotheses: top-down processing infers all sorts of expected consequences from the signals coming from the environment. Thus, the whole interpretative process forms an integral part of cognition. In this context, information can be taken in the sense of its etymolon in-formare, in other
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words as a representation of the external world formed within the cognitive system. In general, this representation should not be taken to be a faithful image of a situation in the world but as an interpretation of this situation. Many different interpretations of the same situation are therefore possible, depending on the agent’s capacity for categorisation, connected to his history. In terms of human cognition, the work of psychologists has led them to postulate that two forms of memory exist: the short-term and the longterm. Their experiments have evinced a short-term memory limited to 7 ± 2 patterns, following Miller’s law, and a characteristic period of ten seconds required to memorise one of the patterns in the long-term memory. This represents two strong limits imposed on human cognitive capacities, whatever the mental activity under consideration. Human eductive activity is enormously constrained by these limits on cognitive capacities. On first sight, the eductive activity of machines appears to be much less bounded. But the example of chess demonstrates that the strength of the human expert is equivalent to that of the machine. We can only conclude that the machine possesses bounded cognitive capacities on other levels. Here, it is the capacities for categorisation - to create and evaluate relevant patterns - that are more powerful in humans and much more limited in machines. It is as if the bounded capacities for calculation of humans were compensated by the bounded capacities for categorisation of machines. In both cases, however, cognitive capacities remain limited. Whatever evolutions may occur in the capacities for calculation of machines and the manner in which humans interact with them, their combined cognitive capacities will remain limited. And eduction can only explicitly be performed with a finite horizon, generally very limited because of the combinatory explosion in possibilities. When Herbert Simon defines bounded rationality as “a theory of how to live in an infinitely complex world while possessing only bounded cognitive capacities”, he is presenting a paradox. We can also remark, in passing, that Simon here favours the criterion of viability. The cooperation between cognitive science and the economic sciences on the subject of bounded rationality has the potential to be both exemplary and fertile, as much on the theoretical as on the descriptive plane. 1.2.2



Procedural Rationality



In cognitive economics, bounded rationality, with its paradoxical formulation, is the cornerstone of individual rationality. One way to resolve the paradox of bounded rationality consists in attributing all sorts of procedural knowledge to individuals, enabling them to proceed fairly directly towards their goals. Different authors have used different terms to refer to this knowledge: heuristics, production rules, situation/action patterns, habits. It can manifest itself in the form of explicit knowledge or, more likely, as implicit know-how. When it is explicit, it makes reasoning possible.
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If agents do not use explicit procedures for the optimisation of their objective function, fresh attention must be given to their effective selection procedures. Substantive rationality focuses on a property of the result of the procedure: it must be one of the optima. What follows is a complete reversal of the meaning of rationality: instead of being focused on the result of the procedure, rationality is now focused on the procedure itself and the procedural knowledge it makes use of. This procedural knowledge also contains the satisficing rules that enable the search to be stopped. This is why this form of rationality is called procedural, following the usage introduced by H.A. Simon. The principle of procedural rationality is thus derived from that of bounded rationality. This opens up a new field of investigation for the economist, who can no longer postulate the universality of the optimisation procedure but must investigate the manner in which agents make their decisions. This psychologising approach to procedural rationality provides a very different description of decision processes to the unique maximisation process provided by substantive rationality. It also makes it possible to understand that bounded rationality, far from being weak, is compatible with strong procedural rationality, in the sense of satisfying the constraints of viability in a complex environment. But this approach does suffer from a serious deficiency. It provides a description at a given moment of the procedural capacities of an agent. But it cannot explain how procedural knowledge, including the satisficing rules, is constructed. This role of the construction of procedural knowledge belongs to the learning process. 1.2.3



Adaptive Rationality and Learning



In the modelisation of learning processes in the cognitive sciences, a distinction is generally made between three modes of learning. The first concerns the categorisation of patterns, which is essential for all cognitive activities, particularly in complex environments. The second is learning by reinforcement, which enables the progressive evaluation of situation/action patterns. The third is anticipatory learning, which is a precondition of eductive activity. All these modelisations are the result of the joint work of the cognitive sciences over several decades with the help of statistical physics, mathematics and theoretical computing. Advances in the neurosciences have enabled the theories to be developed in much greater harmony with the empirical data. It is remarkable that most of the learning rules proposed by both the neuroscientists and the theorists are simple, local rules of transformation of the neuronal network. Learning generally takes place within the context of a repeated game. The very question of the description of the game can cause great difficulties. This description is straightforward for a game like chess, which is a little universe that can be perfectly described in a finite manner. The same
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cannot be said for the problem of driving well in town. And yet drivers accomplish the appropriate movements for each different situation in a quasisure and quasi-instantaneous manner. They have acquired the corresponding know-how. This is a remarkable property of neuronal plasticity that makes adaptation possible in complex situations. Economic agents are more skilful in their know-how than in their knowledge. Most of the time they would have great trouble in expressing their know-how in the form of knowledge. Agents are heterogeneous in their knowledge and know-how because their learning is dependent on their histories and adaptive constraints are specific to each situation encountered. The first pillar of the classical vision of economics was the notion of the agent statically maximising his utility. Cognitive economics adopts the concept of an agent dynamically adapting his satisficing and his know-how through learning, in most cases without even knowing them explicitly. All agents are thus heterogeneous, although they have little knowledge of their own specificities and of the specificities of others.



1.3



The Search for Collective Rationality



Men construct economies through their actions and interactions. Through the division of labour, they succeed better collectively than individually in obtaining the goods and services that enable them to maintain their adaptation in complex environments. Modern economies, by connecting with each other, are moving towards the formation of one sole complex adaptive system. The constraints on this system include not only rare natural resources, the meeting of supply and demand and social justice in the reproduction of human resources but also the distributed cognitive constraints of individuals in the processes of production and exchange. Distributed cognitive constraints are strong constraints: individuals can do nothing that falls outside the scope of what they know how to do, either alone or in interaction with others; they can anticipate nothing outside the range of what they know how to predict, either alone or in interaction with others, on the basis of their models and the information available about nature and about their own and other people’s strategies. These cognitive constraints bear on the processes of social cognition. We have already defined social cognition as cognition distributed over all the individuals in a society, interacting within their social networks. Social cognition is the processing of information at the level of the society. New information attains certain agents in the social network; through chain interactions it is then processed by the social network. In other words, social networks are the support of social cognition processes. The main criterion of success for social cognition derives from the very nature of the economy as a complex adaptive system: the constraints of global viability and individual viability must both be satisfied on a long-term ba-
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sis. Long-term satisfaction means finding a lastingcompromise between satisficing related to global constraints and distributed social satisficing, related to individual constraints. This lasting compromise shares a core meaning with sustainable development. The same compromise applies at every level of organisation. We speak of distributed adaptive rationality to designate a collective rationality based on the search for such a lasting compromise. It is the role of economic policies to attempt to find it. The secondary criterion of success concerns predicting what may happen on both the collective and the individual levels. These predictions are necessary and useful for the satisfaction of the principal criterion. In classical economics, collective rationality is defined by a Pareto optimum, defined as a state of the economy in which the situation of given agents cannot be improved without deteriorating the situation of others. Pareto optimum is a normative concept. In cognitive economics, collective rationality cannot be defined by an optimum, because of the cognitive and/or computational constraints. It takes the form of distributed adaptive rationality, as the search for a lasting compromise between global satisficing and distributed social satisficing. This is also a normative concept. 1.3.1



Distributed Procedural Rationality and Institutional Coordination



As we have seen, each agent, with his individual procedural rationality, possesses individual rules of action in the division of labour. He has incomplete information, with beliefs that he revises constantly within uncertain and nonstationary environments. As he is continually in a situation of uncertainty and learning he is a permanent source of uncertainty to the other agents. The division of labour tends towards ever increasing diversification, resulting in ever more sophisticated needs for coordination. Considered from the perspective of cognitive science, one stands to be in for a big surprise. How can such a great number of agents, in situations of permanent uncertainty, possessing limited cognitive capacities and disparate knowledge, coordinate themselves so precisely, at different scales in space and time, to produce the goods and services of modern economies? This was exactly the question raised by Friedrich von Hayek, explicitly adopting the perspective of cognitive processes. His answer was a theory of institutions as systems of rules. Agents mobilise these systems of rules to coordinate or simply to regulate their interactions. These rules originate in all institutional forms such as customs, beliefs, conventions, norms, laws, markets, social networks and private or public organisations. They may be explicit or implicit. Hayek’s theory of institutions can be situated within the current inspired by Menger, Knight and Coase, turned towards the problems of information, uncertainty and coordination with which agents are confronted in the course of their interactions. Markets are the institutions that organise the exchange of goods and services. It is very rare to find a particular market that functions accord-
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ing to standard economic theory, with a Walrasian auctioneer who modifies the prices until partial equilibrium between supply and demand is attained. Most markets are governed by specific rules, accepted by both the buyers and the sellers. They provide an excellent example of distributed social satisficing. Here, the auctioneer becomes one of the possible forms of a market. In an economy with a very sophisticated division of labour, the markets communicate information to the agents that is of fundamental importance for the linking of their own economic activity with that of the economy as a whole. The price enables them to make decisions without having to consider explicitly all the implications that lie up- and downstream of their activity. Markets, whatever the rules they function with, make possible a decentralised coordination, through prices, of the allocation of rare resources. Markets are not the only institutions governed in a self-organised way that Hayek calls spontaneous orders. Social networks also function in this manner. They also organise exchanges, in which the informational dimension is considerable. These exchanges leave more and more traces on the environment through the rapid growth in all means of communication and information processing. These traces may be deposited in the local network of an organisation but they may also be left in the global environment of the network of networks. The extent to which they are public is relative to the level of organisation under consideration. These public traces are the support of collective beliefs and they play an ever more important role of coordination in our social and economic activities. We can then explore the dynamics of a network - no matter whether it is a social network or a network of production or even of exchange - when information arrives at certain nodes of the network. These dynamics are comprised of two indissociable elements: one comes within the province of distributed social cognition, in which each agent uses his individual routines and the local rules of coordination; the second is the social activity itself, which produces a collective result. From this point of view, distributed social cognition is incorporated into the corresponding social activity. Taken as a whole, the individual rules and the rules of coordination express the distributed procedural rationality of the social activity at a given moment. As the individual rules contain the satisficing rules, the content of the distributed procedural rationality also involves the distributed social satisficing at a given moment. But the distributed procedural rationality only concerns the rapid dynamics of a network. It does not explain how changes occur in the rules of coordination in networks, in the rules of functioning of markets or in the links in social networks or between the sellers and buyers in a market. These dynamics are generally much slower and lie within the domain of distributed adaptive rationality.
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Distributed Adaptive Rationality and the Evolution of Institutions



Insect societies are also organised with a division of labour that enables them to ensure their survival better collectively than individually. The coordination of work for the purposes of construction, foraging, culture and rearing their young is quite remarkable. Curiously, societies of more sophisticated animals do not display such an advanced level of division of labour as insects. In becoming more sophisticated, animals become capable of a much wider repertoire of possible behaviours, but at the same time they lose the capacity to coordinate themselves in such a precise manner. It is only when we come to human society that coordination and division of labour on a large scale in space and time reappear. To understand what a coordination game is, we can take the example of driving a car. In the game matrix, there are two equilibriums of coordination - driving on the left or driving on the right - from which it is preferable not to deviate. But one of these two rules must be chosen. There are two main theories to explain how we attain these rules of coordination. The first is described by evolutionary game theory. It demonstrates that we reach equilibrium of coordination after numerous attempts and numerous generations, if the payoff matrix is a matrix of a game of coordination. This path is present in all societies, but it is slow. This explains why it is suitable for animals as simple as insects. However, because of its slowness it cannot enable the development of large scale coordination for sophisticated animals. The second is the theory of conventions of Lewis. This is an exemplary theory for understanding how a whole family of rules, conventional rules, can emerge with ease. Lewis is a philosopher and his work on conventions lies in the domain of epistemic logic. We can present his theory in the following manner. In games of coordination, it is easy to coordinate on a convention if it is common knowledge that each agent knows that in it is the interests of the others to coordinate with him. This presupposes that agents are specular, in other words they are capable of reasoning about the reasoning of the others. Specularity is an essential cognitive presupposition for the rapid emergence of a conventional rule between whatever number of agents. It is a property specific to human cognition. In reality, selection by the evolutionary path or by the eductive and specular path is valid for a much broader range of game situations. In general, the selection of new individual or organisational routines can occur in a consequential way or in an evolutionary way. In the former case, this supposes that the agent is sufficiently well informed of the future consequences of his choice and that he can proceed in an eductive manner. If he is not informed, he will necessarily find himself in the latter case, obliged to conform to the conventional judgement of J.M. Keynes: in the absence of information, it is rational to trust the judgement of the other, if one believes that the other is better informed. In fact, this is the path of mimicry. The rules of mimetic se-
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lection can be very diverse, depending on the way both the local influences in the social network and the much more global social influences are taken into account. By taking the mimetic path, the agent is entering a co-evolutionary game with the other agents. The choice facing an agent between the evolutionary path and the consequentialist path is difficult and yet omnipresent. It is in fact a compromise between exploration and exploitation, between exploitation of the rules already chosen by the social network or exploration of new rules, with generally more poorly known consequences. The choice is made even more complicated by the presence of a free rider dimension, where the agent prefers to let the evolutionary process do the exploring for him. This choice is quite crucial: for innovation in the individual and institutional rules depends on it. It is within this context of institutional evolution that we must consider adaptive rationality. This distributed adaptive rationality consists in satisfying the collective and individual constraints of viability, still in the sense of satisficing. If the local or global constraints of viability are violated, agents modify their individual (including satisficing) and institutional rules, in either an evolutionary or a consequentialist way. In both cases, their choices will spread through the social network, disturbing their neighbours’ choices in a form of chain reaction. These rules emerge, spread while undergoing transformation and eventually disappear. These dynamics are altogether analogous to those of “cultural” selection. If the constraints of viability are violated, the agents may also modify the strength of the links in their neighbourhood, eliminate some of them or add others, or even change place completely in the process of production or exchange. This ability of agents to change their position in the social network represents a major degree of liberty. The possibility of choosing the agents with whom one interacts necessitates a review of certain evolutionary game analyses. In these games, it is usually considered that encounters occur at random, that agents cannot choose whom they interact with. There is no social network in such evolutionary games. Agents in interaction in a social network therefore have two possible main strategies of adaptation. The first consists in the co-evolution of individual and institutional rules within the social network, in the manner of the dynamics of “cultural” selection. The second consists in modifying the links in the social network itself. Certain agents may leave and new ones may join. In this two-way movement, the institutions and the rules that they produce acquire a certain level of autonomy.



1.4



Towards Cognitive Economics



The cognitive constraints distributed over individuals are strict constraints, which arise every time an individual interacts with other individuals or with nature. This fact alone is enough to justify the importance of a cognitive
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turn in economics. Such a turn, however, cannot be developed as a superficial transfer of concepts and models. We must first understand what it is that profoundly unites cognitive science and economics. The preceding text was written with this aim in mind. It has drawn on forerunners such as Herbert Simon and Friedrich von Hayek, who display a deep understanding of these two disciplines. There is no shortage of research programmes in the above. Firstly, we could move towards more interactions loaded with cognition than postulated in the General Equilibrium Theory and in evolutionary game theory: whatever market typology we choose to consider, the great majority of them are the site of economic and cognitive interactions as in the social networks; this means placing more importance in the study of the social networks and social cognition of which they are the support. In the learning process, we could go further in taking into account uncertainty and the compromise that must be made between exploring what is poorly known and exploiting what is well known, having been chosen already by the social networks. We could study how the distribution of individual and institutional rules and the structure of the social network of heterogeneous agents that construct these rules coevolve. We could examine the growing role of the written traces deposited in a network on the distribution of individual beliefs and their interweaving to form “collective” beliefs, and then explore the role of these beliefs in the coordination of agents in this network. Or again, we could attempt to modelise the way in which agents adjust their satisficing thresholds in a distributed manner in relation to their own and global constraints. Doubtless, we cannot go down all these paths at the same time, but from the point of view of cognitive economics every one of them deserves attention. However, the essential question concerns not so much the choice of one or another themes of research, but the (procedural) way in which the economy is studied as a complex adaptive system, in itself composed of adaptive agents. This situation is not unique to economics. It also concerns not only the other human and social sciences but also, for example, multi-cellular biology and ecology. It is a matter of explaining the emerging properties that link, in both directions, the micro level of organisation to the macro level. The epistemological difficulties are daunting: both the global and the individual adaptive systems are singular, heterogeneous and only live once. The corpus of available facts may consist of wide samples of individual and collective dynamics, with all their uncertainty and imprecision. In the case of a corpus of facts obtained under controlled laboratory conditions, they may be narrower but more precise and certain. In the sciences concerned with the study of complex systems, consensus seems to be forming behind the idea of starting from such corpora of facts and trying to reconstruct them with the help of theories, models and simulation. It is a whole epistemology of models and simulation that must be debated. The first question is that of the degree of similarity between the corpus of facts and the results obtained from the simulations of
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a model. A whole range of degrees is possible, between two extremes: seeking a crude degree of similarity in order to focus on the qualitative but genericproperties of the emerging phenomena or seeking a more precise degree of similarity to obtain the statistical distributions observed and the evolution in these distributions. The qualitative and generic properties are generally sufficient for the purpose of understanding. The scientific ideal is located on the side of modelisation and the theorisation of evolutions on the statistical distributions. The two approaches are thus equally essential and the possibility of adopting them together is strongly dependent on the quantity and quality of the corpus of data. There are two ways in which the economic sciences can interact with the cognitive sciences. The first consists in borrowing their results concerning high level symbolic cognition from the cognitive sciences. This is what Simon did with bounded rationality, making it possible to extend the limits of what one can call “rational” behaviour: he saved rationality by submitting it to the rarity of cognitive resources. The second way consists in focusing on neurosciences and on learning processes. Hayek not only studied the neurosciences, he actually contributed to them. Experimental economics has mainly used the first way; but it has started to explore the second, although it is more oriented towards cognitive psychology and social psychology. There is no long term dilemma between these two ways: scientific disciplines are submitting themselves more and more to the constraints of the facts and theories of neighbouring disciplines. The two ways can be considered together, as is happening to an ever increasing extent in cognitive science with cognitive psychology and neuroscience: this movement is producing convergent explanations that are much more satisfactory for the understanding of cognitive processes. If we manage to take these convergences in cognitive science into account in the experimentation and theory of economic interactions, we shall obtain explanations that cover the two levels of organisation. There are disciplines in which the explanations that are considered satisfactory cover two levels of organisation. This is indeed the objective each time we have to modelise an adaptive system obtained by the coordination of a large number of adaptive subsystems. Economics is in this situation, with agents who, admittedly, have limited cognitive resources but who possess sophisticated cognition due to specularity. Finally, there remains the question of the circular figure of institutional emergences in human society: individuals, organised into social networks, produce institutions in a bottom-up way; these institutions acquire a certain level of autonomy and thus seem to exercise a top-down control on the individuals who produced them. We may wonder whether this acquisition of autonomy is inevitable, and what additional control individuals can obtain over their institutions when they are conscious of their individual adaptive rationality and are seeking a collective adaptive rationality.
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Rational Choice under Uncertainty



Mohammed Abdellaoui GRID-CNRS, ENSAM-ESTP, Paris



Abstract. As the standard theory of rational choice under uncertainty, expected utility represents a key building block of the economic theory. This rational choice theory has the advantage of resting on solid axiomatic foundations. The present chapter reviews these foundations from normative and descriptive point of views. Then, some of the ‘most promising’ generalizations of expected utility are reviewed.



2.1



Introduction



Though uncertainty pervades all aspects of life and human action, it has a rather short history in economics. Surprisingly, Daniel Bernoulli’s (1738) notion of expected utility, which suggests that (in games of chance) risky monetary ventures ought to be evaluated by the sum of the utilities of outcomes weighted by the corresponding probabilities, was not immediately used in economic theory. The formal incorporation of the notion of risk (i.e. uncertainty with exogenously given probabilities) through the expected utility hypothesis was only accomplished in 1944 by John von Neumann and Oscar Morgenstern in their Theory of Games and Economic Behavior. The main contribution of this work was the explicit formulation of rational foundations for the use of expected utility in individual decision-making under risk. Subsequently, the expected utility rule was derived from elementary postulates of rationality without imposing exogenously given (i.e. objective) probabilities by Leonard Savage in his classic Foundations of Statistics (1954). These two contributions lie behind the development of the theory of rational choice within the discipline of economics. A theory of choice may be seen from two points of view: normative and descriptive. The normative point of view considers some of the formal axioms of choice theory as rules of rational behavior. Such rules, often formulated as logical implications, are justified in terms of consistency. The simplest example of a consistency requirement which has a normative appeal in choice theories is transitivity. If a decision maker prefers A to B and prefers B to C, then (s)he should prefer A to C. As will be shown in the sequel, expected utility needs more specific consistency conditions (in addition to transitivity). The descriptive point of view focuses on the ability of the theory of choice to account for observed behavior. This point of view boils down to seeing whether observed behavior is consistent with the rationality rules behind the model under consideration. Consequently, if people persistently choose in a manner that contradicts these rules, then the canons of rationality used
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should be questioned. In the case of the expected utility model, the confrontation between observed individual behavior and the rationality principles behind the expected utility rule was mainly realized through laboratory experiments. This confrontation considerably deepened the debate on rationality under uncertainty and gave birth to a long list of new models generalizing the expected utility model. Section 2.2 of this chapter reviews expected utility with objective and subjective probabilities, and gives static and dynamic arguments in favor of expected utility maximization. Section 2.3 presents some popular violations of expected utility and discusses the relevance of experimental evidence for decision-making under risk and uncertainty. Section 2.4 reviews some of the most promising families of models generalizing expected utility.



2.2 2.2.1



Expected Utility Theory Background



Mathematical expectation was considered by earlier probabilists as a good rule to be used for the evaluation of individual decisions under risk (i.e. with objective probabilities), particularly for gambling. If a prospect is defined as a list of outcomes with associated probabilities, then one will prefer the prospect with the highest expected value. This rule was, however, challenged by a chance game devised by Nicholas Bernoulli in 1713, known as the St Petersburg paradox. The game can be described as follows. A fair coin is tossed repeatedly until it first lands heads. The payoff is 2n ducats if this happens on the nth toss, n = 1, 2, ... . Nicholas Bernoulli observed that, following the expected value rule, the corresponding prospect has an infinite value, and any reasonable person would not pay more than a small amount of money to buy the right to the game. To solve his cousin’s paradox, Daniel Bernoulli (1738) proposed the evaluation of monetary prospect using a non-linear function of monetary payoffs called utility. Specifically, he suggested that the more a person is wealthy, the less increments in income are valuable for him or her, so that a gain would increase utility less than a loss of the same magnitude would reduce it. In modern terms, the utility function exhibits diminishing marginal utility of wealth. Daniel Bernoulli used a logarithmic utility function to show that the expected utility of his cousin’s game is finite, and considered that this solves the St Petersburg paradox1. Two centuries later, von Neumann and Morgenstern (1944) gave an axiomatic basis to the expected utility rule with exogenously given (objective) probabilities. This allows for the formal incorporation of risk and uncertainty 1



Menger (1934) pointed out that diminishing marginal utility (i.e. concavity of utility) is actually not enough to avoid infinite expected utility. He proposed that utility must be bounded.
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into economic theory, and consequently opens the door to the application of an important number of results from probability theory (applications to interactive decision-making are discussed in the chapter entitled ‘Game Theory’ by Walliser). As stated by Machina and Schmeidler (1992, p. 746), “it is hard to imagine where the theory of games, the theory of search, or the theory of auctions would be without it.” Subsequently, a second line of inquiry on the foundations of expected utility theory led to a more realistic representation of uncertainty. Combining the works of Ramsey (1931) and von Neumann and Morgenstern (vNM), Savage (1954) proposed a more sophisticated way to represent uncertainty in which ‘states of the world’, the carriers of uncertainty, replace exogenously given probabilities. Savage’s approach to decision-making under uncertainty is based on the fundamental idea that decision makers’ beliefs regarding the states of the world can be inferred from their preferences by means of subjective probabilities. 2.2.2



Expected Utility with Objective Probabilities



Expected utility theory has been axiomatized in several different ways (vNM, 1944; Herstein and Milnor, 1953 and Fishburn, 1970 among others). We will follow Fishburn (1970) and his approach based on probability measures to expose the axioms of expected utility theory. Let X be a set of outcomes and P the set of simple probability measures2 , i.e. prospects, on X. We assume that the set P contains all the elements of X through degenerate probability measures. By < we denote the preference relation (read “weakly preferred to”) of a decision maker on P. We write P  Q if P < Q and not(Q < P ), and P v Q if P < Q and Q < P . The binary relation satisfies first order stochastic dominance on P if for all P, Q ∈ P, P  Q whenever P 6= Q and ∀x ∈ X, P ({y ∈ X : y < x}) ≥ Q({y ∈ X : y < x}). Assume also that, for α ∈ [0, 1], the convex combination αP + (1 − α)Q of probability measures P, Q ∈ P is a compound (or two-stage) prospect giving P with probability α and Q with probability (1 − α). In this setting, the compound prospect αP + (1 − α)R is obviously probabistically equivalent to the single-stage prospect giving consequence x ∈ X with probability αP (x)+ (1 − α)Q(x). This means that reduction of compound prospects is satisfied. Then, suppose that < satisfies the following axioms for all P, Q, R ∈ P: vNM1. < transitive and complete on P. vNM2. (P  Q, α ∈ [0, 1]) =⇒ (αP + (1 − α)R  αQ + (1 − α)R) 2



A simple probability measure on the set of all subsets of X is a real-valued function P such that P (A) ≥ 0 for every A ⊂ X, P (X) = 1, P (A ∪ B) = P (A) + P (B) for all disjoint events A, B ⊂ X and P (A) = 1 for some finite A ⊂ X. Then, P can be represented by a list of consequences with associated probabilities.
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vNM3. (P  Q  R) =⇒ (αP + (1 − α)R  Q  βP + (1 − β)R for some α, β ∈ [0, 1]). In axiom vNM1, completeness implies pairwise comparability of all prospects, and transitivity assumes that the rational decision maker should rank prospects consistently (if (s)he weakly prefers P to Q and Q to R, then (s)he should weakly prefer P to R). Axiom vNM2, called the independence axiom, says that, if a rational decision maker has to choose between αP + (1 − α)R and αQ + (1 − α)R, his/her choice should not depend on the ‘common consequence’ R. Many authors in decision theory use another version of the independence axiom in which implication and strict preference are replaced by equivalence and weak preference respectively. In the presence of vNM1, first order stochastic dominance is implied by independence. Axiom vNM3, called the Archimedean axiom, asserts infinite sensitivity of preference judgment on the part of the decision maker. Axioms vNM1, vNM2 and vNM3 are necessary and sufficient for the existence of a real-valued (utility) function U on P such that ∀P, Q ∈ P, P < Q ⇐⇒ U (P ) ≥ U (Q), ∀P, Q ∈ P, ∀α ∈ [0, 1], U (αP + (1 − α)Q) = αU (P ) + (1 − α)U (Q).



(1) (2)



The function U preserves preference ranking on P, is linear in the probabilities, and is unique up to a positive affine transformation. The expected utility criterion results from a combination of propositions (1) and (2) and can be formulated as follows ∀P, Q ∈ P, P < Q ⇐⇒ E(u, P ) ≥ E(u, Q),



(3)



where u is the restriction P of U to the set X (through degenerate probability measures) and E(u, R) = x∈X r(x)u(x) for any prospect R. It implies that if the decision maker’s preferences satisfy vNM1, vNM2 and vNM3 on the set of exogenously specified alternatives P, then (s)he should use the expected utility rule to rank these alternatives. 2.2.3



Expected Utility with Subjective Probabilities



A more sophisticated representation of uncertainty in individual decisionmaking consists in giving up exogenously specified probabilities in favor of subjective uncertainty. This approach was initiated by Ramsey in his attempt to extend expected utility to the case where uncertainty is subjective. Savage (1954) was however the first to succeed in giving a simple and elegant axiomatic basis to expected utility with subjective uncertainty. According to Savage, the ingredients of a decision problem under uncertainty are: the states of the world (the carriers of uncertainty) the outcomes (the carriers of value) and the acts (the objects of choice). The set S of states is such that one and only one of them obtains (i.e. they are mutually exclusive
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and exhaustive); an event is a subset of S. The set of all possible outcomes faced by the decision maker is denoted X. An act is an application f from S into X. When the act f is chosen, f (s) is the outcome that will result when state s obtains. For outcome x, event A, and act g, xA g (fA g) denotes the act resulting from g if all outcomes for event A are replaced by x (the corresponding outcomes f (s), s ∈ A). Because acts are the objects of choice in the Savagean set-up, the set of acts A is provided by a preference relation denoted by < (read “weakly preferred to”), with v and  defined as usual. The preference relation < is extended to the set X of outcomes through constant acts, i.e. acts f for which f (S) = {x ∈ X : f (s) = x for some s ∈ S} = {y} for some y ∈ X. An event A is said to be null if the decision maker is indifferent between any pair of acts that differ only on A. Savage’s axioms for finite-outcome acts are as follows: S1. The preference relation < is complete and transitive. S2. For all events A and acts f , g, h and h0 , f A h < g A h ⇔ f A h0 < g A h0 . S3. For all non-null events A, outcomes x, y and act f , xA f < yA f ⇐⇒ x < y. S4. For all events A, B and outcomes x  y and x0  y 0 , xA y < xB y =⇒ x0A y 0 < x0B y 0 . S5. There exists outcomes x and y such that x  y. S6. For any acts f  g and outcome x, there exists a finite partition {A1 , ..., An } of the state space S such that xAi f  g and f  xAj g for all i, j ∈ {1, ..., n}. Axiom S2, called the sure thing principle, states that if two acts f and g have a common part over an event (−A), then the ranking of these acts will not depend on what this common part is. It implies a key property of subjective expected utility: separability of preferences across mutually exclusive events. Axiom S3 is an eventwise monotonicity condition. It states that, for any act, replacing any outcome y on a non-null event by a preferred outcome x results in a preferred act. Axiom S4 is a likelihood consistency condition. It states that the revealed likelihood binary relation 1, average power scales as L 2 = N . If agent behavior was oscillating in phase, we would expect power to scale in N 2 . The scaling in N implies that N/s patches of constant size s oscillate independently giving: N N P ∼ Ps ∼ N s ∼ 2 s q where Ps is the power of one patch, proportional to s2 . This interpretation is consistent with our interpretation of autocorrelation measurements and the observation of small domains. The scaling of s in q −2 is obtained from the equivalence between the time it takes for the social influence to sweep a domain and the time it takes for the threshold adjustment to sweep between the extreme values. P Figure 5 displays the rescaled inverse power (i.e. N ) as a function of the adjustment rate q for three N values (400, 1600 and 6400). The collapse of the three curves above q = 1 is good, the quadratic scaling in q is approximate. Figure 6 displays the Fourier power spectrum of the time series of agent states when q = 2. The large peak around abscissa 30 corresponds to a frequency of 10 iterations per agent. At larger frequencies, the long tail corresponds to a 1/f 2 noise. Small scale correlations in agent behavior due to local imitation processes are responsible for this long tail. For lower values of
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Fig. 21.5. Rescaled inverse power in the fast adjustment regime, for several network sizes, L = 20, 40, 80 as a function of the adjustment rate q. When q > 1 one observes a good collapse of simulation data for the rescaling in N and an approximate quadratic variation in q.



the maximum adjustment rate q, the importance of the peak with respect to the 1/f 2 noise is increased.



21.3.3



Adjustment of Sellers’ Reservation Price



One simple implementation of the process of adjustment of sellers’ reservation price is to assume an aggregated supply and a corresponding selling price which is globally adjusted, as would be the case in the presence of a monopolistic seller. As mentioned earlier, adjustments by buyers and sellers result in converging threshold adjustments. Exploratory simulations indeed verify this prediction: the observed dynamics are the same when adjustment rates are equivalent in amplitude for buyers and sellers, with a doubling of adjustment rate as compared to the case when the sellers’ price is constant (when writing the algorithm for adjustment, global equivalence of adjustment rates is achieved when the sellers’ adjustment rate is decreased by a factor 1/N with respect to buyers’ adjustment rates for each transaction). In the case of different adjustment rates, a shift in prices is observed, which is not of much interest to us: it can simply be interpreted as inflation.
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Fig. 21.6. Power spectrum in the fast adjustment regime, for L = 80 and fast adjustment (q = 2). The frequency scale correspond to 320 updating per agent on average for one frequency unit.



21.4



Conclusions



The results obtained were based on very simple assumptions about the economic network structure and the imitation and adjustment process. But we believe that these results, especially the 1/f 2 noise, do not depend upon the details of these assumptions. Let us give some arguments for the generality of our hypotheses. • We based the “voting” process on information processing, but this process can be also be accounted for on the basis of “positive externalities”. Agents can experience increase in the utility of equipment when their neighbors also own such equipment. • Who are the agents? For the sake of simplicity, the discussion implicitly assumes that agents are individuals, but the same reasoning could apply to firms taking decisions on purchasing goods or equipment or even making strategic decisions. In this respect the size of the network (number of firms) would be much smaller, which could move the dynamics towards the slow adjustment regime. • The network topology: a lattice is an extremely regular network which allows nice pattern observation, but which cannot be considered as a good model of a socio-economic network. In fact a lattice shares with real networks the property of having many short loops, which is not the case for random nets. In any case, the imitation model can be extended to structures with non-homogeneous local connectivity, small worlds or scale free networks [17,18], by rewriting equation 1 using fractions of sites with positive or negative state rather than direct summation.



21



Adjustment and Social Choice



367



• We discussed random updating of agent states, but one could also introduce other conditions, such as propagation of a purchase wave as in the percolation model [10,11] for which 1/f 2 noise was also observed. Let us now come to the observations. • The 1/f 2 noise was expected: such fat tails have been consistently reported in empirical data from financial markets. The reason commonly put forward for the fat tails is interactions among agents. • The periodic oscillations were unexpected, although their origin becomes pretty evident after observation. The most interesting interpretation in real life are business cycles. In this framework the agents are firms and the network is the “economy”: the set of production, trade and services which form the economic network. Here we have a possible microscopic theory of business cycles which does not assume any external trigger such as innovation cycles, as often suggested by macro-economists. We probably have to take into account some specific features of economic networks such as the anisotropic character of connections (interactions between producers and consumers are different from competitive interactions) to get more precise predictions but some results, such as the increase of the amplitude of activity variation with coupling, are already within the framework of the present model. Acknowledgments: We thank Alan Kirman, Jean-Francois Laslier, Jacques Lesourne, Jean-Pierre Nadal, Sorin Solomon, Antonio Turiel and Jean Vannimenus for collaborations and helpful discussions. DS thanks PMMH/ESPCI for hospitality at the time this collaboration started. We acknowledge partial support from the FET-IST grant of the EC IST 2001-33555 COSIN.
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22 From Agent-based Computational Economics Towards Cognitive Economics Denis Phan GET-ENST de Bretagne and ICI-Universit´e de Bretagne Occidentale, France Abstract. This Chapter provides a short introduction to Agent-based Computational Economics (ACE), in order to underline the interest of such an approach in cognitive economics. Section 22.2 provides a brief bird’s eye view of ACE. In section 22.3, some interesting features of the Santa-Fe Approach to complexity are then introduced by taking simple examples using the Moduleco computational laboratory. Section 22.4 underlines the interest of ACE for modelling and exploring dynamic features of markets viewed as cognitive and complex social interactive systems. Simple examples of simulations based on two cognitive economics models are briefly discussed. The first one, deals with the so-called exploration-exploitation compromise, while the second deal with social influence and dynamics over social networks .



22.1



Introduction



Leigh Tesfatsion [68] defines Agent-based Computational Economics (ACE) as “the computational study of economies modelled as evolving systems of autonomous interacting agents. Starting from initial conditions, specified by the modeller, the computational economy evolves over time as its constituent agents repeatedly interact with each other and learn from these interactions”. A growing proportion of ACE uses “computational laboratories” (CL), i.e a multi-agent framework, based on object-oriented languages. In such a framework, the modeller has few codes to write and can use different kinds of pre-existent agent types, interactions - communications structures, rules etc. CL allows us to study complex adaptive systems with multiple interacting agents by means of controlled and replicable experiments, usefull to compare different models in the same framework. Moreover, CL provides “a clear and easily manipulated graphical user interface that can permit researchers to engage in serious computational research even if they have only modest programming skills” [67]. In the Moduleco CL [56] used for this chapter, ACE embodies the two sub-perspectives of cognitive economics: the “eductive” (or “epistemic”, one and the “evolutionist” one (see Walliser, chap. 11 this book). More specifically, in this chapter, the “evolutionist” perspective is taken closer to the Santa Fe’ approach (SFA), which is related to the “complex adaptive systems” paradigm [4,7]. Therefore, according to a wide usage in the literature, we refer to this later approach as being an evolutionary one, speaking of evolutionist when refering specifically to the corresponding methodological perspective of cognitive economics proposed by Walliser (chap. 11 in this
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book). A key feature of those models is viewing the emerging order as a product of the system dynamics (system attractors), and more specifically of its element interactions [12]. At this time, the eductive perspective is less developed within ACE, but some authors are attempting to develop some tasks on the evolution of learning representation, but mainly in an evolutionist perspective. This chapter provides an outline of ACE, and complexity-related concepts (sections 22.2 and 22.3). Section 22.4 deals with dynamics over social networks. The effect of communication structures’ topologies upon dynamics is discussed using very simple examples.



22.2



Multi-agent Systems and Agent-based Computational Economics



This section provides a brief bird’s eye view of the principles and applications of ACE in economics, and underlines the interest of ACE for modelling markets viewed as cognitive and complex social interactive systems. 22.2.1



Agent Based Computational Economics



Because many surveys about ACE are available [64–67] we only outline in this section the main topics of this research area, some references and questions raised by this growing literature. Three special journal issues in 2001 devoted to ACE provide a large sample of current ACE research ( [2,3], IEEETEC 2001). Tesfatsion roughly divides this research area into eight topics: (i) Learning and the embodied mind; (ii) evolution of behavioural norms; (iii) bottom-up modelling of market processes; (iv) formation of economic networks (v) modelling of organisations, (vi) design of computational agents for automated markets; (vi) parallel experiments with real and computational agents (viii) building ACE computational laboratories [67]. In addition, LeBaron [39] proposes some suggested readings in agent-based computational finance and a “builder’s guide” for such models [40]. Finally, Axtell and Epstein, authors of a book which has become a reference in this field: Growing Artificial Society, Social Sciences from the Bottom Up [22], provide methodological issues ( [9,10] see also, among others, [24]. Let us note that topic (i) is close to the eductive sub-perspective of cognitive economics, while topics (ii) and (iv) are more related to the evolutionist’ sub-perspective. Topic (iii) is concerned as much with eductive as with evolutionist, because the market process involves both individual and collective learning . Why Agents? For Axtell [9] there are three distinct uses of ACE: (1) classical simulations, (2) as complementary to mathematical theorising and (3) as a substitute for mathematical theorising. In the first case, ACE is used on the one hand as a friendly and powerful tool for presenting processes or results, or, on the other, as a kind of Monte-Carlo simulator, in order to
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provide numerical results. The latter case is often used by the evolutionary approach (like Dosi, Marengo, Yildizoglu, among others. . . ) in the case of intractable models, specially designed for computational simulations . In this chapter, we focus on the intermediate case, when ACE is used as a complement to mathematical theorising. Axtell mention several cases relevant for this category. This is, for example, the case when an equilibrium exists but is uncomputable or is not attained by bounded rational agents, or is unstable, or realised only asymptotically in the (very) long run. This is also the case when some parameters are unknown, making the model incompletely solvable. Cognitive economics is specially concerned with the last topic, where the equilibrium solution is known only for simple interaction networks. It is the case, for instance in the statistical mechanics - related models reviewed by Phan et al.(this book), such as, for example, [52,57]. In the latter, we know analytically the optimal asymptotic monopolist pricing in two polar cases: without externality and with global externality. Obtaining analytical results may be possible for the homogeneous regular case. But in the mixed case (including the so-called “small world”, to be presented in the following) characterised by both highly local and regular connections and some long range, disordered connections, numerical (statistical) approach is often the only possible way. From an eductive point of view, the highly path dependent process of diffusion on such networks involves learning i.e. (i) belief revision (for instance, in the case when a monopoly faces customers randomly distributed on a given network, even if the initial distribution is well known, as in [52,57] see also, [41,42] or (ii) eductive co-ordination in the case of rational agents playing a game with their nearest neighbourhood (as in the Blume-Brock-Durlauf approach reviewed by Phan et al., this book). From an evolutionary point of view, attention may focus upon “classical” complex adaptive systems dynamics [74] with a SFA flavour. The following two sub-sections introduce some of these concepts, such as emergence, attractor, phase transition and criticality based on examples taken from Moduleco. 22.2.2



Simulating Implies Understanding [21]: Markets Viewed as Cognitive and Complex Social Interactive Systems Modelled by the way of ACE on Multi-agent Software



Cognitive economics is an attempt to take into account the incompleteness of information in the individual decision making process, on the one hand, and the circulation and appropriation of information within social networks, on the other hand. Because of incompleteness of information, in cognitive economics, learning is a central feature both at individual and collective levels. Multi-agent modelling and simulation of complex adaptive systems are complementary tools as well as experimental economics for investigating this field.
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Following Kirman (in this book) a market can be viewed as a complex and cognitive informational and interactive system, socially produced. From this perspective, ACE is a promising approach for investigating market mechanisms [70,36]. More specifically, multi-agent framework appears to be a relevant tool for understanding observable market phenomena. In such a system, buyers as well as sellers may be represented by a suitable software agent. Each agent is then linked by communications structures to other entities of the systems. In this way, such an agent may exchange information with his environment, adapt his behaviour given this information (individual learning). As a consequence, each agent contributes to the adaptation of the whole system (collective learning, following [20,71]). To explore market properties with this approach, knowledge of the general properties of complex system dynamics [74] is a first step. At a lower level of abstraction, a cognitive economics approach gives more consistency to both individual behaviour and social representations (see Orl´ean, this book), taking the more generic properties as given. An inter-disciplinary multi-level interpretation of both properties and assumptions requires specific analysis as, for instance, in Phan et al., this book, the discussion on the significance of the use of statistical physics in economics. The general conceptual framework for ACE was mainly constituted during the 90’s, even if some important contributions were produced two decades earlier. Multi-agent systems [23], which are well adapted to this approach, were originally strongly linked with “artificial life” [38,37,15]. Multi-agent platforms[1] are oriented towards simulations and in silico experimentations. The most famous multi-agent platform is SWARM, initiated by Langton (see [47] for applications to the economic field). Others multi-agent platform dedicated to economics problems are among others, ASCAPE [55], CORMAS and LSD [69]. For this chapter, we used MODULECO[56], a multi-agent plateform built in java, an object programming language. In ACE, economic agents are generally heterogeneous in some attribute. When agents have some heterogeneity by themselves, without any interaction, we call this characteristic idiosyncratic heterogeneity. When agents interact, the combination of their adaptive or learning capacities together with their insertion within a specific structure of interaction generally drive the agents towards heterogeneous individual trajectories, even if they are initially homogeneous. We call this situation interactive heterogeneity. Besides the analytical results that it is sometimes possible to obtain in generally very simplistic cases, it is interesting to undertake in silico experimentations. This means simulations of more complex cases for which analytical results do not exist. For example, [57] explore a large range of network structures for a discrete choice model in a monopoly case with (and without) externality. Simulations allow exploration between two polar cases, for which we have analytical results; that is, the case without externality and the case with global externality (see section 22.4 and Phan et al., chap. 20 this book). These kinds of models



22



Agent-based Computational Economics



373



grant a significant place to the circulation of information and the adaptive phenomenon. As a consequence, the study of processes matters as much as the analysis of the asymptotic states to which processes may eventually lead. Following the method suggested by the autonomous agent systems literature, ACE first produces generic results, i.e. common to natural, living or human systems. Secondly, these results, which are highly abstract, must be reinterpreted in the field of a specific scientific domain, by a specific discussion of all assumptions, postulated relationships and behaviours. Some additional assumptions may be added or some others removed. The ultimate step is the most difficult to formalise. Human agents have a very specific characteristic, which radically distinguishes then from particles or ants. A human agent is an eductive one. A human agent may integrate emerging phenomenon in his representations and change his behaviour according to this revising process. So, a first step in modelling social phenomena by a large multi-agent framework, is to ask (following [18]: when is individual behaviour (like conceptual capacities) negligible or when is it decisive?



22.3



Basic Concepts of Multi-agent Systems with Network Interactions



Complex adaptive systems dynamics [74,62] may change with circumstances. There is no proportionality between cause and effect. A very interesting feature of such a system is classical in the physics of disordered systems: phase transition ( [19], Galam, this book, [27] for an economist’s point of view). In the simplest cases of phase transition, the system only bifurcates between two opposite states, but many other dynamic behaviours may arise. In physics some of these transitions are shown to be associated with symmetry breaking phenomena ([5], Galam in this book). Broken symmetry gives rise to the appearance of a new phenomenon that did not exist in the symmetric phase. Complex adaptive systems, strongly non-linear, in many cases resist classical methods of analysis (reductionism) and yet they may be governed by very simple rules. In this section, we outline the main features of SFA by taking some simple examples using the Computational Laboratory “Moduleco”, and we introduce as simply as possible three basic concepts of complexity in multi-agent systems. First opening with phase transition and complex dynamics in the case of a simple spatial evolutionary game, we introduce next the role of the topology of communication structures in collective dynamics, with the socalled “small world”, within the same evolutionary game framework. Finally we raise the question of emergence with the Schelling’s Model of Segregation [59–61].
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Basic Concepts of Multi-agent Systems (1): Complex Dynamics in Adaptive Systems



When individual actions are made to be interdependent, complex dynamics may arise. That is the case, for instance, when agents locally interact through a specific network. Kirman, this book, discusses this question for market organisation. In order to illustrate such phenomenon, a very simple model of the spatial prisoner dilemma is presented here. The simplest version (on a one dimensional periodic lattice) exhibits only a phase transition between two symmetric states: complete defection and complete co-operation. More complex behaviour may arise when the connectivity increases, like in the [48,49] model, where agents interact on a two dimensional periodic lattice (torus), or when the network is not a regular one, as in section 22.4. The introduction of random noise may also produces different results, but here we only consider the determinist mechanism. In the generic model, agents play a Fig. 22.1. the simplest one dimensional spatial game (J1, J2) J1/S1 J1/S2



J2/S1 (X, X) (176, 0)



J2/S2 (0, 176) (6, 6) 176 > X ≥ 92:



defection



is contained in a ”frozen zone”



S1: co-operation (black) S2: defection (white)



6 < X ≤ 91:



the whole



population turns to defection



symmetric game (here, a prisoner dilemma) with each of their “neighbours” on a lattice. At a given period of time, each agent plays the same strategy (S1: co-operation or S2: defection) in all these bilateral games. At the end of the period, each agent observes the strategy of his neighbours and the cumulated payoff of their strategy. But the agent has no information at all about the other games played by his neighbours. He observes only the cumulated payoff linked with this strategy. At each period of time, agents update their strategy, given the payoff of their neighbours. Assuming myopic behaviour, the simplest rule is to adopt the strategy of the last neighbourhood best (cumulated) payoff. Another rule (used by [29] is to adopt the strategy of the last neighbourhood best average (cumulated) payoff. This latter rule is less mimetic, because one may interpret this revision rule as a kind of estimator of the expected cumulated payoff of a given strategy (for the model maker, that is a conditional expected payoff given the strategies of the neighbour’s neighbourhood). Finally, bilateral games plus the revision rule constitute a special kind of evolutionary game [50].
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In the simple model of Figure 22.1, agents play a symmetric game (prisoner dilemma) with each of their two neighbours on a circle (one-dimensional, periodic lattice). The revision rule is the last neighbourhood best cumulated payoff. If the payoff of the co-operation against themselves is sufficiently high (S1 against S1 > 91), defection (S2 ) is contained in a “frozen zone” of 3 agents. In other cases (S1 against S1 < 92), the whole population turns to defection. For N ≥ 32 this result is independent of the number of agents In [48,49], there is a population of co-operators on a torus (two dimensional, periodic - in our example: 492 − 1 = 2400 co-operators). Each agent plays with his eight closest neighbours (Moore neighbourhood). The revision rule algorithm takes into account the payoff of the player’s strategy against himself. As in the previous example, one makes an agent become temporarily Fig. 22.2. Complex dynamics between co-operation (black) & defection (white)



Light grey: defector who turns to co-operation (S2 > S1 ) Dark grey: co-operator who turns to defection (S1 > S2 )



a defector. For a sufficiently high payoff of the co-operation against himself (S1 against S1 ≥ 101) the defection (S2 ) is to be contained in central zone of 9 agents. For 113 ≥ S1 ≥ 101, it is a “frozen zone” of defectors, for 129 ≥ S1 ≥ 114 a cycle of period 3 and for 157 ≥ S1 ≥ 130, a cycle of period 2. This result holds for all populations, from 62 agents. At the contrary, for a weak payoff of co-operation against itself the whole population turns to defection after short transitory dynamics. For instance, for (S1 against S1 = 94) total defection arises after 30 periods. For an intermediary payoff (in this case 99-100), the dynamic trajectory becomes quasi-chaotic and
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produces beautiful geometrical figures (Figure 22.2). In this particular case (S1 against S1 = 100), the trajectory converges (Figure 22.3) towards a cycle of period 4 after 277 iterations. Such a phenomenon arises for a sufficiently large population. For instance, for this set of payoffs at least 432 agents are needed in order to induce a cycle of order 2, after 2138 iterations of chaotic behaviour. In the special case of this model by May, Nowak, results do not Fig. 22.3. Limit cycle closer to defection



really make sense in economics. Nevertheless, three important phenomena appear in this simple case. First, if agents’ behaviour are interrelated, strictly deterministic and identical agents with very simple individual behaviour may produce both heterogeneity at the micro level and complex dynamics at the macro level. Next, some critical values around the symmetric point (between the co-operative “phase” – or order – and the defective one) play an important role in such dynamics. Finally, the nature of the dynamics depends on the topology of interrelations. 22.3.2



Basic Concepts of Multi-agent Systems (2): the Role of the Topology of Communication Structures in Collective Learning: the so-called “Small World”



Following an important body of literature in the field of socio-psychology and sociometrics, initiated by Milgram [51], the “six degrees of separation” paradigm of a “small-world”, Watts and Strogatz [73] proposed a formalisation in the field of disordered systems. The original Watts and Strogatz
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(WS) “small world” starts from a regular network where n agents are on a circle (dimension one, periodic lattice) and each agent is linked with his 2.k closest neighbours. In the WS rewiring algorithm, links can be broken and randomly rewired with a probability p. In this way, the mean connectivity remains constant, but the dispersion of the existing connectivity increases. For p = 0 we have a regular network and for p = 1 a random network. Fig. 22.4. Regular, random and “small-world” networks



(a) Regular network (b) Regular network (c) Random network (d) Small-world connectivity k = 6



full connectivity



connectivity constrained k = 4; 3 links rewired



Intermediate values between 0 and 1 correspond to the mixed case, where a lower p corresponds to a more local neighbour-dependent network. In Moduleco, the actual algorithm took h nodes, broke i links for each of these nodes and randomly rewired the broken links with other nodes. We have a parameter q = (hi )/n which plays a similar role to p (Figure 22.4). A large scope of small world properties is now well known [72,53]. Zimmerman, in this book, provides a short review of basic features. [11] provide a typology of small worlds, with related properties, including both WS and some varieties of “scale free” topologies. In economics, the small world has been applied to bilateral games [29,28], the knowledge and innovation diffusion processes (see Zimmermann, this book) and market organisation [75,57,52] The following example is drawn from work in progress [54] to illustrate the power of rewiring in changing the interactive environment. For the spatial prisoner dilemma game (and a larger class of bilateral games), Jonard et al. [29] have established (for the best average payoff rule) that the stability of co-operative coalitions depends on the degree of regularity in the structure of the network. In the following example, co-operation is unsustainable within a regular network, but become sustainable within a rewiring disorder. The core of the model is the same as that of the spatial prisoner dilemma, but with a one dimensional - periodic neighbour 4 structure (on a circle). To be clear, we have limited the population to N = 36 agents (32 co-operators for 4 defectors). According to the best neighbourhood payoff rule, each agent chooses the best cumulated payoff strategy in the neighbourhood. The aim of this exercise is to improve the strength of a network against accidental defection. That is, four temporary defectors are symmetrically introduced into the network. When the network is regular, defection is the winner strategy,
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Fig. 22.5. Symmetric introduction of defection in a network of co-operators (J1, J2)



J1/S1



J1/S2



J2/S1 (170, 176) (176, 0)



J2/S2



(0, 176)



(6, 6)



S1: co-operation (black) S2: defection (white) Within the regular network case, the number of defectors grew and became stable for 100% of the population



and diffuses to the whole population (Figure 22.5) In some cases, changes in Fig. 22.6. Making the network robust against defectors’ invasion by rewiring one link



the structure of the networks by minor modifications in the neighbourhood of some agents allow co-operation to protect against defection. The number of defectors increases at first and reaches roughly 60% of the population, but a rewired link may reverse this evolution in a second step. In such a case (Figure 22.6), defection decreases towards stabilisation at 11%. Even if coTable 22.1. Statistical results for 500 simulations defectors purcentage



2 10.2



3 11.8



4 16.6



6 0.4



8 1.0



17 0.8



22 0.4



36 32



cycles



16.8
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operation failed to hold in all cases of the regular network, a one link rewiring is sufficient to limit to only 1/3 the percentage of cases with a totality or a majority of defectors. Moreover, in roughly one half of the cases, defectors are limited to four or less (as in Figure 22.6). First results of simulations (Table 22.1) suggest that the percentage of stable co-operators becomes higher with sufficiently long range links, i.e. linked agents with a sufficiently distant local neighbourhood. 22.3.3



Basic Concepts of Multi-agent Systems (3): Emergence versus Generative Social Science



The Santa Fe approach to complexity [4,7,17] calls emergence a property of a complex adaptive system that is not contained in the property of its parts. Interactions between parts of a dynamic system are the source of both complexity and emergence. In some cases, the resulting effects of interactions may seem to be random, even if they are produced by deterministic rules as in the spatial dilemma evolutionary game. An interesting part of the emergence process concerns the occurrence of some kind of order (coherent structures or patterns) as a result of the system’s dynamics. This is the case with the dominance of defection or co-operation in the spatial dilemma game. In this latter case, a stable structure is the result of a selection process between pre-existing attributes of the entities (the strategies). We denote this situation as the weak emergence phenomenon. In other cases, the order may be a new structure which makes sense by itself and opens up a radically new global interpretation, because this does not initially make sense as attributes of the entities. We denote this situation as the strong emergence phenomenon. Strong emergence imply a morphogenetic (cognitive) process in order to include in fine a well identified representation of this new structure into individual and then collective consciousness. Atlan [8] proposes a suggestive interpretation of the relationship between order and complexity, by defining complexity as “un ordre dont on ignore le code” (an order for which the code is unknown). Formally, emergence is a central property of dynamic systems based upon interacting autonomous agents. The knowledge of entities’ attributes and rules is not sufficient to predict the behaviour of the whole system. Such a phenomenon results from the confrontation of the entities within a specific structure of interaction. That is, better knowledge of the generic properties of the interaction structures would make it easier to have better knowledge of the emergence process (morphogenetic dynamics). To denote a phenomenon as “emerging” does not mean that it is impossible to explain or to model the related phenomenon. For this reason Axtell (2000a) uses the word “generative” instead of “emergence” in order to avoid transcendental meaning such as in British philosophy in the 30’s. Schelling’s model of spatial segregation [59–61] is a precursory example of a strong emerging phenomenon, clearly based on social interactions. Schelling’s aim is to explain how segregationist residential structures (like
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ghettos) may occur spontaneously, even if people are not so very segregationist. The absence of a global notion of segregationist structures (like the notion of ghettos) in the agent’s attributes (preferences) is a very important feature of this model. Agents have only local preferences over their neighbourhood. Moreover, people have only very weak segregationist behaviour, but the play of interactions generates global string segregationist results. In the original Schelling model, agents are localised within a 8-by-8 checkerboard (Figure 22.8). Taking the “colour” (on the checkerboard) as the criteria of discrimination, the problem of each agent is to choose a location given an individual threshold of acceptation for the proportion of other colours in their neighbourhood. That is, agents interact only locally, with their 8 direct neighbours (a so-called “Moore” Neighbourhood). There are not any global representations at all about the global residential structure. Agents have only weak segregationist local behaviour, in the following sense: each agent agrees to stay in a neighbourhood with people that are mainly of another colour, on condition that there are at least 37,5% with the same colour in the neighbourhood. More specifically, Schelling uses the following rule: an agent with one or two neighbours will try to move if there is not at least one neighbour of the same colour (with a tolerance of 50% in the neighbourhood); an agent with three to five neighbours needs at least two like him (33%, 50% and 60% tolerance), and one with six to eight wants at least three agents of the same colour (50%, 57,1%, 62,5% tolerance). Schelling denotes by a fully integrated structure of the population a structural pattern where there is alternately one agent of each colour in all directions; in other words, each agent (except at the edges) has four neighbours of one colour and four of the other. There is no agent in the corners. At the edges, there are two (or three) similar agents alternately among five neighbours, and two of each colour at the corners. Under Schelling’s behavioural assumption, a fully integrated structure is an equilibrium (an order) because no agent wants to move. But, from this stable configuration, a slight perturbation is sufficient to induce a chain reaction and the emergence of local segregationist patterns. Specifically, Schelling extracted twenty agents at random, and added five at random in the free spaces.
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By moving discontented agents, local segregationist patterns appear, like in the java applet in figure 22.8. Fig. 22.8. Original (checkerboard) Schelling Model



a - Equilibrium with



b - 14 discontented agents



c - convergence after



integrated population (crossed) 4 iterations (source: http://www-eco.enst-bretagne.fr/∼phan/complexe/schelling.html)



Interactions are sufficient for the occurrence of spatial homogeneous patterns; spatial segregation is an emerging property of the system’s dynamics, while spatial segregation is not an attribute of the individual agents. Sometimes, integrated (non-homogeneous) patterns may survive. Integrated structures are easily perturbed by random perturbations, while homogeneous structures are more stable (frozen zones). In Figure 22.8b, the discontented agents are shown by crosses. These agents move at random towards a new location in agreement with their preferences. This move generates new discontented agents by a chain reaction until a new equilibrium is reached. This may be a state of perfect segregation, with clearly delimited ghettos, like in Figure 22.8c, or locally integrated patterns may survive in some niches within homogeneous patterns of populations. In the Schelling model, ghetto formation is the non-intentional result of the composition of individual behaviour. The local intention (preference) of the agents is not to be too isolated. Agents do not want to create a new organisation of space. Such a structure is said to be “emerging” because it is not an attribute of the chosen space of the individual agents before this kind of order emerges. In other words, agents do not choose between a segregated spatial arrangement or an integrated one. They only randomly move whenever they are discontent. A segregated spatial pattern is not the consequence of the behaviour of a particular agent, but all the agents contribute actively or passively to the emergence process, through social interactions. In the Moduleco multi-agent platform, agents are really mobile over the locations. The main results of the Schelling model are robust over different algorithms for the agents’ moves and different sizes of the network. The creative principle of emergence is a central property of complex adaptive systems. But the temporal effects of interactions on structures do not
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appear necessarily as homogeneous. One may observe long periods of stability (punctuated equilibrium) separated by periods of crisis. In a “linear” world, the proportionality principle applies by associating small effects to small perturbations, while major perturbations are necessary to generate a significative break down. In an interactive world, dynamics are mainly non-linear. The principle of proportionality is no longer valid and dynamics are generally non-linear. Similar magnitude changes in some parameters’ or agents’ attributes may produce very different magnitudes in the system’s reaction like, for instance, when chain reactions and/or events like phase transition occur (see Gordon, Galam in this book and the effect of price change upon customers’ behaviour in the next section).



22.4



Individual and Collective Learning and Dynamics in a Discrete choice model



Given the classical subdivision of cognitive economics into an eductive (individually centred) and an evolutionist’ perspective, one interest of ACE is to allow us to integrate both dimensions in the same framework. On the one hand, with CL such as Moduleco, it is easy to model population dynamics with adaptive agents. On the other hand, the conceptual and formal integration of both dimensions within a meaningful and coherent framework is a real challenge.Taking the market as a complex and cognitive informational and interactive system, this section presents two models of a monopoly market with discrete choice [6]. The first one focuses upon individual learning at the monopolist level, in an interactive decision theoretical approach, with Bayesian features. The second one focuses upon collective learning at the market level, where individual demands are related though social influence within a communication network. In each dimension taken separately, dynamics considerations are far from being trivial, and CL appears to be a useful tool to investigate numerous variants of given problem by simulations, where an exact solution exists only in the very simple case. 22.4.1



Individual Learning and the Exploration/Exploitation Dilemma



In order to illustrate individual learning in a market simulated on Moduleco, Figure 22.9 presents the graphic interface of a model by Leloup [41–43] and [44] of dynamic pricing based on optimal Bayesian learning by explorationexploitation arbitration, using the Gittins Index [25,14]. In this model, we have a monopolist faced with heterogeneous customers whose individual reservation prices are non observable. In the simplest case, the distribution of such reservation prices is initially known, except for a given parameter. In a more uncertain case, the distribution itself is unknown, but the monopolist has some belief about these distributions. Potential customers
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make binary choices (to buy or not) and the monopolist has some a priori beliefs upon the statistical distribution of such reservation prices. More specifically, the monopolist sequentially matches a single potential customer taken at random at each iteration. At each iteration, the monopolist can charge a price that belongs to a discrete, ordered, finite set {p1 , ..pi , ..pk }, where p1 is the minimal price and pk the maximal one. These prices do not allow the agents to bargain: either the agent buys at this price, or does not buy. That is, assuming a null cost without loss of generality, at each period t, the monopolist has a profit of πt = pt if the agent buy, or zero otherwise. Sequential profit flows are subject to a geometric discounting along an infinite time horizon. In this model, idiosyncratic preferences of agents are given at the beginning of the process. In order to be coherent with the following model, let us assume a logistic distribution for the willingness to pay. Without social influence between agents, the resulting distribution is stationary. Let us remark that, in such a framework, the monopolist’s problem is not to really to learn the initially unknown true parameter of the distribution (the case of prior belief about distribution corresponds to the true - here logistic - distribution). The monopolist’s dynamic problem is to maximise his discounted profit by taking a locally optimal decision given the available information, according to a Bayesian decision approach. As in the pioneering model by Rothschild [58], in this dynamic approach, incomplete learning may occur. This means that for an infinite period of time (and a fortiori in a finite period of time), a seller following an optimal Bayesian learning process by exploration-exploitation arbitration at each point in time may obtain a sub-optimal result. Moreover, self-reinforcing machine learning processes or other adaptive learning procedures which are generally non-optimal at each point in time may produce better results in some cases (more actualised cumulated profit). This kind of result may arise because with actualisation, strong profit in the starting process are more valorised than well fitted asymptotic results. For instance, efficient maximum likelihood estimation ensures adequate learning of the true parameters, but requires costly information not available at the beginning of the market process. Computational complexity raised by dynamic programming in this case is well known, even in the case of non sophisticated behaviors. In order to overcome this cognitive and computational problem [41] introduces a nonparametric discrete approximation technique called “beta-logistic” . This approach is based on the following observation: the sequence of profits that are associated with the various prices offered by the monopolist are Bernoulli samples. In this context, the unique formulation of the monopolist’s prior beliefs which permits a joint analysis of his learning process is the family of beta distributions. As a result, non-parametric estimation of the distribution of reservation prices over the potential customers may differ significatively from a logistic curve, even in the case where the true distribution is logistic. That is the case in the simulation under review, where prior beliefs of
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the monopolist follow a logistic distribution, which is projected on the beta distribution family. Although such a method may seem strange in the case where the prior and the true distributions are the same (except for some unknown parameters), it appears to be powerful in the maybe more realistic case, where the real distribution is non-parametric or different from the prior one. In the simulation in Figure 22.9, the size of the population is 192 361 agents. The true logistic distribution, with parameters Ve = 5 and mu = 1, has a cumulative representation in the south-west quarter. The dispersion parameter, mu, is assumed to be known. Ve = 5 means that 50% of the population of agents buy for p = Ve .10 = 50. The prior and (non parametric) updated distribution is represented in the south-east quarter. The unknown parameter is estimated by the way of prior belief as Ve (0) = 6, which means that the monopolist is optimistic. That is, he believe that 50% of the population of agents buy for p = Ve (0) ∗ 10 = 60. At the beginning of the period, an omniscient monopolist, who would know the true distribution, would charge the optimal price at p = 40, and the related profit would be 30. These two references are drawn by lines on the north-west quarter. The uneven curve above the line at p = 40 is the effective trial and error optimistic price. After roughly 40 iterations, the monopolist finds the “ good” price and maintains this price over 50 periods (exploitation). A new temporary re-exploration of higher prices arises. Such exploration can be interpreted in the following way: the monopolist is not sure about the profitability of these (higher) prices already charged in the past and does it again. Because these higher prices decrease the cumulated profit, the price returns to p = 40, for a new transitory period of exploitation etc. In this model, on the one hand, only the seller has a significative cognitive activity, and on the other hand, one can explore the effect of communications structures between agents. Leloup [41– 43] extends this framework to a dynamic pricing model in which the buying agents are able to communicate their purchase experience to other buying agents. Agents are assumed to have an ad hoc revision policy for their reservation price which consists in rejecting all prices that are strictly higher than a price that has been charged (in the past) by the selling agent to a member of their neighborhood, even if these prices are lower than or equal to their initial reservation price. In the case of a Moore neighbourhood, because the diffusion of the information between customers, the probabilities of purchase associated with high prices rapidly decrease if the monopolist explores lower prices to inquire about their profitability. Moreover, when the monopolist has pessimistic prior beliefs, the price dynamics converges towards a price that is often less than the initial optimal price. Finally, in this setting, the cumulative distribution function of willingness to pay is no longer stationary. The resulting complexity of such a problem renders the analytical study of price dynamics hard to carry out, and ACE allows us to get insights into the characteristics of such a market.
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Fig. 22.9. Optimal learning by experimentation



22.4.2



Collective Learning and Complex Dynamics in a Discrete Choice Model with Networked Externality



Phan, Pajot, Nadal, [57]. explore the effects of the introduction of localised externalities through interaction structures upon the local and global properties of the simplest market model: the discrete choice model (Anderson et al., 1992) with a single homogeneous product and a single seller (the monopoly case). The general characteristics of this model are studied by [52] see Phan et al., this book for a synthesis and relationship with other models of social influence as well as the statistical mechanism). We focus here on the dynamics of the demand based upon both individual idiosyncratic preference and networked social influence, with exogenous prices. The ACE approach allows us to investigate both the price-dependent equilibrium path and out of equilibrium market dynamics and to underline in what way the knowledge of the generic properties of complex adaptive system dynamics can enhance our perception of such market dynamics. In this model, the agent has to choose between buying (ωi = 1) or not buying (ωi = 0) one unit of a given good. Agents are assumed to have a linear willingness to pay, and maximise a surplus function Vi (ωi ) . That is, their individual choice makes Vi (ωi ) positive if the agent buys and null otherwise. X max Vi = max ωi (hi + Jϑ ωk − p) (22.1) ωi ∈{0,1}



ωi ∈{0,1}



k∈ϑi



386



D. Phan



Specification (22.1) embodies both a “private” and a “social” component, which correspond to the idiosyncratic and the interactive heterogeneity respectively. The private component hi is strictly deterministic (see Phan et al., Chap. 20 this book for a discussion of this assumption). To be more explicit, let us decompose this first component as a sum of a common sub-component h, and an idiosyncratic sub-component θi , that is: hi = h + θi . Agents are randomly distributed on the network (fixed random field) according to a parametric cumulative distribution F (z) with zero mean (more specifically, θi are logistically distributed with variance σ 2 = π 2 /(3β 2 )), so that: 1 X 1 X θi = 0 ⇒ lim hi = h N →∞ N N →∞ N i i lim



(22.2)



The social (or interactive) component embodies additive effects of the choices of the others upon the agent’s choice. Specification (22.1) does not have an unequivocal semantics. That is, numerous cases, including latent submodels, can lead to such linear social interdependence. Formally, assuming a regular network and homogeneous interactions in each neighbourhood, we have symmetric Jik = Jϑ = J/nϑ for all influence parameters, where nϑ is the number of neighbours around agent i and J a positive parameter. For a given neighbour k taken in the neighbourhood (k ∈ ϑ), the social influence is Jϑ if the neighbour is a customer (k = 1), and zero otherwise. That is, social influence depends on the proportion of customers in the neighbourhood. For physicists, this model is formally equivalent to a “Random Field Ising Model” (RFIM - see Galam, Chap 9, and Phan et al. Chap. 20, this book). In this class of models, the individual threshold of adoption implicitly embodies the number of people each agent considers sufficient to modify his behaviour, as underlined in the field of social science by Schelling [61] and Granovetter [26], among others. In this case, the adoption by a single agent in the population may lead by chain reaction to a significant change in the whole population. Consider for example a small incremental change (decrease) in price, from pt−1 to p = pt . This will first provoque the adoption by one or several “direct adopters”. For them adoption is only motivated by a change in their “external field”, Hi = hi − p, given the current value of the social influence (the “local field”): formally, their surplus function is such that hi + S(pt−1 ) − pt−1 < 0 but hi + S(pt−1 ) − p > 0, where S(pt−1 ) denotes the value of the local field before the change in price. At the same time for all the other agents who have not yet adopted, hi + S(pt−1 ) − p < 0: they will not change their behaviour unless the social influence becomes large enough. But the social influence precisely increases after the adoption by the direct adopters. The “indirect adopters” are those for which the adoption by others (direct and other indirect adopters) drives their local field (social influence) towards a value such that his/her surplus becomes positive. As a result one observes a chain reaction of adoptions. In the following, the word “avalanche”
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refers to the cumulative effect of such chain reaction until a new equilibrium is reached. When individual choice depends on social influence, two kinds of dynamics characterise such avalanches. On one hand, if all agents take into account only the global mean choice of the others, the situation is formally equivalent to the so-called “mean field” approximation in physics. That is, for sufficiently large populations, “global” interaction is equivalent in specification (22.1) to complete interconnection (nϑ = N − 1), because the normalisation assumption Jϑ = J/nϑ leads each individual to be influenced with the same magnitude by the mean choice of the others (the “world” neighbour in Moduleco). In this case, because social influence is “as if”, the neighbourhood of each agent would be composed of all the other agents. Both avalanches and aggregate demand are independent of the topology of the social network. On the other hand, local interdependence gives rise to localised avalanches in the network, following the structure of the network. Characteristic related consequences are the emergence of clusters with possibly locally frozen zones (Galam, this book). Starting from an initial situation where every agent has adopted the product (ωi = 0 for all i), if the idiosyncratic component of willingness to pay were uniform, (hi = h, for all i), each agent’ choice depends on the sign of the external field: H = h − p. In such a case, one would have a so called “first order transition”, all the population abruptly adopting the good when p decreases below h. Let ph = h denotes this take-in threshold. It is enlightening to observe than the inverse phenomenon does not have the same threshold. This is because the surplus function depends both on the external field and on the local field; the latter is equal to J, since all the agents are adopters. As a consequence, the take-off threshold will be pj = h + J: if the price decreases under pj , all the agents are no longer customers for this good, and the whole population abruptly leaves the market. As a consequence, in such an extreme case, after adoption, there exists a price interval [ph , pj [ within which no change occurs in the market demand. In the presence of quenched disorder (non uniform hi ), hysteresis loops may occur. The number of customers evolves by a series of cluster flips, or avalanches. If the disorder is strong enough (the variance σ 2 of hi is large compared to the strength of the coupling J), there will be only small avalanches (each agent following his own hi ). If σ 2 is very small, then there is a unique “infinite” avalanche, as in the uniform case previously described. There is an intermediate regime where a distribution of avalanches of all sizes can be observed. From the theoretical point of view, it is possible to identify a special price value pn , which corresponds to an unbiased situation. In this case, on average the willingness to pay is neutral: there are as many agents likely to buy than not to buy. Formally, if only 50% of the agents are customers, the average willingness to pay is h + J/2, and pn = h + J/2. Let us remark than pn is
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exactly the middle of the price interval [ph , pj [. For p < pn , there is a net bias in favour of “buy” decisions (h + J/2 − p > 0), whereas for p ≥ pn there is a net bias not in favour of “buy” decisions. At p = pn (no bias), a spontaneous symmetry breaking may occur, in which case two equilibrium states exists: one with more than 50% of customers, and one with less than 50% of customers, whereas the neutral state with 50% of customers is not an equilibrium. To illustrate such phenomena, it is useful to take a simple example from a simulation. Let us take a logistic distribution with mean=0 for the cumulative distribution F (z) (see Phan et al., this book for a discussion). For a given variation in price, it is possible to observe the resulting variation in demand. The most spectacular result is when nearly all agents update their choices simultaneously (“world” - synchronous - activation regime), in the case of global interactions (complete connectivity). In Figure 22.10a, curves plot each step in the simulation for the whole demand system, including the set of equilibrium positions for a given price. The black (grey) curve plots the “upstream” (downstream) trajectory, when prices decrease (increase) incremented in steps of 10−4 , within the interval [0.9, 1.6]. We observe a hysteresis phenomenon with phase transitions around the theoretical point of symmetry, pn = 1, 25. In both cases, strong avalanches occur in a so-called “first order phase transition”. Along the upstream trajectory (with decreasing prices – black curve), a succession of growing induced adoption arises for p = 1.2408 < pn , driving the system from an adoption rate of 30% towards an adoption rate of roughly 87%. Figure 22.10b shows the chronology and sizes of induced effects in this dramatic avalanche. Fig. 22.10. Discontinuous phase transition under “world” (synchronous) activation regime



a - Hysteresis in the trade-off between prices



b - Chronology and sizes of induced effects



and customers: upstream (black)



in an avalanche at the phase



and downstream (grey) trajectories transition for P = 1.2408 (P n = 1.25) (source: Phan et al. [57]; parameters: H = 1, J = 0.5, Logistic with β = 10).



Along the downstream trajectory (with increasing prices –grey curve) the externality effect induces a strong resistance of the demand system against a
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decrease in the number of customers. The phase transition threshold is here around p = 1.2744 > pn . At this threshold, the equilibrium adoption rate decreases dramatically from 73% to 12,7%. The scope of avalanches within the hysteresis loop increases with connectivity. Figure 22.11a exhibits a soft hysteresis loop (called second order phase transition) with the same parameters, but within a regular (periodic) network in dimension one, for two neighbours. As suggested by the previous example of no idiosyncratic willingness to pay (hi = h for all i), the steepness of the phase transition increases when the variance of the logistic distribution σ 2 = π 2 /(3.β 2 ) of the θi decreases (when β increases). The closer the preferences of the agents, the greater is the size of avalanches at the phase transition. Figure 22.11b shows a set of upstream trajectories for different values of β taken between 20 and 5. For β < 5 here is no longer any hysteresis at all. Figure 22.11c shows a narrow hysteresis for a regular (periodic) network in dimension one, with eight neighbours, while Figure 22.11d exhibits a larger one. Finally, following results by Sethna [63], inner sub-trajectory hysteresis can be observed in the case of this Random Field Ising Model (Figure 22.11d). Here, starting from a point on the upstream trajectory, an increase in price induces a less than proportional decrease in number of customers (grey plot). The return to the exact point of departure in the case of decreasing prices again (black curve) is an interesting property of the Sethna’s inner hysteresis. From the economists’ point of view, such a property may be used by the seller in an exploration-exploitation process of learning around a given trajectory. Fig. 22.11. The trade-off between prices and customers (synchronous activation regime) a - Prices-customers hysteresis, neighbours=2



b - total connectivity (world) 20 ≥ β ≥ 5



c- Weak hysteresis



d - Hysteresis sub-trajectory: [1, 18 − 1, 29]



(neighbourhood = 8; β = 5)



(neighbourhood = 8; β = 10)



Source: Phan et al. [57]; parameters: H = 1, J = 0.5
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To conclude, in the case of regular networks, a discrete choice market with externality provides, numerous complex dynamics on the demand side. As a result, the seller’s problem is generally non trivial, even in the case of risk, where the seller knows all the parameters of the program (22.1) and the initial distribution of the idiosyncratic parameters (Phan et al., chap. 20, this book). In particular, an interesting challenge for cognitive economics is to try to merge the exploration-exploitation Bayesian revision process in a sequential discrete choice model without externality, (the case considered in the previous subsection), and the externality case of the present section.This raises questions of interdependency between individual choice and the resulting non-stationary environment along both the upstream and downstream trajectory.
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Conclusion



This chapter is an attempt to provide an introduction and easy understanding of typical complex phenomena that may arise in interactive context modelling by way of ACE. Moreover, Computational Laboratories (CL) provides a useful framework to friendly model, understand and investigate the dynamics of complex adaptive systems. Both ACE and CL are therefore very useful for modelling markets viewed as cognitive and complex social interactive systems, in the way of cognitive economics. The last section presents two models in the simplest monopoly market case: discrete choice with a homogeneous product. The former focuses upon individual learning at the monopolist level, in an interactive decision theoretical approach. The latter focuses on collective learning at the market level, where individual demand are related though social influence within a communication network. In both cases, addressing separately one dimension of cognitive economics, the resulting dynamics are far from being trivial, and CL appears to be a useful tool for investigating such problem by simulations, where an exact solution may exist only in the simplest case. The integration of both the collective and individual dimension in the same framework is a real challenge for cognitive economics. Actually, even if it is easy to model population dynamics with adaptive agents in an ACE framework, the conceptual and formal integration of the two dimensions within a meaningful and coherent analytical framework needs more development. If we want to maintain a link between analytical and ACE modelling, the connection between the two dimensions needs such integration in simple cases, such as the reference and departure points. Without such a reference, ACE will be widely disconnected from a more standard approach. Such a disconnection is a possible issue for modelling economic problems, where ACE would be a complete substitute for an analytical approach. The strategy suggested here is to keep the connection between these two approaches and to use ACE as a complement of the analytical one, in particular to investigate complex
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dynamics linked with both social interactions and belief revisions. Unfortunately, cognitive economics, which provides powerful models separately in an eductive and an evolutionist’ perspective, fails at this time to provide an integrated analytic framework of reference. Let us note the advances by Orl´ean (this book), in taking into account the collective dimension of beliefs, through his discussion on the nature of social representations. However, the integration of the two dimensions seems to be a major challenge for the coming years. Finally, numerous interesting cognitive economics issues which can be addressed within the ACE framework are not reviewed here. In this book we can cite among others, the emergence and dynamics of networks (Bloch, Curien et al., Galam et al., Weisbuch et al., Zimmerman. . .), viability and control (Aubin), evolutionary games models (Baron et al., Laslier). Among the issues not addressed here, co-evolutionary dynamics of populations of agents heterogeneous with respect to their cognitive capacities [13] will also be stimulating challenge for both ACE and cognitive economics in the years to come. Acknowledgement - I acknowledge FT R&D and GET (Group of Telecommunications Engineering Schools) for financial support and Antoine Beugnard for the architectural design of Moduleco. We thank Nigel Gilbert and the University of Guilford; Marco Valente, Luigi Marengo, Corrado Pasquali and the University of Trento, for their material or intellectual contribution to the early development of Moduleco; Marc Barthelemy, Paul Bourgine, Jean Louis Dessalles, Jacques Ferber, Mirta Gordon, Benoit Leloup, Jean-Pierre Muller, Jean-Pierre Nadal, S´ephane Pajot, Cyrille Piatecky, Michel Plu, Thomas Vall´ee for valuable discussions and intellectual support; the participants of the cognitive economics seminar, specially Richard Baron, Alan Kirman, Bernard Ruffieux, G´erard Weisbuch for their comments on a preliminary version of this Chapter; and finally all the programming contributors of Moduleco for their help.
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Social Networks and Economic Dynamics



Jean-Benoˆıt Zimmermann CNRS - GREQAM, Marseille, France Abstract. The object of this chapter is to stress the role of networks as support of economic dynamics and more particularly of cognitive dynamics, focusing on the impact of the topological structures of networks. In a first section we present the remarkable properties of small-world networks in terms of accessibility and connectivity and their consequences in the context of a knowledge-based economy. Then we turn our attention to the larger category of influence networks and their applications to diffusion processes. We introduce social learning in randomly drawn networks, agents modifying the intensity of their links according to the degree of concordance of their state at each period of time. The network structure thus evolves to a critical state where a small number of individuals is capable of triggering large ”avalanches” over the network.



23.1



Introduction



The object of this chapter is to stress the role of networks as support of economic dynamics and more particularly of cognitive dynamics. This includes two complementary and alternative meanings. The first sense concerns a logic of access for an individual to desired resources that are dispersed among the population. The second and opposite sense relates to a logic of diffusion, from an individual or a limited number of individuals, throughout the whole population. Both of these meanings confront two collapsed myths in economy: market perfection and the equiprobability of the meeting of agents. Economists generally consider that individual agents are endowed with resources. When someone wants to gain access to a given resource, there are, roughly speaking, two different ways of proceeding. The first consists in establishing a direct contact with an agent holding the targeted resource in order to carry out a transaction. Because of market imperfections, this implies transaction costs and requires time to identify the appropriate target. Moreover, in order to avoid too heavy transaction costs, it is often necessary to accept a non-optimal solution in terms of the suitability of the accessible resource. The second method consists in exploring the available resources not only by direct observation but also using the information that the observed agents possess or are able to obtain. This approach, which consists in networking through intermediary agents, offers advantages in terms of time for identifying the target, quality of the target appropriateness and finally cost of access. Talking about the difficulties encountered by the US in setting up an efficient plan to capture Osama bin Laden, Thomas Friedman, editor of the
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New York Times, rejoiced in the support of Vladimir Putin. He wrote1 : “I guess Mr. Putin, former KGB shock agent, knows the phone number of a guy in the Russian mafia, who knows a guy in the Afghan narcotic cartels, who knows a guy, who knows a guy who knows where Mr. bin Laden is hiding”. Clearly, such reasoning raises two important points. The first is the non-homogeneity of the social structure: typically each person is not linked with just anybody, nor with the same intensity. This introduces the concept of social network. The second issue concerns the importance of go-between effects2 and refers to the notion of social capital3 . These intermediation effects correspond to the fact that an agent is not only interesting because of the resources he holds but also because of his social capital, i.e. from the access he has to other agents, themselves endowed with resources and social capital. Now, it is clear that a network-based approach relies on the ”distance” separating a given individual from any other agent of the population, in terms of the number of required intermediaries or, in the case of valuated networks, the intensity of the indirect relation4 . This path length conditions either the ability to access a targeted resource or the capacity to diffuse through the network. In the case of non-valuated graphs, two main approaches have been proposed in the literature. Bala and Goyal (2000) introduce a notion of decay that affects the quality of an item of information each time it is transmitted through an inter-individual link. Dero¨ıan (2001) argues for a ”maximal distance on the graph up to which a given agent can benefit from other agents”. All these approaches point out the fact that a network is a complex structure whose description cannot be reduced to a simple question of diameter or density, but requires appropriate analytical tools to understand how individual interactions can give rise to collective phenomenon. In this Chapter, we do not pretend to build a general theory of networkbased interactions but simply present the main issues of recent research on the impact of network structure on economic dynamics such as innovation diffusion. In the first section we will focus on questions of accessibility or more 1 2



3



4



Lib´eration, Sept. 29, 2001 These effects are clearly present in a wide range of the contemporary literature, equally well in terms of the strength of weak ties (Granovetter) as in terms of strategic link formation (Jackson and Wolinsky, Bala and Goyal, Dero¨ıan, etc.). All of them express the importance of establishing links not only to benefit from a partner’s resources but also to access the resources of his social capital. Following Nan Lin (1999), ”By definition, the notion of social capital contains three ingredients: resources embedded in a social structure; accessibility to such social resources; and use or mobilization of such social resources by individuals in purposive actions. Thus conceived, social capital contains three elements intersecting structure and action: the structural (embeddedness), opportunity (accessibility) and action-oriented (use) aspects.” When link strength is described by a scalar between 0 and 1, the intensity of the indirect relation is usually measured as the product of all bilateral link values along the path.
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generally of connectivity within a network structure by applying the smallworld concept as recently formalized by Duncan Watts and some of the works he has inspired, based on the remarkable properties of small-world networks, to the field of innovation economics. Then we will explore the question of how and why such networks can emerge and whether they can be considered as part of a larger category of networks. This question will be discussed in the theoretical framework of influence networks and their application to diffusion processes. We shall see that, when introducing social learning in randomly drawn networks, with agents modifying the intensity of their links according to the degree of concordance of their state at each period of time, the network evolves to a critical state where a small number of individuals is capable of triggering large ”avalanches” over the network.



23.2



Small Worlds in a Knowledge-based Economy



The notion of ”small world” is inherited from the work carried out by American psycho-sociologists during the sixties (Milgram, 1967). The original question was the following : To what extent is it possible to find a path of interindividual acquaintances connecting any pair of individuals within the territory of the United States? The experimentation used showed an average minimal path length of six steps, widely known afterwards as the “six degrees of separation”. More recently this concept has been revived through the work of a young PhD student, named Duncan Watts, who introduced the idea of locating agents on a metric support (a lattice) and conditioning the existence of interindividual links, to a greater or lesser degree, by their respective spatial location (Watts and Strogatz, 1998). Let us denote N the number of agents and k the budget constraint that determines the number of relations an agent can maintain with other individuals. There are two polar cases. On the one hand, a pure local logic corresponds to a network where any agent can only have links with his 2k closest neighbors. Such a network is called “regular”, referring to the fact that its local structure is identical all over the network. On the other hand, inter-individual links are chosen purely at random without any consideration of their spatial location. This gives a pure random network corresponding to a global logic in which agents’ relationships refer to a non-spatial order. The point is then to investigate the characteristics and properties of intermediate networks, between these two polar cases. Building such intermediate networks can be done by starting from a socalled “regular” network where N agents, situated on a lattice (on a circle in dimension one) at equal distances from each other are linked to their 2k closest neighbors. Then a rewiring algorithm can be set up to reallocate the links around each agent. This process is characterized by a parameter p ∈ [0,1] which represents the probability for any given initial link to be broken
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Fig. 23.1. The rewiring process, from regular to random network. (Source: Watts and Strogatz, 1998)



and replaced by a randomly chosen one, linking the agent concerned with any other agent in the population without taking account of any spatial purpose. The outcome of such a rewiring process is the partition of interindividual relationships into two categories: a proportion p of “global” and a proportion (1-p) of ”local” links, where p can be considered as a measure of the globalization of the network. The individual connectivity or the degree of each pole remains equal to 2k; on the contrary, its dispersion increases with p (Barrat and Weigt, 2000). The regular network corresponds to the tuning parameter value p = 0, while p = 1 provides a random network. Intermediate values between 0 and 1 give rise to the whole range of intermediate networks, where a higher p corresponds to a less spatially-dependent network. Duncan Watts has studied the structural properties of these networks by using two main structural indicators that enable a network to be characterized through the local and global dimensions of its connectivity. On the one hand, the cliquishness or clustering coefficient is measured as the probability that two individuals connected to a third one are also connected to each other. C(p) =



1 X X N



i∈I j,l∈Γ (i)



X(j, l) | Γ (i) | (| Γ (i) | −1)/2



where Γ (i) is the neighborhood of i on the graph (with which the set of nodes i is directly connected), and X(j, l) = 1 if j ∈ Γ (l) or = 0 otherwise. On the other hand the path length corresponds to the average value among all pairs of individuals of the minimal path length connecting them. L(p) =



1 X X d(i, j) N N −1 i∈I j6=i



where d(i, j) is the length of the shortest path between i and j. The path length provides a measure of the global accessibility of the network, while cliquishness gives a measure of its average local cohesion. One can easily understand that cliquishness decreases with p and is maximal in the



23



Social Networks and Economic Dynamics



401



regular networks. Each time the rewiring process creates a shortcut linking distant individuals, the path length tends to decrease. It is then maximal for the regular network, decreasing with p and minimal for the random network.



Fig. 23.2. Cliquishness and path length evolution revealing small world properties. (Source: Watts and Strogatz,1998)



The investigation of the evolution of these two indicators when p grows from 0 to 1, as shown by Figure 2, emphasizes the existence of a small zone for p between 0.01 and 0.1 where the path length has already decreased close to its minimal value while the cliquishness still remains high, close to its maximum5 . This kind of network, which has the remarkable property of combining good local and global connectivity is referred as a small world network. Cowan and Jonard (1999) take up this model in the context of a knowledgebased economy. They set up a knowledge diffusion process based on the principles of an inter-individual knowledge exchange, a barter. At each period of time one link of the network is randomly chosen and the two partners concerned compare their respective knowledge profiles with a view to setting up exchanges in pairwise domains where one is more competent than the other and vice versa. The authors investigate these diffusion dynamics on the networks obtained by varying the rewiring parameter p between 0 and 1. Diffusion dynamics is based on two complementary aspects: 5



This result is obtained for N=20, 2k=4. For N=500 and 2k=10, Cowan and Jonard (1999) obtain the same properties on [0.005,0.1]. Barrat and Weigt (2000) show that such a result can be enlarged for a decreasing value of p, under the condition of increasing and high enough network size N.
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Fig. 23.3. Average knowledge level following the degree of rewiring. (Source: Cowan and Jonard, 1999)



- the local level of connection (cliquishness or clustering coefficient) ensures an efficient diffusion in the different regions of the structure - the existence of a sufficiently high proportion of global relations (shortcuts making a short path length) ensures an inter-cluster diffusion that enables enrichment of the local potentials and avoids a rapid stagnation of exchange potentialities. The authors measure the average individual knowledge issued from the diffusion process as an indicator of its efficiency. It appears maximal for p ∈ [0.05, 0.1], as shown in Figure 3. But at the same time, the diffusion process rather tends to produce heterogeneity among agents as shown by variance of knowledge levels that reaches its maximum for p ∈ [0.01, 0.1] (Figure 4). More recently, Cowan, Jonard and Zimmermann (2001) introduced an innovation model based on a matching game. Individual agents are endowed with knowledge profiles, where the level of their competencies is randomly chosen for each knowledge category at the beginning of the process. At each period of time, these agents seek partners with whom to innovate, ranking their preferences following the expected efficiency of the partnerships in terms of new knowledge production. These repeated interactions give rise to a partnership network whose structural properties are analyzed. Technically, the innovation function is built following a double-nested substitution principle (two CES functions) across partners and across different knowledge categories. This enables the game to be varied between two polar situations where the search for the best knowledge productivity leads an agent to prefer partners with knowledge profiles either similar or complementary to his own.
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Fig. 23.4. Variance of individual knowledge level following the degree of rewiring. (Source: Cowan and Jonard,1999)



Actually, one of the more interesting outcomes of this model is that in a world dominated by similarity, specializations are strong and agents group themselves into cliques that are very weakly connected, while in a world dominated by the search for complementarity, the resulting structure is very global, with levels of accessibility and cliquishness that are almost the same as those of a random graph. In an intermediate situation based on duality between similarity and complementarity, the resulting structure shows a high level of cliquishness with a short path length, close to its minimal value, like a small world structure. This very simple model can be interestingly compared with the opposition between a regional economy based on local systems with a high degree of self-reliance and specialization and, on the other hand, a highly globalized and homogenized economy. The intermediate case, closer to our real world today, brings “clusters” into play, with an intense internal networking dynamics combined with efficient external connections that enable them to be in phase at a global level, while avoiding the exhaustion of local innovative resources. Small world networks thus present remarkable, but by no means unusual properties. In our own lives, we have all encountered many situations bringing to mind the proverbial phrase ”it’s a small world”. But how do such structures appear and through what construction process do they take form? More generally, the theory of small world networks has something in common with the theory of “structural holes” (Burt, 1992) insofar as shortcuts give a strategic position to the agents that control them. This means that such structures, well wired, at a local as well as global level, are quite hierarchical structures where the power of influence of individual agents over the global structure appears very dispersed and nested. Thus it appears interesting to
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Fig. 23.5. Innovation network structure (following Cowan, Jonard and Zimmermann, 2001)



present recent research on influence networks, where social learning can lead the network to a structure where some agents emerge as structural leaders, capable of triggering large ”avalanches” through the network.



23.3



Influence Networks and Social Learning



Our purpose in this second part of the chapter is thus to study the role of network topology in the dynamics of innovation or standard diffusion (Steyer and Zimmermann, 1996 and 1998) and, accordingly, to see how such dynamics lead a network to evolve6 . This is why we have concentrated our attention on the social learning of agents and its consequences in terms of the structural evolution of the network. We study the way in which network selforganization can lead, under given conditions, to a critical state characterized by macroscopic effects generated from microscopic impulses at the level of the individual agent. The particular structure of these critical networks, that allows macroscopic “avalanches” (Steyer, 1993) to take place, offers a very efficient base for the diffusion process. 23.3.1



The Foundations of the Model



Let us denote I a population of N individual agents. For each of them, the state of the agent is described by a normalized feature level also called 6



Other approaches to social influence are presented in this book. In the Chapter by Weisbuch and Stauffer, this book, agents are located on a lattice, while in the Chapter by Galam and Chopard, this book, they move from site to site with the aim of rallying to their opinion the agents encountered.



23



Social Networks and Economic Dynamics



405



’activation level’ and noted fi , with ∀i ∈ I, fi ∈ [0, 1] or [−1, +1] in a case of technological competition. In terms of innovation or standard adoption, fi can be considered as the propensity or the probability of an agent to adopt. It can also refer to the part of his activity (for example the share of its assets) rallied to the innovation or the standard. When fi = 1 individual adoption is certain or total. We introduce 2 basic assumptions: a) individual agents are embedded into a social network, implying a relational heterogeneity. Then we can describe the social network as an influence matrix W = (wij )(i,j)∈I 2 in which the general term wij measures the influence received by i from j in relation to his decision process, here the adoption of an innovation or a technological standard. In other terms, wij represents the weight given by i to j in his decision making, and corresponds to the idea that i makes for himself about j, according to his own system of values. Consequently, such an influence matrix has no reason to be considered as symmetrical. It can include positive as well as negative links depending on whether the influence corresponds to an incentive to or dissuasion (aversion) from adoption. By convention, we consider that the absolute values of links are not greater than 1. In this version of the model we restrict our analysis to an influence matrix with positive terms. The diagonal term wii expresses the self-referenced part of i’s decision process. It corresponds to an inertia or individual memory, which ensures a certain continuity of the individual trajectories. Furthermore, we can impose on the vector wi = (wij )j∈I a possible normalization rule that expresses the limited and equal-for-all capacity of an agent to perceive influence from the otherP agents (receptivity). This can be written through the general expression j∈I | wij |= 1, corresponding to something like a time or budget constraint. b) individual influence is effective on a cumulative basis: the Ptotal influence received by i can be written as the cumulated amount: i∈I wij fi . Hence i is led to revise his state or activity through the following markovian transformation: 



fit+1 = F 



X j∈I







wij fjt 



The F function, called the activation function or transfer function, describes the way a given agent is led to change his proper activity level under the influence received from the other agents he is connected with. Such a function can take different shapes. One of the most currently used is the bounded affine function F (Φ), describing a linear growth of individual activity between two thresholds corresponding respectively to the minimum
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Fig. 23.6. The activation function



of received influence necessary to display a positive activity value and the minimal value necessary to switch to 1. It is also frequent to use a step function equal to zero for a signal inferior to a given threshold and 1 when the signal is equal to or greater than this value. In the adoption case this can correspond to the utility of the innovation (intrinsic utility cumulated with network externalities) which is expected to reach or not to reach the cost of the adoption. Any individual agent reservation price then depends on the structure of influence and the adoption state of the other agents he is connected with. It is also possible to use a continuously derivable function like tangh. This process of individual state revision can be generally considered as out-of-equilibrium dynamics, between two fixed Ppoints corresponding to a total adoption or rejection of the innovation: i∈I fi = N or 0. When a perturbation is generated by exogenously changing the state of an individual agent (the typical case is turning an agent into an adopter by fixing his state at 1), a chain reaction is generated by the progressive revision of the state of individual agents along a chain of individual neighborhoods. We call this dynamic process of propagation an ”avalanche”. 23.3.2



The role of network topology in innovation diffusion dynamics



We study this by measuring the minimal initial adoption rate τ0 necessary to obtain global success of the diffusion, in the sense of a general adoption within the whole population. We have emphasised a double threshold effect: involving two threshold values τ + > τ − determining the success or the failure of the diffusion process: τ + ≤ τ0 success τ0 ≤ τ − failure τ − ≤ τ0 ≤ τ + uncertainty
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This pattern presents an interesting similarity with the one described by the percolation theory, but here we are not dealing with a threshold, above which the structure will ”percolate”. We are dealing with an interval [τ0 , τ1 ], outside of which the convergence behavior of the structure is one-modal (convergence or no convergence), but inside of which it is characterized by uncertainty. This also involves a phase transition phenomenon (see chap. 9, this book), meaning a certain unpredictability, on the frontier [τ0 , τ1 ], depending solely on the initial adoption rate. Structural effects that govern the standard diffusion-adoption process within the network can be divided into two types: • The first one arises from the structure of the agents’ relational network. Apart from any evolutionary aspects of the network, such an effect is invariable through the adoption dynamics and determines the interval [τ0 , τ1 ]. It is then of a static nature. It shall be referred to as a structural effect of the first type (of the network). • The second type is of a dynamic nature, in the sense that it evolves along the diffusion process. It arises from the structure of the adopters’ group (initial adopters at this stage of the analysis) upon the network structure. It governs the convergence uncertainty within the interval [τ0 , τ1 ]. It shall be referred to as a structural effect of the second type (of the ”innovators club”). On this critical frontier [τ0 , τ1 ], the key to mastering the process, for the ”pilot” or the ”sponsor”, is to know ”where” to invest efficiently, in order to optimize the probability of success of a technological standard commercial launching. The resolution of this question can be the source of substantial efficiency gains and consequently of investment savings. Studying the way in which this transition frontier depends on the network structure, we find (Steyer and Zimmermann, 1998) that it is strongly related with the network isotropy, considered as a quantitative measure of the homogeneity of the network. In a perfectly homogeneous network, very little information is needed to describe the network. On the contrary, in a highly randomized network, a lot of information is needed to describe the system and consequently this system is characterized by a low entropy level. Thus, what is called homogeneity is a measure of the entropy of the information needed to fully describe the network. This entropy S is maximal in a homogeneous network where all the wij are equal. A first approach focuses on the value distribution of the links, whereas a complete understanding should take into account their spatial correlations. More precisely, S can be defined, as in physics, from the probability p(f )df of observing a link strength wij equal to f ± df /2, by: S=−



Z



0



∞



p(f )Ln[p(f )]df



408



J.-B. Zimmermann



Three possible “states” can be described in our system. The first one is the case where convergence towards adoption never occurs (locked state), in the second the system is always convergent (convergent state) and the third is an intermediary state, where convergence depends on the dispersal of the initial adopters’ group within the network and it is not possible to predict convergence solely on the basis of the initial adoption rate τ0 . It is then possible to split the (τ0 , S) plan into three non-overlapping areas. A phase diagram results from this partition, analogous to the ones obtained for physical systems, as shown in the following figure where the frontier is constituted by the two threshold values as functions of the network entropy:



Fig. 23.7. Phase diagram for an average link strength f ∗ = 0.05 (following Steyer and Zimmermann, 1998).



First of all, the nature of the process, understood as a phase transition phenomenon, emphasizes the existence of a critical frontier of positive thickness, since the network is not homogeneous. This frontier, which appears clearly on the phase transition diagram, describes the existence of a zone of uncertainty in which it is not possible to predict the convergence of the process solely from the knowledge of the proportion of agents that have already adopted. Moreover, such a frontier, which reveals structural effects of the first type and is related to the topological structure of the network, presents a thickness in direct relation with the anisotropy of the network. Hence the thickness of the frontier can be expressed as a decreasing function of the entropy of the network. The issue of the convergence process in this area of uncertainty then results from structural effects of the second type, i.e. from the distribution of the group of initial adopters through the network structure.
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Secondly, the level of this frontier, in terms of the initial adoption rate, is a decreasing function of the entropy of the network. This means that anisotropy generates structural effects that boost the diffusion process from a lower level of initial adoption rate, but this requires in return a certain duration for achievement. Such an assumption, which may appear to be partly counterintuitive, has been empirically proved for the case of the diffusion of the fax, contrary to the pessimism of non-structural models of prevision (Steyer and Zimmermann, 1996). Lastly, the interest lies in the study of the limit-properties of such networks when the level of entropy tends to zero. When entropy is small enough a micro-perturbation has a positive probability of inducing a macro-observable effect at the level of the global population. But such networks are not likely to be constructed through a random process. For this reason it appears necessary to build an endogenous process of network evolution. 23.3.3



Social Learning



How can such networks be obtained and through what process can they be built? To seek to answer these questions, we set up the rules of a social learning considered as the ability of individuals to modify their relations according to the concordance of their opinions (Plourabou´e, Steyer and Zimmermann, 1998; Steyer and Zimmermann, 2001). Generally speaking, learning corresponds to the ability of an individual to modify his behavior, or performance, taking into account his own passed experience. Social learning corresponds to a situation where agents or individuals are able to modify their behavior, state, opinion or other factor, on the basis of information derived from the observation of their neighbors (Bala and Goyal, 1998) or more generally from the observation of these agents’ behavior and performances. As noted by Vriend (2000), “with individual learning, an agent learns exclusively on the basis of his own experience, whereas the population of social learners base themselves on the experience of other players as well. The difference between these two approaches to modeling learning is often neglected, but (. . . ) for a general class of games or social interactions this difference is essential”. In our approach, we propose to give to social learning a further meaning, by introducing the ability, for an individual, to revise the existence and strengths of his neighborhood links as a consequence of the evolving degree of affinity or credibility he can feel for his different neighbors. This implies that such networks are basically non-symmetric, to the contrary of Young (1999) where links are valuated but symmetrical. In this sense, social learning provides the social network with its endogenous character. Drawing on the basics of the Hebb (1949) approach, we introduce a learning process expressing the principle that two agents are led to strengthen or weaken their links as a function of the similarity of their opinions regarding the adoption of a concerned innovation. Through such a reallocation of
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influence distribution, at each period of time, the social network evolves endogenously towards greater structural coherence. Then our main hypothesis is that such a restructuring process will drastically alter the innovation diffusion dynamics within the population concerned. The main result that may reasonably be expected is that this learning process constitutes a way of building what sociologists call “social cohesion” (Burt, 1987), i.e. the ability of the population to carry out a collective innovation assessment. The corollary, in terms of innovation diffusion dynamics, is that communication supported by the social network, rather than the actual introduction of innovation, can result in deep transformations of the diffusion process. Formal learning consists in an incremental alteration of the network structure, described through the matrix W = (wij )(i,j)∈I 2 , at each period of time. The idea of a trace is introduced here, a kind of remanence of the past that induces a relative increase in wij connection strength when agents i and j share the same opinion (fi × fj > 0). This means that when two consumers share the same opinion they tend symmetrically to reinforce their mutual reliance, hence reciprocal influence. Then, at each period, a reallocation of the structure of connection strengths is introduced, according to the so-called Hebb learning rule (see sec. 7.4.2 chapter 7, and sec. 8.2.1, chapter 8, this book): ∆wij = λ(fi × fj ) where λ, called the Hebb parameter or learning parameter, expresses the relative impact of learning on relational weight. This is effectively a reallocation, because theP total linkage of an agent is constant, following the normalization principle j∈I | wij |= 1 that must be applied at each time step. From a consumer behavior point of view, this learning rule means that the more two consumers share the same attitude towards an innovation, the more they will consider each other as experts for the future, that is, the more their interaction wij will increase. In fact, this point of view needs to be balanced at two complementary levels. Firstly, this learning applies for any existing link around each agent in the network. This means that, at the end of the final reallocation, a lower relative growth will be transformed into a weakening of the link concerned. Secondly, the sequence activation revision - learning, imposes that at each period of time, a given agent i begins by re-computing his proper state on the basis of the activation levels announced by his relational neighbors, balanced by the strength of the influence links that connect them to him. It is then possible for the agent i to modify his relation, i.e. the degree to which he trusts another agent j, on the basis of the activation level announced by j and his own re-computed state. In any case, the influence level wij , i.e. private information for i, can then be written: ∼t+1 t = wij + λ(fit+1 × fjt ) wij



and
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∼ wij ∼ j∈I | wij |



The objective is then to test the consequences of learning for network behavior. We start from an exogenous randomly drawn network. The initial network is built of N = 1000 individuals, each of them being connected to a given number of C peers chosen at random. We then process by means of two separate steps: evolution of network structure through social learning and structural analysis of the networks obtained after different durations of learning. The learning process is the following. Every individual agent’s state fi is first set at 0. One agent is randomly chosen and his state is changed to 1. This ”perturbation” will trigger a chain reaction: all the individuals linked with this first agent will reconsider their proper state and, by so doing, they will induce their neighbors to do so in turn. This will propagate, step by step, an avalanche that will affect a part of the graph: the influence sphere of the initial agent i. In the meantime, agents revise the intensity of their bilateral links, according to the Hebb rule, at each time step of the spread of the avalanche. This will only affect pairs of individuals that are activated at the same time in a given avalanche, i.e. under the direct or indirect influence of a same agent. This process is iterated during a large number T of periods, giving all the agents an expected value T /N of being at the origin of avalanches. We compare network behavior before and after learning by looking at the spectrum of the agents’ spheres of influence, i.e. the number of agents involved by an avalanche triggered by one given individual. In other terms the size s(i) of one agent’s sphere of influence is the number of individuals whose level of activity has assumed a positive value during the avalanche generated from the node i. In an exogenous drawn network all the influence spheres remain smaller than 40, i.e. less than 4% of the population, in this example. Average and variance remain of the same order; the distribution is then approximately normal. After ten thousand steps of learning the distribution is quite different and a certain number of individuals are able to exert a macro-influence at the level of the global network. When we look at a log-log graph, expressing the inverse cumulated distribution of the size of influence spheres, we obtain a quasi-linear graph with a slope of absolute value smaller than 2. This means that the distribution can be identified as a Pareto law for high enough values of s, P (s) ∼ s−β . When 0 < β ≤ 2 => V ar(s) = +∞. This is equivalent to a distribution law p(s) = (1 − α)s−α with 1 < α ≤ 3, with β = α − 1.
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Fig. 23.8. Individual influence spheres in an exogenous randomly-drawn network. N = 1000 agents. Individual connectivity C = 4. (Source: Dero¨ıan, Steyer and Zimmermann, 1999).



Fig. 23.9. Individual influence spheres in a network after 10,000 steps of social learning. N = 1000 agents. Individual connectivity C = 4. (Source: Dero¨ıan, Steyer and Zimmermann, 1999).



In such a case there is a positive probability of finding an agent capable of triggering an avalanche of any size, limited solely by the size of the population itself.



23.4



Conclusion



We have shown that through such social learning, depending on the intensity of inter-individual relations, the network is led to evolve towards a critical state where several agents have the power to trigger large avalanches at the level of the whole population. This means that the network evolution has endowed these leaders with a large charisma due solely to their structural
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Fig. 23.10. Inverse cumulated distribution of avalanche size after 10,000 steps of learning (Log-Log graph). (Source: Dero¨ıan, Steyer and Zimmermann, 1999).



position. In other terms, the emergence of these structural leaders is the result of a social process.



References 1. Bala V. and Goyal S. (2000), ”A non-cooperative model of network formation”, Econometrica, Vol.68, n. 5 (September), 1181-1229. 2. Bala V. and Goyal S. (1998), “Learning from neighbours”, Review of Economic Studies, 65, 595-621. 3. Barrat A. et Weigt M. (2000), ”On the properties of small-world network models”, European Physical Journal B, 13,547-560. 4. Burt S.R. (1987), ”Social Contagion and Innovation: Coherence versus Structural Equivalence”, American Journal of Sociology, 92, 1287-1335. 5. Cohendet P., Llerena P. , Stahn H. et Umbauer G. (1998), The economics of networks, Springer, 1998 6. Cowan R. and Jonard N. (1999), ”Network Structure and the Diffusion of Knowledge”, MERIT Research Memorandum, n 99-028. 7. Cowan R., Jonard N. and Zimmermann J.B. (2001), ”The joint dynamics of Networks and Knowledge”, communication to the Conference WEHIA 2001, Maastricht, June. 8. Dero¨ıan, F., (2001), ”Stability versus Efficiency in Social Network”, Document de Travail GREQAM N01A09 9. Dero¨ıan F., Steyer A. and Zimmermann J.B. (1999) .”Influence sociale et apprentissage dans les ph´enom`enes de diffusion de l’innovation”, Journ´ees de l’Association Fran¸caise de Sciences Economiques, Sophia Antipolis 20 et 21 Mai 1999 . 10. Lin N. (1999), ”Building a Network Theory of Social Capital”, Connections 22(1): 28-51 11. Milgram S. (1967), ”The Small-World problem”, Psychology Today, 2:60-67. 12. Plourabou´e F., Steyer A. and Zimmemann J.B. (1998), “Learning induced Criticality in Consumers’ Adoption Pattern : A Neural Network Approach ” , Economics of Innovation and New Technology, Vol. 6 pp.73-90.



414



J.-B. Zimmermann



13. Steyer A. et Zimmermann J.B. (1996) ”Externalit´es de r´eseau et adoption d’un standard dans une structure r´esiliaire”, Revue d’Economie Industrielle, N.76. 14. Steyer et Zimmermann (1998) ”On the frontier: structural effects in a diffusion model based on influence matrixes”, in Cohendet P., Llerena P. et Stahn H (Eds.) (1998). 15. Steyer A. and Zimmermann JB. (2001), ” Self Organised Criticality in Economic and Social Networks - The case of innovation diffusion”, in Kirman A. and Zimmermann J.B. (Eds.) Economics with Heterogenous Interacting Agents, Springer 16. Vriend, N.J. (2000). An Illustration of the Essential Difference between Individual and Social Learning, and its Consequences for Computational Analyses. Journal of Economic Dynamics and Control, 24, 1-19. 17. Watts Duncan J. (1999-a), Small Worlds, the dynamics of networks between order and randomness, Princeton Studies in Complexity, Princeton University Press. 18. Watts Duncan J. (1999-b), ”Networks dynamics and the small-word phenomenon”, American Journal of Sociology, Vol. 105, Number 2 (September): 493-527. 19. Watts D.J. and Strogatz S.H.(1998), “Collective dynamics of small-world networks”, Nature, Vol. 393 / 4, June. 20. Young Peyton H. (1999), ”Diffusion in Social Networks” , CSED Economic Studies, The Brookings Institution, Working Paper No. 2, May



24 Coalitions and Networks in Economic Analysis Francis Bloch ESM2 and GREQAM, Marseille, France Abstract. This Chapter presents recent strategic models of coalition and network formation, with two applications to industrial organization: the formation of cartels and strategic alliances.



24.1



Introduction



The formation of groups and networks is undoubtedly a central theme in the social sciences. Sociologists have long studied the formation of social groups and the importance of social networks, psychologists have discussed the importance of group behavior and group influence on individual behavior, political scientists have always been strongly interested in the formation of lobbies and political groups. In economics, the importance of groups has also long been recognized. Most economic activity is conducted by groups rather than individuals. Consumption is carried out by households instead of individuals, wage bargaining usually occurs among groups of workers and employers, economic decisions are taken by groups of countries instead of individual states, and so on. The list of groups participating in economic activities can be extended at will. The economist’s approach to group and network formation is usually quite different from the approach of other social scientists. Economists value the importance of rationality and optimality, and the central question they pose is the following: How do self-interested agents decide to form groups and networks? The emphasis is thus put on the processes of group and network formation, and the computations that lead rational agents to choose to belong to groups and form links among themselves. In contrast, most other social sciences take the existence of groups and social networks as given, and study how agents’ behavior is affected by their membership to some group or social network. The formal analysis of group formation can be traced back to von Neumann and Morgenstern’s seminal book on game theory (”Theory of Games and Economic Behavior”) initially published in 1944[1]. Starting with the study of two-player games, von Neumann and Morgenstern rapidly moved on to discuss the extension of the theory to larger numbers of players, and emphasized the importance of the formation of groups (coalitions in the parlance of game theory) in the study of strategic situations. The issue of coalition formation has since been a central aspect of cooperative game theory, leading
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to the development of a number of cooperative solution concepts (core, bargaining sets, etc.). In recent years, the study of coalition formation has been revived, due to the development of a number of applications in economics, and with a slight change in emphasis. The recent literature explores the theme of coalition formation as a non-cooperative process, by explicitly spelling out the procedures by which individual players form groups and networks. Since the renewed interest in group formation is mainly motivated by economic applications, it is instructive to review some of the economic problems which require an analysis of coalition formation. The formation of cartels and alliances has long been an object of analysis in the study of industrial organization. In recent years, the development of new forms of competition, involving a mix of cooperation and competition among firms (for example, firms participating in joint research projects but competing on the marketplace) has stirred up a new interest in coalition formation. In international economics, the formation of customs unions and free trade areas has a distinguished history, but recent developments (the formation of new unions in North and South America - NAFTA and Mercosur, and the emergence of three trading blocs in Europe, America and the Pacific Basin) have led to a renewed interest in coalition formation. In public economics, the formation of local jurisdictions and the provision of local public goods have recently gained a lot of attention, with the break-up of certain countries (U.S.S.R, Yugoslavia and Czechoslovakia) and the increasing regional tensions in a number of others. In international macroeconomics, the formation of monetary unions is clearly a hot topic of debate with the introduction of the euro. In labor economics, the formation of trade unions and the existence of different structures of trade unions in different countries has always been a puzzle. In environmental economics, the importance of transborder pollution and the formation of groups of countries to negotiate international treaties on pollution abatement have clearly become central topics of discussion. Finally, the new political economy, investigating political institutions, has recently emphasized the importance of coalition formation in government cabinets and legislatures. In sum, the formation of coalitions is a pervasive phenomenon, which seems to permeate all areas of applied economics.(For a recent survey of applications of coalition formation in applied economics, see [2]). In order to understand recent contributions to the theory of coalition and network formation, it is useful to distinguish three possible representations of gains from cooperation, in increasing degree of generality. Coalitional Representation In the coalitional representation, one associates with each subgroup C of agents a monetary value v(C) representing the total amount that the coalition can obtain by itself. This is interpreted as the worth of the coalition, which can be divided among its members. Partition Function Representation In the partition function representation, externalities across coalitions are taken into account. With each
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coalition structure π = {C1 , .., CR }, one associates a vector of payments for all the coalitions in π. v(Cr ; π) then denotes the payment of coalition Cr when the coalition structure π is formed. This representation carries more information than the coalitional representation, because the payment of a coalition may depend on the way other coalitions are organized. Graph Representation In the graph representation, one is given the value v(g) of any graph g formed by the players. The literature distinguishes between two types of graph value. Component additive values assume that the value of a graph can be decomposed into the sum of the values of its components. This implies that there are no externalities across components (the value of a component does not depend on the way other players are organized). Nonadditive values allow for externalities across components, just as partition functions allow for externalities across coalitions. Note that the graph representation is more general than the coalitional representation, because it conveys information about the way players are linked inside a component. In the literature, the three representations (coalitional, partition function and graph) have been considered and analyzed using similar techniques. In applications, the use of one or another representation is usually dictated by the structure of the economic model. In the remainder of this chapter, we abstract away from the issue of division of the payoffs inside a coalition and inside a component. We shall assume a fixed sharing rule, and let v i (C), v i (π) and v i (g) denote the payoff of player i in coalition C, in partition π and in graph g respectively. Alternatively, we can interpret the assumption of a fixed sharing rule as the non-transferability of payoff across agents in a coalition and in a graph.



24.2



Cooperative Solutions to Group and Network Formation



The earliest attempts to understand the formation of groups relied on cooperative solution concepts. We shall review these concepts for the three representations outlined above. We shall focus on solution concepts related to the core, which are the most prevalent concepts proposed in the literature. We note however that some papers have developed alternative concepts based on bargaining sets or the von Neumann and Morgenstern stable sets. When one considers the coalitional representation, the core is easily defined. A coalition structure π = {C1 , .., CR } belongs to the core if and only if there is no coalition of agents, S, such that v i (S) > v i (C(i))∀i ∈ S, where C(i) denotes the coalition i belongs in the partition π. Conceptually, it may sometimes be difficult to understand why coalitions form at all in the coalitional representation. If players have access to the same strategies both individually and inside groups, there is no reason to believe that an extension of the group could reduce the payment of players. This argument has
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been used to justify the fact that coalitional games are superadditive, i.e. v(S ∪ T ) ≥ v(S) + v(T ) for any disjoint subsets S and T . But if a game is superadditive, one should always expect the grand coalition to form, and the issue of coalition formation is irrelevant. This argument - showing that coalition formation is not an issue in the coalitional representation - has been challenged by a number of authors who point out that some external rigidities are present, leading to games which are not superadditive. For example, in jurisdiction and club formation, congestion might reduce the payoff of a coalition when too many individuals enter. Another example comes from rigidities in political institutions. For example, if heterogeneous voters vote for a proportional tax rate in a jurisdiction to provide a public good, different voters having different preferences may benefit from seceding and forming smaller groups. Finally, if players have asymmetric information, the cost of forming large coalitions may increase, so that the game becomes non superadditive. When one considers the partition representation, superadditivity is by no means guaranteed. For example, in an association of firms, accepting new members may reduce the competitive advantage of the standing members, and result in lower payoffs for them. Similarly, outsiders free-riding on the formation of a cartel or on the provision of a public good have no incentive to join a coalition and start contributing to the cartel or the public good. When one considers extending the core to games in partition function form, one immediately faces a conceptual problem. When a group of players deviates, it must predict the reaction of other players to the deviation. Four solution concepts have been proposed in the literature.1 A coalition structure π is core-stable if there does not exist a subset S of players and a partition i i 0 0 πN \S of the other players such that v (S, πN \S ) > v (π) for all players i in S. In other words, a coalition deviates whenever there exists a partition π 0 under which all the members of the coalition are better off. This specification assumes an extremely optimistic behavior on the part of members of the deviating coalition. As deviations are easy to engineer, core stable coalition structures are usually difficult to find. At the other extreme, one could consider the α stable coalition structures. A coalition structure π is α stable if 0 there does not exist a subset of players S such that, for all partitions πN \S 0 i of the other players, v i (S, πN \S ) > v (π). This specification assumes a very pessimistic prediction by members of the deviating coalition. They forecast that other players will re-organize in the worst possible way. Clearly, under the α stability concept, deviations are difficult to carry out, and it will be easier to find α stable coalition structures. Two other intermediate solution concepts have been proposed. In the γ formulation, when a group of players deviate, all members of the coalition they left break away. Hence, when a coalition S deviates, we need to keep track of the coalitions which were left by some members of S. Let C1 , .., CS be those coalitions and CS+1 , .., CR the 1



Core stability was defined in [3]. The other stability concepts are due to Hart and Kurz [4]
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coalitions left intact. A coalition structure π is γ stable if there does not exist , CS+1 , .., CR ) > v i (π). a coalition S such that for all i in S, v i (S, {j}j ∈S,j∈C / s Finally, in the δ formulation, when a group deviates it supposes that members of the coalitions which lost some members stick together. Hence, a coalition structure π is δ stable if there exists no coalition S such that, for all i in S, v i (S, C1 \{j, j ∈ S ∩ C1 }, .., CS \{j, j ∈ S ∩ CS }, CS+1 , .., CR ) > v i (π). The four solution concepts (core stability, α, γ and δ stability) cover the range of possible reactions of external players. As we will see below, they will lead to very different predictions in applications. Concerning the graph representation, the first solution concept proposed by Jackson and Wolinsky [5], is a local stability concept, based on an examination of a graph link per link. A graph is called pairwise stable if, whenever a link is formed, both agents have an interest in forming the link (v i (g ∪ ij) ≥ v i (g) and v j (g ∪ ij) ≥ v j (g)) and whenever a link is not formed, one of the agents has a strict incentive not to form it (v i (g ∪ ij) > v i (g) ⇒ v j (g ∪ ij) < v j (g)). This solution concept suffers from various shortcomings. By looking at a graph link per link, it does not recognize that the unit of decision in the graph is the agent, and not the pairwise links. A more demanding but more satisfactory solution concept has recently been proposed by Jackson and van den Nouweland [6]. A graph is called strongly stable if there exists no coalition of agents who, by re-arranging their links, could get a strictly higher payoff.



24.3



Noncooperative Models of Groups and Networks



In recent years, the attention of game theorists has been focussed on noncooperative procedures of group and network formation. The earliest attempts dealt with coalition formation. A first category of procedures is that of simultaneous games, where all agents simultaneously announce the groups they want to form. In games with open membership, players cannot prevent other players from joining their group. These games were developed in the 70’s to explore the formation of cartels. The most general formulation is the following address game (studied in [7]). Let M be a set of messages, with more messages than players. Each player announces a message mi in M , and coalitions are formed by all players who have announced the same message. Games with exclusive membership are games where players choose the coalitions they wish to form and hence have the ability to exclude other players. The two most prominent games of exclusive membership are the γ and δ games which were initially discussed (under a different name) by Van Neumann and Morgenstern ([1]) and later studied by Hart and Kurz ([4]). Players’ strategy spaces are the set of all coalitions to which they belong: S i = {C ⊂ N, i ∈ C}. The outcome functions differ in the two games. In the γ game, a coalition is formed only when all its members unanimously agree
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to form the coalition, i.e. C = si ∀i ∈ C. In the δ game, a coalition is formed even if some members choose not to join the coalition, C = {i|si = C}. As we will see below, this difference in outcome functions generates a huge difference in the equilibria of the game. The corresponding noncooperative process in graphs is the following linking game [8]). Players’ strategies are the set of links that they may form (or a subset of the other players with whom they want to form links). S i = {C, C ⊂ N \{i}}. A link is formed if and only if both players have announced their desire to form the link: ij is formed if and only if i ∈ sj and j ∈ si . It should be clear that all the noncooperative processes outlined above give rise to a large number of Nash equilibria, reflecting coordination failures among the players. In the exclusive membership coalition formation games, the situation where no coalition is formed is always an equilibrium: when other agents announce that they do not want to form a coalition, choosing to remain independent is always a best response. Similarly, in the linking game, the empty graph always emerges as an equilibrium: as long as the other players do not agree to form a link, it is a best response for every player to remain isolated. Various methods have been proposed to alleviate these coordination problems. In exclusive membership coalition formation games, one solution suggested is to look at strong Nash equilibria or coalition-proof Nash equilibria of the noncooperative game. Note that a coalition can be sustained as a strong Nash equilibrium of the γ (respectively δ) game if and only if this coalition is γ (respectively δ) stable. In the linking game, researchers have similarly considered cooperative-based refinements, such as equilibria which are immune to deviations by pairs of players, or strong and coalition-proof Nash equilibria. As an alternative to cooperative-based refinements, one strand of recent literature has considered sequential games of coalition formation, where the (generically) unique subgame perfect equilibrium of the game provides another way of selecting an equilibrium of the game. These procedures are based on extensions of Rubinstein’s alternating-offers bargaining game. Different procedures have been proposed. In one of them, ([9] and [10]), players announce coalitions and the division of payoffs inside the coalition. All prospective members then respond to the offer. If they all agree, the coalition is formed, and players exit the game. If one of them rejects the offer, time passes and the player who rejected the proposal becomes the proposer in the next period. (This procedure is termed the infinite horizon unanimity game). Another procedure looks at what happens when, after a rejection, players are randomly chosen to make the next offer ([11]). The construction of similar sequential procedures of graph formation remains an open (and very complex) problem in the field.
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Applications



In order to illustrate the use of the different models of coalition and graph formation, we consider two standard applications in the study of industrial organization. The first application deals with the formation of collusive groups ([9]), and the second one with the formation of strategic alliances ([12]). 24.4.1



Collusive Groups



The formation of a cartel is a typical example of a situation of group formation with positive externalities. Players benefit from the formation of a cartel by the other players, since this entails an increase in market price. Formally, a game is said to exhibit positive externalities if, whenever two coalitions merge, all external players are made better off. (Other examples of games with positive externalities include the provision of pure public goods.) Consider a linear Cournot market, where market price is given by P = 1 − Q and firms have zero marginal cost. Let π denote the coalition structure formed by cartels on the market. A simple computation shows that each firm’s profit only depends on the total number of cartels formed, k, and on the size of the cartel C(i) to which firm i belongs. Profit is given by: v i (π) =



1 . (k + 1)2 |C(i)|



An interesting analysis is to consider how the function v i (π) varies when only one cartel of a varying size k is formed on the market. The following picture graphs this function. The solid line represents the profits of outsiders whereas the dashed line gives the profit of cartel members. It appears that the profit of cartel members is decreasing for small values of k and then increasing. In particular, there is a unique value k ∗ for which cartel members obtain the same payoff as if they were independent players (k = 1). This value is called the minimal profitable cartel size and it has been established that, in a linear Cournot market, this value amounts to roughly 80% of the firms in the industry. The following table lists the equilibria of various games of coalition formation in this example. The proof of these statements is left as a (difficult) exercise for the reader. Game of coalition formation Equilibrium coalition structures Open membership game {1, 1, 1, .., 1} γ game {k, 1, 1, .., 1}∀k ≥ k ∗ δ game ∅ Infinite horizon game {k ∗ , 1, 1, .., 1}
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Fig. 24.1.



To interpret the table, note that in a cartel of any size, each firm has an incentive to leave the cartel as long as all other cartel members stay put. Hence, both in the open membership game and in the δ game, no cartel of positive size can form. If, on the other hand, a departure triggers the complete dissolution of the cartel (as in the γ game), any cartel of size greater than k ∗ may emerge in equilibrium. The sequential procedure selects one such cartel, where players form the minimal profitable coalition. It is also possible to interpret collusion on the market as the formation of bilateral links between firms. A recent model has investigated what happens when firms can form market-sharing agreements, by which they choose to stay out of each other’s market. Let π(n) denote the profit that each firm makes on a market with (n − 1) competitors, and define the total profit of a firm as X v i (g) = π(nj ) + π(ni ). j|ij ∈g /



In this model (as in the formation of cartels), firms benefit from the formation of links among other players (since this induces a reduction in the number of competitors on the market). It can be shown that pairwise stable graphs are characterized by the formation of complete components, of different sizes greater than a minimal threshold. In linear Cournot markets, two stable graphs emerge: the empty graph and the complete graph. 24.4.2



Strategic Alliances



In the second application, firms form groups in order to benefit from synergies in production, but remain competitors on the market. This is a model with
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negative externalities: when two groups of firms merge, all firms in the groups reduce their costs, and external firms obtain lower profits. (Other examples of games with negative externalities include the formation of customs unions, when firms can benefit from an increase in market size.) We consider again a linear Cournot market, where inverse demand is given by P = 1 − Q. The constant marginal cost of each firm is a linearly decreasing function of the size of the alliance it belongs to, ci = κ − λ|A(i)|. Direct computations then show that a firm’s profit is given by P 1−κ λ |A(j)|2 v i (π) = + λ|A(i)| − n+1 n+1 The following table lists, for four different games of coalition formation, the equilibrium coalition structures. (The proof is again left to the reader, to test his or her understanding of the various procedures of coalition formation.) Game of coalition formation Equilibrium coalition structures Open membership game {N } γ game ∅ δ game {(3n + 1)/4, (n − 1)/4} Infinite horizon game {(3n + 1)/4, (n − 1)/4} In this game, the only equilibrium of the open membership game is the grand coalition, as every player always has an incentive to join a group. On the other hand, if membership is exclusive, players have an incentive to form smaller subgroups, in order to benefit from cost asymmetries between firms. Typically, this will induce the formation of two groups of unequal sizes, where firms in the first group choose to increase their size in order to prevent the formation of a strong complementary group. The γ game does not admit any strong Nash equilibrium in this case. The intuition for this result is somewhat difficult to grasp. Note that, if a group is larger than n/2, a subset of size n/2 has an incentive to deviate, knowing that the other firms will remain isolated. On the other hand, the formation of two groups of size n/2 cannot be a strong Nash equilibrium, since any subset of players of size greater than n/2 would benefit from forming a group. It should be noted that the formation of two asymmetric groups depends strongly on the fact that alliances are considered here as multilateral (rather than bilateral) agreements. If one considers an alternative model where firms derive cost synergies from the formation of pairwise links with other firms, the results are strikingly different. It can be shown that in this case, in a linear Cournot model, the only pairwise stable graph is the complete graph.
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Lexicon cartel: group of firms which collectively choose a price level and assign production quotas to its members. coalition: subset of players in a game coalition structure: partition of the set of players into coalitions coalition-proof Nash equilibrium: Nash equilibrium of a noncooperative game, which is immune to consistent deviations by subcoalitions. Consistency is defined recursively. A deviation by a subcoalition is consistent if it is immune to further deviation by a smaller coalition. core: set of agreements (payoff vectors) such that no coalition has an incentive to deviate from the agreement. Cournot market: oligopolistic market where firms select quantities. strategic alliance: group of firms which collectively share some resources or launch some investments in order to reduce cost or increase demand. strong Nash equilibrium: Nash equilibrium which is immune to deviations by coalitions of players. subgame perfect equilibrium: Nash equilibrium (in a sequential game) where every player selects his optimal action at any stage of the game. superadditive game: a game in coalitional form where the union of two disjoint coalitions obtains a higher worth than the sum of the two coalitions.
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Abstract. Given an individually used standard on a territory we study the conditions for total spreading of a new emergent better fitted competing standard. The associated dynamics is monitored by local competing updating which occurs at random among a few individuals. The analysis is done using a cellular automata model within a two-dimensional lattice with synchronous random walk. Starting from an initial density of the new standard the associated density evolution is studied using groups of four individuals each. For each local update the outcome goes along the local majority within the group. However in case of a tie, the better fitted standard wins. Updates may happen at each diffusive step according to some fixed probability. For every value of that probability a critical threshold, in the initial new emergent standard density, is found to determine its total either disappearance or spreading making the process a threshold phenomenon. Nevertheless it turns out that even at a zero density measure of the new emergent standard there exits some peculiar killer clusters of it which have a non zero probability to grow and invade the whole system. At the same time the occurrence of such killer clusters is a very rare event and is a function of the system size. Application of the model to a large spectrum of competing dynamics is discussed. It includes the smoker-non smoker fight, opinion forming, diffusion of innovation, species evolution, epidemic spreading and cancer growth.



25.1



Introduction



Physics has enjoyed considerable success in describing and understanding collective behavior in matter[18]. Very recently many physicists have used basic concepts and techniques from the physics of collective disorder to study a large spectrum of problems outside the usual field of physics, such as social behavior [1–3], group decision-making [4], financial systems [5] and multinational organizations [6]. See [7] for a review of these applications. Others chapters from this book present work along these lines [19]. A few years ago, Galam developed a hierarchical voting model based on the democratic use of majority rule [8]. In the simplest case of two competing parties A and B with respective support of a0 and b0 = 1 − a0 , it was shown that, for B, winning the elections at the top of the hierarchy (i.e. after several tournaments) not only depends on b0 but also on the existence of some local biases. In particular, in the case of voting cells of four people, a
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bias is introduced (usually in favor of the leading party, e.g. B) to solve the 2A-2B situations. Then, the critical threshold of support for the ruling party to win can be as low as bc = 0.23. The model shows how a majority of up to 0.77 can self-eliminate while climbing up the hierarchy, using locally the democratic majority voting rule. This self-elimination occurs within only a few hierarchical levels. The demonstration of these results is reproduced in next section. Following this previous study, in this Chapter we address the universal and generic problem of the competition for standard between two different groups of users over a fixed area. We present a “voter model” which describes the dynamic behavior of a population with bimodal conflicting interests and study the conditions of extinction of one of the initial groups. This model can be thought of as describing the smoker - non smoker fight in a small group of people, whereby a majority of smokers will usually convince the few others to smoke and vice versa. The interesting point is really when an equal number of smokers and non-smokers meet. In this case, it may be assumed that a social trend will decide between the two attitudes. In the US, smoking is viewed as a disadvantage, whereas in France it is rather well accepted. In other words, there is a bias that will select the winning party in an even situation. In our example, whether one studies the French or US case, the bias will be in favor of the smokers or the non-smokers respectively. The same mechanism can be associated with the problem of competing standards (for instance PC versus Macintosh or Windows versus Linux for computer systems or VHS versus Beta MAG for video systems). The choice of one or the other standard is often driven by the opinion of the majority of people one meets. However, when the two competing systems are equally represented, the intrinsic quality of the product will be decisive. Price and technological advance then play the role of a bias. On this basis, we will consider the role of the system size in this model of opinion propagation. It turns out that a satisfactory description of our model requires a probabilist approach and we observe that, when the system becomes too large, there is a qualitative change in behavior, due to what we call killer geometries. To tackle this question, we shall restrict our study to the one-dimensional case in which the effects are easier to demonstrate with computer simulation and much more analytically tractable than the corresponding twodimensional system.



25.2



The Model



Here we consider the case of four-person confrontations in a spatially extended system in which the actors (standard A or B) move randomly. In the original Galam model [8], the density threshold for an invading emergence of B is bc = 0.23 if the B group has a qualitative bias over A.
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With a spatial distribution of the standard, even if b0 < bc , B can still win over A provided that it strives for confrontation. Therefore a qualitative advantage is found not to be enough to ensure winning. A geographic factor as well a definite degree of aggressiveness are instrumental in overcoming the less well fitted majority. The model we use to describe the two populations A and B influencing each other or competing for some unique resources is based on the reactiondiffusion automata proposed by Chopard and Droz [9]. However, here we consider only one type of particle with two possible internal states (±1), coding for the A or B standard respectively. The individuals move on a two-dimensional square lattice. At each site, there are always four individuals (any combination of A’s and B’s is possible). These four individuals all travel in a different lattice direction (north, east, south and west). Periodic boundary conditions are used. The interaction takes place in the form of “fights” between the four individuals meeting on the same site. In each fight, the group nature (A or B) is updated according to the majority rule whenever possible, otherwise with a bias in favor of the best fitted group: • The local majority standard (if any) wins:   (n + m)A if n > m nA + mB → (n + m)B if n < m 



where n + m = 4. • When there is an equal number of A and B on a site, B wins the confrontation with probability 1/2 + β/2. The quantity β ∈ [0, 1] is the bias accounting for some advantage (or extra fitness) of standard B. The above rule is applied with probability k. Thus, with probability 1 − k the group composition does not change because no fight occurs. Between fights both population agents perform a random walk on the lattice. This is achieved by randomly shuffling the directions of motion of the four individuals present at each site and letting them move to the corresponding neighboring sites [9]. This rule is illustrated in Fig. 25.1. Initially, populations A and B are randomly distributed over the lattice, with respective concentrations a0 and b0 = 1 − a0 . The behavior of this dynamics is illustrated in figure 25.2. The current configuration is shown at three different time steps. We can observe the growth of dense clusters of B invading the system. We now present the detailed analytical study in the asymptotic case k → 0 [8]. In this case, after each fight the whole population is totally reshuffled to destroy any short range correlation produced by the local homogeneous result of a fight within a group. We also take the extreme case of a full bias towards the new emergent standard, i.e., β = 1. Therefore one fight
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Fig. 25.1. Sketch of the model rule. The symbols A and B denote the two types of individuals. A confrontation take place in all gray cells and results in a local victory of one standard. Then, in all cells a random re-direction of the individuals is performed (with a rotation of the configuration by 0, 90, -90 or 180 degrees), followed by a jump to the nearest neighbor cell
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Fig. 25.2. Configurations of the CA model, at three different times. The A and B standards are represented by the gray and white regions, respectively. The parameters of the simulation are b0 = 0.1, k = 0.5 and β = 1



cycle produces a new distibution of respective proportions of A and B with associated probabilities a1 and b1 = 1 − a1 where b1 is given by, b1 = b40 + 4b30 (1 − b0 ) + 6b20 (1 − b0 )2 ,



(25.1)



where the last term accounts for the tie case 2A − 2B, which yields a victory for B. This equation yields the fixed points of the fight dynamics solutions, b0 = b40 + 4b30 (1 − b0 ) + 6b20 (1 − b0 )2 ,



(25.2) √



which are 0, 1 and, in between, the unstable critical threshold bc = 5−6 13 ≡ 0.23. This means that to invade the whole territory the new, emergent, better fitted standard must start with a proportion of more than 23% of support before entering the repeated fight process. Otherwhise it loses againt the initial standard.
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Discussion



It is clear that the richness of the model derives from the even confrontations. If only odd fights happened, the initial majority population would always win after a short time. The key parameters of this model are (i) k, the aggressiveness (probability of confrontation), (ii) β, the B’s bias towards winning a tie and (iii) b0 , the initial density of B. The strategy according to which a minority of B’s (with a technical, genetic, persuasive advantage) can win against a large population of A’s is not obvious. Should they fight very often, try to spread or accept a peace agreement? We study the parameter space by running cellular automata implementing the above system. In the limit of low aggressiveness (k → 0), the particles move for a long time before fighting. Due to the diffusive motion, correlations between successive fights are destroyed and B wins provided that b0 > 0.23 and β = 1. This is the mean-field level of our dynamic model which corresponds to the theoretical calculations made by Galam in his election model [8]. More generally, and for β = const, we observe that B can win even when b0 < 0.23, provided it acts aggressively, i.e. by having a large enough k. Thus, there is a critical density bdeath (k) < 0.23 such that, when b0 > bdeath (k), all A are eliminated in the final outcome. Below bdeath , B loses unless some specific spatial configurations of B’s are present. This is a general and important feature of our model: the growth of standard B at the expense of A is obtained by a spatial organization. Small clusters that may form accidentally act as nuclei from which the B’s can develop. In other words, above the mean-field threshold bc = 0.23 there is no need to organize in order to win, but below this value only condensed regions will be able to grow. When k is too small, such an organization is not possible (it is destroyed by diffusion) and the strength advantage of B does not lead to success. Figure 25.3 (left) summarizes, as a function of b0 and k, the regions where either A or B succeeds. It turns out that the separation curve satisfies the empirical fit (k + 1)7 (b0 − 0.077) = 0.153. It is also interesting to study the time needed to annihilate the loser completely. Here, time is measured as the number of fights per site (i.e. kt where t is the iteration time of the automaton). We observed that, in this case, the dynamics is quite fast and just a few units of time are sufficient to yield a collective change of opinion. The previous results assume a constant bias. However, with the assumption that an individual surrounded by several of its fellows becomes more confident and thus less efficient in its fight, one may vary the bias β as a function of the local density of B. For example, within a neighborhood of size `2 , the bias can decrease from 1 to 0 as follows : β = 1 − b/(2`2 ) if 0 ≤ b ≤ 2`2 (local minority of B’s) and
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Fig. 25.3. left: Phase diagram for the model, with β = 1. The curve delineates the regions where, on the left, A wins with high probability and, on the right, B wins with probability one. The outcome depends on b0 , the initial density of B and k, the probability of a confrontation. Right: Same as the left panel but for a bias computed according to the B density on a local neighborhood of size ` = 7. The gray levels indicate the time to eliminate the defeated standard (dark for long time)



β = 0 if b > 2`2 (local majority of B’s), where b designates the number of B’s in the neighborhood. This rule produces an interesting and non-intuitive new behavior. Depending on the value of `, there is a region near k = 1 such that the A standard can win by preventing the B’s from spreading in the environment. This is achieved by a very aggressive attitude of the A’s. Note that this effect is already present in the previous case (` = 1 and β = const), but only on the line k = 1 and for b0 < 0.2. Figure 25.3 (right) shows the regions where either A or B succeeds when ` = 7. In addition to the separation line shown in light gray, the time needed to decimate the other opinion is indicated by the gray levels. We observe that this time may become large in the vicinity of the critical line. Depending on the time scale associated with the process, such a slow evolution may be interpreted as a coexistence of the two standards (if a campaign lasts only a few days or a few weeks, the conflict will not be resolved within this period of time). We have shown that the correlations that may exist between successive fights may strongly affect the global behavior of the system and that an organization is the key feature in obtaining a definite advantage over the other population. This observation is important. For instance, during a campaign against smoking or an attempt to impose a new system, it is much more efficient (and cheaper) to focus the effort on small nuclei of people rather than sending the information in an uncorrelated manner.
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Also, according to figure 25.3, a hypothetical minority of smokers in France must harass non-smokers during social meetings (coffee break, lunch, etc) often but not systematically, in order to reinforce their position. On the contrary, for a hypothetical majority of smokers in the US, either a soft or a forceful harassment of non-smokers is required to survive. Aggressiveness is the key to preserving the spatial organization. Refusing a fight is an effective way for the A standard to use its numerical superiority by allowing the B individuals to spread. In this respect, a minority should not accept a peace agreement (which would result in a lower k) with the leading majority unless the strength equilibrium is modified (i.e. B is better represented). Motion is also a crucial ingredient in the spreading process. There is a subtle trade-off between moving and fighting. When little motion is allowed between fights (k → 1), the advantage is in favor of A again. In an epidemic system, our model shows that two solutions are possible to avoid infestation: one either lets the virus die of isolation (dilute state due to a small k) or one decimates it before it spreads (large k).



25.4



Finite Size Effects



In this section we demonstrate the essential role played by finite size systems in the context of the present model [10] and we show that our model can be described in terms of a probabilistic phase diagram which reduces to a trivial situation when the system size goes to infinity. A possible conclusion is that some socio-economical systems may be characterized by a strong sensitivity to system size. For instance, macroscopic behavior may change dramatically depending on whether the system is simply large or almost infinite. The reason for this peculiar property is the existence, in such systems, of statistically very rare configurations which drive the evolution in a new and atypical way. The observation that rare events can develop and reach a macroscopic size has already been noticed in other contexts. Examples are given by generalized prisoner dilemma problems [11–13] or the recent work by Solomon [14]. Percolation problems give another example where a qualitative change of behavior is observed in the limit of an infinite system [15]. To illustrate this behavior, we consider a one-dimensional system in which the effect is more pronounced. The rule of the dynamics is a straightforward variation of the above two-dimensional case. We still consider four individuals per cell, and to conform to the topology restriction we change the motion rule as follows: two individuals randomly chosen among the four travel to the left while the two others travel to the right. Here we study systems of linear size L with periodic boundary conditions. For given values of b0 and k the dynamics is iterated until a stationary state (either all A or all B) is reached. The interesting point is that the outcome
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Fig. 25.4. Left: Probabilistic stationary state phase diagram for a systems of size L = 256 and L = 1024. Contour lines for pB = 0.5 and/or 0.9 are shown. The region marked B indicates that pB is large whereas it is small in region A. Right: Critical size r of a single B cluster that invades the system with probability 0.9, as a function of the aggressiveness k. Dots are the results of the CA model and the solid line is an empirical fit: k = 1/(r 1.8 )



of this experiment is found to be probabilistic: the final state is all B with probability pB and all A with probability 1−pB . Also, the value of pB depends crucially on the system size L. As we shall see, when L → ∞, pB is 1 for the all (b0 , k) plane. For this reason, a standard phase diagram cannot describe the situation properly. Thus, we propose a description in terms of what we call a probabilistic phase diagram: each point of the (b0 , k) plane is assigned a probability pB that the final state is entirely B. Ideally, this diagram should be represented as a 3D plot. Instead, in Fig. 25.4 (left), we show contour lines corresponding to given probabilities pB . Note that for the same value of pB , the isoline is shifted to the left as the system size increases. These data show that if the aggressiveness k is large enough, initial configurations with a fairly low density of B’s are able to overcome the large initial majority of the A standard, the reason being the presence of B actors organized into small clusters such that the diffusion is not effective enough to destroy them. They expand at a rate which makes them win systematically in the fights against A actors. Figure 25.4 (right) is obtained by considering a unique initial B cluster of size r in a sea of A’s. The plot shows, for each value of k the critical value of r which ensures that the B cluster will invade all the system with probability 0.9. The result of Fig. 25.4 (right) is independent of the system size L and the question is then how often such clusters appear by chance. In a finite size system, with a given random concentration b0 of B actors, there is always a finite probability of such small clusters existing in the initial configuration.
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Fig. 25.5. Left: Dependence of the critical density b0 of B particle as a function of the system size L, for a wining probability pB = 0.5 and two values of k. We see that the A − B separation line moves as 1/(L0.54 ). Right: Critical initial density b0 as a function of B ’s probability to win, pB , for two values of k and L = 256. From the assumption of a linear dependence, the value of b0 for pB = 1 can be interpolated



When this is the case the system will reach a pure B stationary state. The larger the L the more likely it is to observe such a devastating cluster. The way the separation line in Fig. 25.4 (left) depends on L has been investigated in Fig. 25.5 (left). The plot shows the location of the transition line as a function of L for a fixed probability pB = 1/2 and different values of k. One sees that when L increases, the probabilistic line corresponding to a given probability pB moves to the left and an extrapolation to an infinite size system leads to a collapse of the transition line with the vertical axis for all values k 6= 0. For k = 0, one recovers the mean-field transition point b0c = 0.23, for all values of pB > 0. This is shown in Fig. 25.4 for the case L = 256, pB = 1/2, and can be confirmed by direct numerical simulations at k = 0 (complete mixing of the individuals at each time step). These results show that the respective behaviors of finite size and infinite size systems are qualitatively different. Figure 25.5 (right) shows, for a fixed system size L = 256, how the critical density b0 varies with pB . For two values of k, the plot suggests an almost linear dependence. We now discuss in more detail the question of the appearance of the devastating B clusters. More precisely, we would like to know the value of (r) the probability PL of finding at least one cluster formed of r consecutive B particles in a system of size L providing that the sites are randomly filled respectively with B particles with probability b0 and with A particles with probability a0 = 1 − b0 .
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Fig. 25.6. Probability PL of finding at least one cluster formed of r consecutive B particles in a system of size L, for r = 2 and r = 3. The B’s are uniformly distributed, with probability 1/2.



This is a difficult problem for arbitrary values of b0 . However, the case b0 = 1/2 is simpler, and careful bookkeeping leads to the following recursion relation:  L 1 (r) (r) (r) (25.3) PL = P(L−1) + aL 2



where the arL are generalized Fibonacci numbers defined by the following recursion relation: (r)



(r)



(r)



a1 = a2 = ... = ar−1 = 1, (r)



(r)



(r)



a(r) n = an−1 + an−2 + ... + an−r ,



n≤r+1



(25.4)



the particular case r = 2 corresponds to the usual Fibonacci numbers. The (r) behavior of PL is shown on figure 25.6 for several values of r. (r) One sees that for a fixed value of r and as L gets large, PL → 1.



25.5



Species Evolution



It may be interesting to propose other interpretations of the above model. A simple variant provides a possible scenario to explain punctuated equilibria [16] in the evolution of living organisms. It is well known that the transition between two forms of life may be quite abrupt. There is no trace of the intermediate evolutionary steps.
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Fig. 25.7. Frequency distribution of the extinction times for a system of size L = 256, for k = 0.5 and pm = 0.0004. The distribution is built by organizing the extinction times in 40 bins of size 500. The straight line is a fit of the data shown as black dots and indicates a power law behavior with exponent -2.03. The dashed line is a fit γ(1 − p)Tdeath , with γ = 70 and p = 0.00022.



To give some insights into this problem we modify our voter model by including a creation rate for the B individuals (A → B, with low probability). We assume that the B species is fitter than the A species (the bias β = 1) but the numerical advantage of A is too strong for B to survive. However, if the simulation is run for a long enough time, nucleation in this metastable state will happen, which will produce locally a very favorable spatial arrangement of B’s. These B’s will then develop and, very rapidly, eliminate all A’s. In other words, a very numerous species may live for a considerable amount of time without endangering competitors and suddenly, be decimated by a latent, fitter species. This scenario needs a strong statistical fluctuation but no additional external, global event. Let us consider a system of size L in a pure A state. Then, due to some mutation mechanism, at each iteration time, a small randomly chosen fraction pm of the A population turns to B. As explained, the A population is expected to become extinct after some time Tdeath , due again to the random appearance of small B clusters which are spatially organized in a peculiar topology and which eventually overcome the whole A population. For a fixed value of pm this extinction time varies considerably from sample to sample. One can then study the frequency of a given extinction time by performing a large number of different simulations for a given choice of k, L and pm . Typical results are given in Fig. 25.7. According to our model, the probability that A survives during T units of time is P (Tdeath = T ) ≤ p(1 − p)T −1 , where p is the probability that a devastating B cluster appears due to a mutation. Such a fit is shown in
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Fig. 25.7 as a dashed line. Note that, for large T , a power law fit is also −2.03 possible, as shown by the straight solid line: P (Tdeath ) ∼ Tdeath . However, the first fit is clearly more convincing and may thus provide a new interpretation of the phenomena of punctuated equilibria.



25.6



Conclusions



In conclusion, although the model we propose is very simple, it abstracts the complicated behavior of real life agents by capturing some essential ingredients. The introduction of a bias to resolve a tie is a simple yet quite genetic way to model a large class of interactions in non-conventional physics. For this reason, the results we have presented may shed light on the generic mechanisms observed in various different fields such as group opinionforming, economic standard formation, emergence of innovation, epidemics and evolution theory. In particular we see that the correlations existing between successive fights may strongly affect the global behavior of the system and that an organization is the key feature in obtaining a definite advantage over the other population. This observation is important. For instance, during a campaign against smoking or an attempt to impose a new system, it is much more efficient (and cheaper) to target the effort on small nuclei of people rather than sending the information in an uncorrelated manner. In the future, we are planning to enrich the model in two directions. Firstly, we plan to consider a distribution of local aggressivenesses {ki } instead of a uniform one k. The second project is to introduce various sizes [17] for the local fight instead of one unique size of four as used here.
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26 Cognitive Efficiency of Social Networks Providing Consumption Advice on Experience Goods Nicolas Curien, Gilbert Laffond, Jean Lain´e, and Fran¸cois Moreau Laboratoire d’Econom´etrie, Conservatoire National des Arts et M´etiers (CNAM), Paris Abstract. This Chapter deals with the issue of cognitive efficiency on the Internet. Cognitive efficiency refers here to the creation of chatrooms that gather individuals with homogenous preferences (but unable to recognize each other in the ”real world”) and that provide relevant consumption advice on experience goods. Hence, we raise the question of the ability for individuals initially scattered on the Net to meet in homogenous chatrooms (according to taste and consumption decisions) in order to ensure informational relevance. We show that, in the simple model we propose, cognitive efficiency depends on (i) individuals’ preference patterns (especially on relative utilities between the various varieties of goods), (ii) on their requirement concerning the quality of advice they receive, and, though not specifically modelized, (iii) on the entry process in chatrooms (simultaneous or sequential, with or without mimetic behavior).



26.1



Introduction



To reduce the risk induced by the consumption of an experience good, individuals often rely on information provided by agents who have already purchased the good. The three main sources of such an information are: (i) box office or index of sales (the crudest), (ii) results of tests performed by newspapers or consumer associations, (iii) peer to peer information exchange on the quality of the good (the richest source). In the last case, information exchanges are organized within a specific social network made up of people close to the individual. However, in the ”real world”, individuals are more willing and able to communicate with people whose social characteristics are identical than with individuals that only share the same interests. From this point of view, Internet has deeply modified the nature, the role and the extent of social networks of information exchange. Thanks to Internet chatrooms, individuals gather and exchange information in virtual places on the basis of personal interactions though they never meet in the ”real world”. Internauts with common interests share their experience and reciprocally influence their judgments and their consumption decisions. Internet dramatically increases the size and diversity of social networks of information exchange. The virtualization of personal relationships also changes the composition of social networks. As emphasized by Wellman and Gulia (1997), people on the
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Net have a greater tendancy to base their feelings of closeness on the basis of shared interests, rather than on the basis of shared social characteristics (age, social class, ethnicity, ...). Hence, within chatrooms, an individual does not assess the relevance of an advice on movies, literature or videogames on the basis of the social characteristics of the adviser. He rather refers to a closeness deduced from the judgements the members of the chatroom make about products he has already purchased. In this Chapter, we deal with the issue of chatroom efficiency from a cognitive point of view. We consider cognitive efficiency as the ability of interactions among personal experiences to generate relevant collective information. In other words, cognitive efficiency refers here to the creation of chatrooms that gather individuals with homogenous preferences (but unable to recognize each other in the ”real world”) and that provide relevant consumption advice. Hence, we raise the question of the ability of individuals initially scattered on the Net to meet in homogenous chatrooms (according to taste and consumption decisions) in order to ensure informational relevance. We show that, in the simple model we propose, cognitive efficiency depends on (i) individuals’ preference patterns (especially on relative utilities between the various varieties of goods), (ii) on their requirement concerning the quality of advice they receive, and, though not specifically modelized, (iii) on the entry process in chatrooms (simultaneous or sequential, with or without mimetic behavior). The few models that have dealt with the issue of consumer choices and the influence of their gathering of advice on the Internet have rather focused on the problem of evaluating the advice given (Moukas et al., 1999; Urban et al., 1999) or on the issue of Net surfing and the visiting of sites over time (Ogus et al., 1999). In previous papers we have already dealt with the issue of the efficiency of chatrooms as information tools (Curien et al., 2000, 2001). We showed that a condition for chatrooms to correctly self-organize is that individuals balance the advice they receive from chatrooms with their personal preferences. In the present model, which does not rely on simulations (unlike the previous one), the analysis of this trade-off vanishes since individuals blindly follow chatroom advice. However, personal preferences play a crucial role and are captured much more accurately than in previous works.



26.2



The Model



We consider two populations i (i = A, B) of respective size M and N (M > N ). In each population, all the individuals have homogenous preferences. In each period of time, the individuals purchase two goods k (k = 1, 2). For each good, two varieties are available (α and β). These varieties change over time. We can imagine them as music CDs, for example. Styles - classical, jazz, etc. - are invariant but new titles are released every week. In our model, a good corresponds to a style and a variety to a specific new release. In each period of time, each individual purchases one unit of both goods. These goods
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are experience goods (Nelson, 1970): the utility individuals derive from their consumption remains unknown ex ante. Yet, the α variety is always the most preferred variety of population A, whereas population B prefers the β variety. The utility that population A (population B) derives from the consumption of the α variety (β variety) of good k, is equal to 1, while the satisfaction that the β variety (α variety) gives to population A (population B) is lower and equal to 1 − u1 for good 1 and and 1 − u2 for good 2 (resp. 1 − v1 and v1 v2 1 − v2 ). Without loss of generality we assume < . u1 u2



Table 1 - Consumers’ preferences α variety β variety A’s utility B’s utility A’s utility B’s utility good 1 1 1 − u 1 1 − v1 1 good 2 1 1 − u 2 1 − v2 1 Unable to distinguish between the two varieties, which, moreover, evolve over time, an individual may visit two Internet chatrooms (F and G) in order to exchange information with individuals who share his tastes and thus are prompt in lavishing relevant advice. In each chatroom, both varieties of each good are tested in each period of time, and a single variety of each good is eventually recommended. The test is performed by a sample of experimenters that is representative of the composition of the chatroom in terms of type A and type B individuals. For each variety of both goods, the test provides the average utility of the individuals belonging to the chatroom. The variety that obtains the highest average utility is ”recommended” by the chatroom and all its members purchase the advised variety of each good.



26.2.1



Chatroom Advice



In each period of time, the advice of a chatroom may be threefold: either both recommended varieties are of the α type (the advice is then denoted α), or both recommended varieties are of the β type (the advice is then denoted β), or one variety is of the α type and the other of the β type (the advice is denoted γ). Table 2 sums up all the possible couples of advice given by both chatrooms. For instance, a chatroom gives an α advice if the distribution of type A and B individuals in the chatroom (and thus the distribution of the sub-population of experimenters) is such that, for both goods, the average utility yielded from the consumption of the α variety is greater than the average utility derived from the consumption of the β variety.
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Chatroom F ’s (α, α) Purchase the both goods (α, β) Purchase the both goods (α, γ) Purchase the both goods (β, α) (β, β) (β, γ)



(γ, α)



(γ, β)



(γ, γ)



advice Chatroom G’s advice α variety for Purchase the α variety for both goods α variety for Purchase the β variety for both goods α variety for Purchase the α variety for one good and the β variety for the other Purchase the β variety for Purchase the α variety for both goods both goods Purchase the β variety for Purchase the β variety for both goods both goods Purchase the β variety for Purchase the α variety for one both goods good and the β variety for the other Purchase the α variety for one Purchase the α variety for good and the β variety for the both goods other Purchase the α variety for one Purchase the β variety for good and the β variety for the both goods other Purchase the α variety for one Purchase the α variety for one good and the β variety for the good and the β variety for the other other Table 2 - Chatroom advice



We denote x and y the number of individuals of the A type and of the B type belonging to chatroom F in period t. Thus, M − x and N − y represent the number of individuals of A and B type belonging to chatroom G in the same period. In each period of time t, the consumption advice given by a chatroom depends on the relative number of individuals of both types who make it up. Thus, the advice of chatroom F will be : y v   < 1 x + (1 − u1 )y > (1 − v1 )x + y x u 1 - α if ⇐⇒ y x + (1 − u2 )y > (1 − v2 )x + y  < v2 x u2 y v   > 1 x + (1 − u1 )y < (1 − v1 )x + y u1 - β if ⇐⇒ x x + (1 − u2 )y < (1 − v2 )x + y  y > v2 x u2 y v   > 1 x + (1 − u1 )y < (1 − v1 )x + y x u 1 - γ if ⇐⇒ y x + (1 − u2 )y > (1 − v2 )x + y  < v2 x u2
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Substituting x for M − x and y for N − y, we obtain the pattern of advice from chatroom G. v1 N v2 It is easy to show that if < < , both chatrooms simultaneously u1 M u2 give an advice from the γ type. Two cases have then to be distinguished : N v2 v1 < < . Figure 1 shows the pattern of couples of - case 1 : u1 M u2 advice provided by both chatrooms (α, β)1 , (β, α), (α, γ), (γ, α), (β, γ), (γ, β) and (γ, γ) according to parameters M, N, u1 , v1 , u2 , and v2 and the composition of the chatrooms, by x and y.   indicated N v1 v2 - case 2 : . Two sub-cases still need to be distinguished. If ∈ / , M u1 u2 N v2 v1 > > (see figure 2a), the set of possible advices is smaller than in M u2 u1 the previous case but above all a couple of advices such as (γ, γ) is no longer conceivable. Conversely (β, β) becomes possible. In other words, population A v1 v2 N < < , may be deprived of a chatroom that reflects its preferences. If M u1 u2 the pattern of possible advice is depicted by figure 2b. In such a case, it is an advice from the (α, α) type that becomes one of the possible stable states. 26.2.2



Migration Dynamics



In each period of time t, since an individual consumes for both goods the variety recommended by the chatroom he belongs to, he may assess the relevance of the advice he has received. For instance, receiving the following advice ”purchase type α varieties”, a type A individual is totally satisfied (utility equals one) and will not have any reason to switch to the other chatroom. If the given advice was ”purchase type β varieties”, an A individual, disappointed by his purchase (utility equals to 1 − v1 or 1 − v2 ), would be liable to switch. However, individuals show some inertia. In such a case, although totally disappointed by his purchase, an individual will only switch to the other chatroom with a probability q (q < 1). Thus, during time dt, only a proportion qdt of type A individuals belonging to a chatroom that recommends β varieties actually do migrate. Finally, with an advice from the γ type (”purchase the α variety of the k good but the β variety of the k 0 good”), a type A individual is only partially dissatisfied (his utility is equal to 1 for the α variety but to 1 − v1 or 1 − v2 for the β variety). Then, only a proportion p of type A individuals belonging to the chatroom will switch. We logically assume p < q since individuals are always partially satisfied with a γ type advice. We can now specify the equations of the dynamics of migration for chatroom F (equations for chatroom G can be deduced by symmetry). Of course, 1



Let us recall that the first greek letter indicates the advice of chatroom F whereas the second indicates the advice of chatroom G.
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Fig. 26.1. Advice pattern in case 1



Fig. 26.2. Advice patterns in cases 2a and 2b
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each pattern of advice leads to a specific migration dynamics. Let us suppose for instance an (α, β) couple of advice. Since, in chatroom F , the α variety is recommended, individuals of type A remain in this chatroom and, during the period of time dt, a proportion qdt of type A individuals from chatroom G join them. Conversely, during the same period of time, a proportion qdt of type B individuals belonging to chatroom F migrate towards chatroom G whereas type B individuals remain loyal to chatroom G. The dynamics are thus written:  dx = q(M − x) dt dy = −qy dt If the couple of advice is (α, γ), the dynamics are:  dx = p(M − x) dt dy = [−qy + p(N − y) ] dt = [−(q + p)y + pN ] dt If the couple of advice is (γ, γ), the dynamics are:  dx = [−px + p(M − x) ] dt = (−2px + pM ) dt dy = [−py + p(N − y) ] dt = (−2py + pN ) dt Finally, if the couple of advice is (β, β), the dynamics are:  dx = [−qx + q(M − x) ] dt = (−2qx + qM ) dt dy = 0 The dynamics generated by other couples of advice can be deduced by analogy. Using these dynamics, it is possible to study the system’s convergence. We consider as a stable state any situation where varieties recommended by a chatroom do not change over time. Population migrations from one chatroom to the other may, however, be observed. The appendix provides a comprehensive study of the system’s convergence from the various transitory states. It shows that in each case (1, 2a and 2b), three stable states exist. The next subsection decribes the basins of attraction of these various stable states in each case. 26.2.3



Basins of Attraction



In case 1, three attractors (stable states) exist (see figure 3). (α, β) and (β, α) advice are optimal stable states from a cognitive efficiency point of view. Furthermore, in the stable state corresponding to the first couple we observe x = M and y = 0 (all type A individuals belong to chatroom F and all type B to chatroom G) whereas we observe x = 0 and y = N in the stable state correponding to the second couple. The third attractor is characterized by an advice couple (γ, γ) and by a uniform distribution of both populations in each chatroom. This last stable state can obviously be considered as suboptimal since all the individuals are dissatisfied with the advice given by chatrooms which do not bring together an homogenous population. Hence, the system
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is subject to getting locked in a suboptimal stable state. As shown in figure 3, migration rates, depending on individuals’ levels of satisfaction regarding chatroom advice, play an important role in the convergence dynamics. The less demanding consumers are as to the relevance of chatroom advice, the larger the (γ, γ) area is. N
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Fig. 26.3. Convergence pattern in case 1



In case 2, three attractors also exist. Two ”corner” attractors, as seen above, and a central attractor located on the CC 0 segment on figure 4. However, this central attractor corresponds now to a (β, β) stable state in case 2a and to an (α, α) stable state in case 2b. As previously, the system may be locked in a cognitively suboptimal state since a population is deprived of a chatroom to virtually gather and share consumption experience. However, two points must be emphasized. On the one hand, the basin of attraction of this suboptimal state is smaller in case 2 than in case 1. On the other hand, in case 2, conversely to case 1, migration rates p et q play no role in the size of this basin.



26.3



Discussion



The model presented in this Chapter raises two questions. Under what conditions might the system be locked in a suboptimal state where chatrooms do not satisfy anyone? Under what conditions might a population be deprived of a chatroom that recommends “its” preferred variety? 26.3.1



Lock-in in a Suboptimal State



To deal with the first question, we focus on case 1 and, more precisely, on the (γ, γ) stable state. The determinant of the size of the basin of attraction of
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Fig. 26.4. Convergence patterns in cases 2a and 2b



this suboptimal state is twofold. This size depends on populations’ relative disutilities (suffered when purchasing the less preferred variety) on both goods as well as on the level of inter-chatroom migration rates (see figure 3). The interpretation of this second determinant is quite intuitive. The size of the basin of attraction is a decreasing function of the ratio of inter-chatroom migration rates (q/p). In other words, the less demanding individuals are about advice provided by chatrooms, the less efficient is the population segmentation performed by chatrooms. This low level of particularity about the
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advice received signifies that individuals react the same way facing a total dissatisfaction or only a partial dissatisfaction. The analysis of the first determinant of the size of the basin of attraction v1 v2 is not so straightforward. The smaller the ratio and the larger are, the u1 u2 more likely the suboptimal state is. Such values of the disutilities ratio occur when population A is nearly indifferent between both varieties for good 2 (u2 → 0) but strongly prefers the α variety for good 1 (u1 → 1) and conversely for population B. This insufficiently pronounced preference of each population between varieties for only one of both goods is enough to lead to a weak relevance of advice provided by chatrooms. Note that it is not the single existence of insufficiently pronounced preferences between both varieties that prevent chatrooms from providing relevant information to individuals. Let us assume for instance that both populations have nearly the same size. If for both goods, population A’s desutility when purchasing the β variety is about the same as population B’s desutility when consuming the α variety, chatrooms perform perfectly in segmenting both populations. Oddly enough, this result even holds with very low desutilities. v1 Hence, the basin of attraction of the suboptimal state disappears if u1 v2 N = = . In other words, chatrooms perform very well in segmenting u2 M both populations if (i) the pattern of preferences is symmetric between both populations2 and (ii) if the intensity of a population’s preferences is inverserly proportional to its size. A crucial question deals with the issue of the impact of initial conditions on the selection of one of the three stable states. The way individuals are initially distributed into the two chatrooms then turns out to be determinant. In case 1 studied above, if entries into chatrooms occur simultaneously without any possibility for individuals to signal their type, the most likely stable state of the system will be the suboptimal state. This stable state indeed corresponds to an initial uniform distribution of both populations in both chatrooms. Conversely, any initial distribution that moves away from the uniform distribution drives the system towards a cognitively efficient stable state in which each chatroom recommends a single variety and gathers a single population with homogenous preferences. To obtain such an initial distribution, a chatroom entry process that display a slightly mimetic feature would be sufficient. This implies that individuals are able to recognize people who belong to the same population and, above all, that entries are sequential. However, it does not seem very realistic to assume sequential entry into chatrooms. Indeed, we must then also assume that processes of experience 2



For both goods, the disutility suffered by population A when purchasing the β variety is the same as the disutility suffered by population B when purchasing the α variety
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sharing and migration do not start until the entry process is completed3 . An initial distribution in chatrooms that differs from parity may also result from the creation of one chatroom by a group of pioneers belonging to the same population. Even assuming a random and simultaneous distribution of other individuals in the chatrooms, the initial distribution will differ from parity. Hence, the germ that results from the willingness of a few individuals belonging to the same population to build up a tool of consumption experimentation and advice may be enough to organize both chatrooms efficiently.



26.3.2



How can a Minority Population be Assured a Chatroom that Reflects its Preferences?



To deal with this second issue, we turn to the results of case 2a. As shown in figure 4, three stable states exist. With stable states (α, β) and (β, α) , both chatrooms are constituted of a single population. Chatrooms segment the different types of individuals perfectly and even the minority population benefits from a chatroom that indicates its most preferred variety in each period of time. However, in the third type of stable state (corresponding to any point on the segment CC 0 on figure 4), both chatrooms recommend the β variety though each is composed of about half of population A and half of population B. The minority population (A) does not manage to create a chatroom that reflects its preferences and continuously navigates from one unsatisfying chatroom to the other, equally unsatisfying. Such a stable state is obviously cognitively suboptimal since it systematically generates consumption ”errors” v2 for the minority population. The smaller is, the larger the segment CC 0 u2 and thus the basin of attraction of this suboptimal state. This implies that the majority population (B) has strong preferences towards their most preferred variety of good 2 whereas the small population is nearly indifferent between purchasing its most or its least preferred variety4 . Conversely, and intuitively enough, when preferences of the minority population do express a minority opinion (high disutility when purchasing their least preferred variety) that is strong enough to compensate the size handicap of population A, the creation of a chatroom that reflects these minority preferences is facilitated. The basin 3



4



Neither would it be very realistic to assume sequential entries with a mimetic effect among all the individuals and not only among individuals belonging to the same population. Yet, this kind of increasing return may lead, as shown by Arthur (1989) with a Polya urn self-enforcement process, to an initial distribution of individuals in chatrooms corresponding to any point on the space (M, N ). v2 v1 Since we assume that > , these specific preferences of both populations for u2 u1 both varieties also holds for good 1.
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of attraction of the suboptimal stable state is indeed reduced to a small area N v2 = ± ε5 . around the point (x = M/2, y = N/2) if u2 M Let us briefly examine the issue of the impact of initial conditions on the selection of the stable state of the system. Any random initial distribution of individuals in chatrooms, thus close to the point (x = M/2, y = N/2 ± ε), leads to a suboptimal state. The minority population is deprived of a chatroom that reflects its preferences. As in the previous case, if the initial state of the system is out of the basin of attraction of the suboptimal state, then both populations will benefit from a chatroom that reflects their preferences. A sufficient condition for perfect segmentation of individuals through the chatroom system is the existence of a set of pioneers belonging to the same population who join a chatroom together and early (or build it up). Should other individuals be randomly and uniformly distributed in both chatrooms, the initial distribution will still differ from parity. Conversely to the previous case, a difference in the size of chatrooms is enough to ensure a chatroom for the minority population. For instance, the fact that one chatroom is easier to spot on the ”Net” than the other, leading the former to gather more individuals than the latter, would be sufficient to avoid a convergence towards the suboptimal state. Of course, both effects may be cumulative. A difference in the initial size of chatrooms may compensate a too small number of pioneers of the A type.



26.4



Conclusion



Let us first recall the conditions that favor the existence of both kinds of cognitively suboptimal stable state (see tables 3 and 4). If, when purchasing their less preferred variety, individuals suffer a high disutility, we consider they express ”strong” preferences. Conversely, when, in the same situation, they only suffer a low disutility, we consider they have ”weak” preferences. The likelihood that chatrooms simultaneously recommend the α variety for one good and the β one for the other is strengthened when each population has strong preferences on one good but weak preferences on the other one, more precisely, given the way the model is built, when population A has strong preferences on good 2 and population B on good 1. Moreover, the less demanding individuals are about the relevance of advice, the more likely a suboptimal stable state is. The second kind of suboptimal state corresponds 5



b v1 v2 < < (case 2b), the suboptimal state corresponds to a u1 u2 an (α, α) couple of advice. Hence, if the disutility individuals A suffer from purchasing the β variety of both goods is sufficiently greater than the disutility individuals B suffer from purchasing the α variety, then it is the population B that can be deprived of a chatroom that reflects the majority preferences. Because of insufficiently marked preferences between both varieties, the majority population do not manage to find relevant consumption advice in chatrooms.



Furthermore, if
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to a situation where a population is deprived of a chatroom that reflects its preferences. It may happen to the minority population if its preferences are not strong enough to compensate for the difference in population size. Oddly enough, even the majority may not find a useful chatroom on the Net if its preferences are too weak. Both types of cognitively suboptimal stable states are likely to occur if the distribution of individuals in chatrooms is initially purely random. However, the existence of a set of pioneers belonging to the same population who jointly launch a chatroom may be a sufficient condition to avoid lock-in. The conditions required to avoid the second kind of suboptimal chatroom performance are less drastic. A difference in the initial size of chatooms is sufficient.



Consequently, it should be noted that the chatrooms considered in this Chapter may perform very well even with ”weak” preferences, that is to say with individuals quite indifferent between both varieties available for each good. The inability of chatrooms to segment populations depends on a specific pattern of consumer preferences. Either one population must have weak preferences on good k but strong preferences on good k 0 , whereas the other has weak preferences on k 0 but strong ones on k, or one population must have weak preferences on both goods whereas the other population shows strong preferences. In the former case, both chatrooms give irrelevant advice to both populations. In the latter, twin chatrooms appear that respond perfectly to the expectations of only one population. Finally, it should also be noted that the possible inefficiency of chatrooms arises in this model from the existence of two goods. In such a model, chatrooms would always perfectly segment both populations if only one good was considered. However, a chatroom is much more valuable to consumers if it is able to give relevant synthetic advice on the consumption of many goods. A consumer prefers to visit a chatroom where s/he can receive advice such as “this week we recommend this book, this CD and this movie to you”, rather than visit a chatroom specific to each type of product. However, as well as being potentially more valuable, a multiproduct chatroom is also much more likely to underperform and to lock consumers in a suboptimal state.
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Table 3 - Conditions that favor the emergence of a cognitively suboptimal stable state of the (γ, γ) type Parameters Value Interpretation v1 low population A is indifferent between the u1 two varieties of good 1 whereas population B expresses strong preferences for the β variety v2 high population B is indifferent between the u2 two varieties of good 2 whereas population A expresses strong preferences for the α variety q close to one low requirement towards relevance of chap trooms’ consumption advice Parameters Value Interpretation v1 low population A is indifferent between the u1 two varieties of good 1 whereas population B expresses strong preferences for the β variety v2 low population A is indifferent between the u2 two varieties of good 2 whereas population B expresses strong preferences for the β variety q no role p Table 4 - Conditions that favor the emergence of a cognitively suboptimal stable state of the (β, β) type
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Appendix: Convergence Analysis This appendix provides a comprehensive analysis of the convergence of the system of chatroom advice from transitory states towards a stable state. We limit ourselves to the study of only one out of the two symmetric couples of advice, which can be either a transitory or a stable state. Of course, the other symmetric case can be deduced by analogy. • Convergence from a (α, β) state: Dynamics can be written: (   · −qt dx = q(M − x) dt − M ) = −q(M − x) ⇒ (x − M ) = λv1 ⇒ (x −qt · dy = −qy dt y = µv1 y = −qy



y = constant M −x and converge towards the point (x = M, y = 0) . Thus, if, in a period of time t, the system is in a state where each chatroom recommends a different variety, it remains in this state and converges towards a situation where all the individuals from a given population belong to the same chatroom. Equations of tangents of the evolution trajectories are



• Convergence from a (α, γ) state (solely in case 1): Dynamics can be written:  ·    (x − M ) = −p(x − M ) dx = (−px + pM ) dt · ⇒ dy = [−(p + q) y + pN ] dt   (y− pN ) = −(p + q)(y − pN ) p+q p+q



Thus, since M > x :   (M − x) = λv1−pt pN −(p+q)t = µv1 y − p+q



p+q (M − x) p We deduce that = constant pN y− p+q
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Thus, we observe that in the area of parameters that leads to a couple of advice from the (α, γ) type,  system trajectoriesare power functions that p converge towards the point x = M, y = N . It is then easy to show p+q that such trajectories drive the system towards either a (γ, γ) stable state or an (α, β) stable state. Two cases have to be differentiated. Let us denote M v2 v1 the intersection point between lines and , and yM the ordinate of this u1 u2 point. Conditions that drive the system either to a (γ, γ) or to an (α, β) stable p N and yM . As shown state differ according to the relative position of p+q p in figure 5, when N < yM and starting from an (α, γ) initial state, all p+q trajectories converge towards an (α, β) stable state, unless the tangent of the v1 . In this latter case, the system trajectory at point (0, 0) is greater than u1 p may converge towards a (γ, γ) stable state. When N > yM and starting p+q from an (α, γ) initial state, all trajectories converge towards a (γ, γ) stable v2 state if the tangent of the trajectory at point M is greater than . However, u2 v2 if the tangent of the trajectory at point M is smaller than , the system u2 may converge towards an (α, β) stable state.
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Fig. 26.5. Dynamics of convergence from an (α, γ) state



In both above cases, the role of p and q parameters is similar. The higher p , the more the trajectory that passes through the M point the ratio p+q shifts to the right, expanding the area of the (α, γ) initial state that transforms into the (γ, γ) stable state (see figure 6). Conversely, the smaller the p , the greater the area of the (α, γ) initial state that transforms ratio p+q p into the (α, β) stable state. A high value for the ratio signifies that p+q
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values of p and q are close, that is to say that individuals react the same way when facing totally irrelevant or partially irrelevant advice. Such a configuration increases the area of initial states that eventually lead to a situation where both chatrooms give γ type advice. Conversely, and logically enough, if individuals are more willing to leave chatrooms offering totally irrelevant advice than chatrooms giving only poorly relevant advice, in other words if individuals have exacting requirements about the advice given by chatrooms, then the area of initial states that eventually lead to a situation where both chatrooms give a γ type advice is reduced.
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Fig. 26.6. The role of migration velocity in convergence dynamics



• Convergence from a (γ, γ) state (solely case 1): Dynamics can be written:  ·   dx = (−2px + pM ) dt (x − ⇒ · dy = (−2py + pN ) dt  (y −  −2pt (x − M 2 ) = λv1 ⇒ −2pt N (y − 2 ) = µv1



M 2 ) N 2)



= (x − = (y −



M 2 ) (−2p) N 2 ) (−2p)



y − N2 = constant and thus that trajectories are lines x− M 2  N joining the point M 2 , 2 (see figure 7). In other words, any initial composition of chatrooms that leads them both to give γ type advice turns out to be a stable state. Furthermore, this stable state is characterized by an equal distribution of each population in each chatroom. We can deduce that



• Convergence from a (β, β) state (solely case 2a): Dynamics can be written: (  · M dx = (−2qx + qM ) dt ⇒ (x − 2 ) = (x − dy = 0 y = constant



M 2 ) (−2q)
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Fig. 26.7. Convergence dynamics in the (γ, γ) case



⇒







−qt (x − M 2 ) = λv1 y = constant



Trajectories are horizontal lines that converge towards the point with abscissae M 2 (see figure 8). Of course, the analysis of case 2b, and subsequently of the (α, α) area, can be deduced by analogy. • Convergence from a (γ, β) state (solely case 2 ): Dynamics can be written:    ·   p q  dx = [−(p + q)x + qM ] dt M ) = −(p + q) x − (x − ⇒ p+q p+q dy = −py dt   y· = −py
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Fig. 26.8. Convergence dynamics in the (β, β) case
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q −(p+q)t M = λv1 p+q y = µv1−pt q x− M p+q We can deduce that = constant and then that trajectories p+q y p   q all converge towards the point x = M, y = 0 (see figure 9). Thus, p+q any state from the (γ, β) type converges towards the (α, β) stable state. ⇒
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The Future of Cognitive Economics Jacques Lesourne CNAM, Paris



Writing the concluding remarks at the end of this book, to which economists, cognitive scientists and physicists have contributed, I am inclined to start with two personal anecdotes. In 1951, during my last months at the Ecole Polytechnique, I asked myself “Which field of scientific research are you going to enter, theoretical physics or economics?”. Unexpectedly, one afternoon in the School library, I discovered A la recherche d’une discipline ´economique, the book by Maurice Allais that led him to obtain the Nobel Prize many years later. In one minute, my decision was taken. I was going to be an economist, since the field gave me the possibility of living two passions: the modeling of real phenomena and the analysis of historical and social facts. I have remained faithful to this choice throughout my life, though I have significantly broadened my frontiers with the passing of time. Therefore, it is a great pleasure for me to see in this volume the contributions made to economics by physicists rich in their intelligence and their ability to model facts. A word of caution, however: in order to develop a fruitful dialogue, we, economists, should help them to learn the fundamentals of microeconomics, since economic language is more subtle than it appears at first. This is very well done in some of the chapters of this book. However, we should never forget that although analogies in science are very stimulating, since they suggest interesting processes, they should not be used to transfer arbitrary or superficial similarities to a different field. My second anecdote concerns the first paper I ever published, which was modestly entitled: Quelques r´eflexions sur la science ´economique (Some reflections on the science of economics). In this paper, I claimed that economics should have closer relations with other social sciences, but at the time I had not properly understood that for economics to establish itself as a science, it had been judicious to cut the links with other disciplines which, due to their rather low level of development, would have brought disturbances rather than positive contributions. In other words, during the first stages of the elaboration of microeconomics, it was sensible to introduce the utility functions and the production functions, which were a way of closing the door on psychologists, sociologists and engineers. Fifty years later, I am convinced that my claim of 1953 is now pertinent because of the progress made separately in cognitive sciences and in microeconomics. Economists must acknowledge that today microeconomic theory, the kernel of which is general equilibrium theory, is in crisis, though it is currently
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used to interpret observed facts. Why? Because we frequently encounter phenomena that it cannot explain easily, if at all. From this point of view, it is, to a certain extent, in the situation of Newtonian physics when the theory of relativity was about to appear. This comparison shows how irrelevant it would be to disregard classical microeconomics, as some people suggest. The important thing is to go beyond it. When such transitions occur in the life of a science, scientists explore multiple directions and the speeches of the pioneers are not always compatible. This can be seen in this book, where one chapter presents an axiomatic theory of individual beliefs and others present simple heuristic rules describing individual behaviors. Let us welcome this diversity, which reveals vitality. With this variety of approaches, there is a corresponding uncertainty in vocabulary. Terms such as cognitive economics, evolutionary economics, economics of self-organization are simultaneously proposed. They insist on features, which, though distinct, are all present in the new approach. Without wishing to start a sterile battle over wording, it seems to me important to underline why the three ingredients - cognition, evolution and self-organization - are complementary. Operating in complex environments, economic agents are often in situations in which they cannot behave as optimizers under constraints because they lack the time, resources or information to do so. They are therefore constrained to adopt simple behavior rules. Depending on the agent, on the nature of the information available and on the importance of the decision, the rules may be more or less sophisticated. Hence the necessity of introducing explicit cognitive processes into economics. Since such processes develop over successive periods of time, they have to be embedded in models of economic systems that are stochastic and dynamic, i.e. evolutionary. In such systems, it is through time that agents learn, exchange information or commodities, discover, change their expectations, imitate, adapt and decide. Hence, it should not be surprising to see many papers referring to evolutionary processes in economics. Finally, this approach, being dynamic and random, is from the start confronted with the issue of the birth, development and decline of institutions, some of these institutions emerging as the outcome of a self-organization process without a conscious move by any of the agents. Therefore, it is useless to engage in sterile arguments over words as long as there is agreement on the presence of the three components Reaching the end of this book, the reader should perceive the main characteristics of the emerging microeconomics. In the following pages, I shall try to recapitulate the most important of them by considering successively the theoretical, empirical and normative aspects.
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The Theoretical Approach Classical microeconomics introduces commodities and two types of agent: individuals and firms. Individuals consume commodities and offer labor to firms; firms utilize labor and commodities to produce other commodities. In the choices of individuals and firms, commodities and labor are substitutable. They may be obtained in markets in which buyers and sellers operate. These choices are subject to constraints. Let us not forget that, according to a famous definition, economic science studies how a society deals with resources that are scarce but have multiple uses. Under these conditions, microeconomics has introduced two concepts: - the utility function, an attribute of each individual which ranks in a relative way all the different combinations of work and consumptions an individual may be confronted with, - the production function, an attribute of each firm which defines for each production level of the firm the set of input quantities which enable it to obtain this level. A third concept then appears: that of a market equilibrium, which prevails when, in such a market, the quantity demanded by buyers is equal to the quantity offered by the sellers at a given unique price. From this model, classical microeconomics derives two propositions: (1) Under perfect competition, a general equilibrium exists with a unique price. This system is such that any individual is in a maximum of utility, any firm in a maximum of profit and supply and demand are equal on any market. However, it is necessary to introduce an auctioneer who proposes prices and authorizes effective transactions only when he announces the general equilibrium set of prices. (2) When agents take into account the reactions of others - and hence in a game set-up - the economic system will be in a Nash equilibrium. If the agents are not able to compute the parameters of such a situation, a Nashian regulator may indicate it for them and they will not deviate. Nevertheless, as it stands, classical economics - as well as Newtonian mechanics and contrary to current opinion outside the economists’ profession gives a fair account of numerous phenomena and is constantly extending the scope of its interpretations. The criticisms made by non-economists stem less from real deficiencies of the analysis than from the sensitivity to discrepancies. Individuals perceive these discrepancies because they live on the scale of economic phenomena, which is not the case for the physical facts considered by the theory of relativity, for example. Like any model, the classical microeconomic model has been improved with the introduction of states of the world associated to objective (or subjective) probabilities and of game situations where the players’ reasoning may be quite sophisticated. Nevertheless, as this book shows, a broader approach must be adopted. The search must start from two observations:
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- surrounded by a constantly changing complex environment, of which they only have imperfect knowledge, individuals often explore a limited subset of possible choices in the attempt to improve their situation on the basis of their expectations (or, in special cases, enter sophisticated reasonings), - also surrounded by an uncertain environment, firms use research to discover new opportunities, invest in production capacities, modify prices and production levels, deciding on the basis of procedural rationality rules taking into account their expectations (for them also, rationality may lie on different levels of complexity). Therefore, it is necessary from the start to consider a dynamic and stochastic time framework. In such models, the future is generally undetermined. It depends on the initial state and on the history of the process. As in foresight analysis, it results from the interaction of necessity, randomness and agents’ will. This trilogy arises from the fact that in human sciences a third element must be added to the two that are present in the title of J. Monod’s famous book. Necessity results either from the existence of constant parameters of the model (for instance technical coefficients in an input-output model or minimal wages in a labor market model) or from properties embedded in the assumptions and implying a general result (e.g. the existence of a unique stable state). Randomness concerns the consequences of an action, the encounters between agents, the uncertainty of observation and the use of probabilistic choices by the individuals or firms. The new element is the will of agents seeking to implement plans in the future on the basis of expectations (what they consider true) and of choices having favorable effects (what they consider good). Thus considered, new microeconomics does not appear at all to be antieconomics. It includes scarcities, substitutions, preferences and, under restrictive assumptions, rediscovers all the results of classical microeconomics, for instance the existence of a unique price equilibrium in which quantities offered and demanded are equal. But it also shows that, outside of this very important special case, numerous other evolutions are possible. The cognitive-evolutionary approach has important consequences: - the system evolves endogenously without the introduction of external agents such as these kinds of Maxwell’s devils called the Walrasian auctioneer or the Nashian regulator; - the description of contacts among agents becomes crucial: hence the interest, illustrated in this book, of networks belonging to various structures; - the agents are no longer undifferentiated since, depending on the models’ assumptions, the variety in their behavioral rules may or may not have an influence on the properties of the stable states towards which the system may converge; - the approach to multiple equilibria is totally renewed: in classical microeco-
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nomics (like in game theory), multiple equilibria are a nuisance. Here, they emerge naturally as a consequence of historical events. In addition to these general consequences, let us give more precise examples, some of which are mentioned in the book: The existence of unending and unpredictable technical progress generates an evolution of the system that does not converge to a stable state or to an asymptotic trajectory. A ferocious attempt by the agents to improve their situation without taking into account their failures in the past may, as time goes on, generate periodical fluctuations in the system. The presence of investments or information costs may lead the market to converge to a stable state depending on history and exhibiting a multiplicity of prices. The behavioral diversity of entrepreneurs may lead a market to converge, depending on history, towards different stable states that are not equally robust (phenomena are found equivalent to those observed in oversaturated solutions which remain liquid, but crystallize as soon as one small crystal is added). The dynamic process may also endogenously create an institution, such as a trade union. Naturally, the variety of possibilities depends on the phenomena introduced in the model. Here are some of these phenomena (some have been mentioned in the book): - mimetism which induces the agents to imitate each other, either passively or to obtain information, - irreversibilities which result from frictional costs, investment costs, information costs and also from progressive learning by the agents, - hysteresis which leads the agents to adapt their actions to the results obtained only after a delay. Two comments on these last points: every scientist knows that, without friction, the dynamics of the human walk would be very different. Similar phenomena are present in economics; the absence of adaptation costs may make the system extremely sensitive to the slightest shock; on the contrary, high adaptation costs rigidify the system (which is a criticism frequently leveled at government institutions). The cognitive approach should generate a better insertion of economics into the set of disciplines dealing with human beings, from neurosciences to the various branches of psychology and sociology. If, at the start, it was necessary for economic science to isolate itself, close cooperation is now possible and advisable, not only because of the development of economics, but also because the other human sciences are now established as disciplines. However, the fruitful prospects generated by the new microeconomics should not mask its handicaps, some of which are apparent in a few chapters of this book:
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Having to describe complex stochastic processes, the model builders are compelled to introduce numerous assumptions concerning the sequence of events, the way in which information is drawn, the data kept in memory, the size of adaptations, etc. Hence, many models may be proposed and in the analysis of results, it is not always easy to separate the assumptions that condition them and those which are secondary. There is also a risk of multiplying ad hoc models based arbitrarily on debatable assumptions. Therefore, it is necessary to remain careful in asserting the validity of results. Three situations may occur: a proof obtained as a mathematical result which cannot be refuted, a proof obtained by a simulation showing the existence of at least one trajectory illustrating a negative result (for instance, the system does not always converge to a unique price), conjectures deduced from simulations exhibiting given positions so regularly that these may be associated to the system. Simulations are also useful to obtain a first vision of the behavior of the system and to test its consistency. They constitute an excellent tool for exploring ideas at an early stage. Just before leaving this theoretical approach, I consider a word of caution to be essential. I have already mentioned it, but its importance justifies this repetition: the new microeconomics should not be developed through the use of standard models borrowed from other disciplines. Practices based on analogies generally lead to inadequate economic models that do not represent reality properly, devaluating such an approach in the minds of professional economists. On the contrary, one should start from the problems with which economic science is confronted and keep in mind the basic concepts of the new paradigm. It then becomes possible to build adequate models in which economists recognize their fundamental questions.



Empirical Testing As we all know, a theoretical approach is valid only if it explains observed facts and may be subjected to empirical tests that confirm some of its results and reject others, in which case the model-builder is constrained to modify some of his assumptions. From this point of view, we may observe that the new microeconomic approach explains easily and without “Ptolemaic epicycles” phenomena well known by economists. A few examples: On retail markets, different prices may be observed for the same good, because buyers renounce the effort to get informed and accept becoming customers of stores practicing higher prices.
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Stock exchange markets exhibit price bubbles during which shares values are overestimated. Similar phenomena occur in the real estate markets of big cities. From one country to another, the structure of an industrial sector may be very different, as a consequence of the historical conditions of the sector’s development. A good example is the electricity sector, in spite of the technological constraints imposed by the existence of a grid. The labor market is regulated in many countries of the world, but the diversity of the institutional rules is immense, particularly because of the variety in trade union landscapes. Interactions between the market for commodities and the market for the assets of the firms producing these commodities are frequent, as the firms try to grow either through their product or price policy or through the take-over of competitors. The space of distribution of economic activities and the congestion phenomena that result from it are the consequences of past irreversible decisions, the long-term impact of which could not forecast. Frequently, governments in almost identical situations and pursuing similar goals adopt very different economic policies. Of course, this list is not exhaustive. With respect to empirical tests, not all the models are in the same situation. At one extreme, for instance in Alan Kirman’s study of the fish market in Marseilles, the model emerges from the observation of the facts. At another extreme, the purpose of the model is only to show the possibility of a process leading to the acceptance of a good as money. More precisely, four types of relations between the theoretical and empirical spheres may be conceived for this new microeconomics: (1) In choosing the routines of procedural rationality, the model-builder should, as far as possible, take into account the experimental results of cognitive sciences. These results may concern the limits of logical ability, the capacity to retain in memory, the building of expectations, etc. The difficulty is of a double nature: on the one hand, at the individual level, individuals are able to adopt different “ranges” of behavior (between the mathematician trying to demonstrate rigorously a theorem, a brilliant strategist discovering a solution nobody has thought of and a conservative housekeeper reproducing almost identically her acts from one week to the next, there are differences that the economist has long rejected); on the other, at the social level, the interactions between individuals modify the behavioral “ranges” which they adopt (for instance, management team members often co-opt one another). In other words, the new microeconomics has a lot to draw from cognitive sciences in learning about human behavior, from sociology in representing the networks between agents properly, from experimental economics in using the information collected on the evolution of very simple economic systems. This book seems to me very convincing on this topic.
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(2) Historical analysis that incorporates irreversibilities and the influence of exceptional individuals offers a source of examples and applications to this new economics. The studies on the adoption of QWERTY illustrate this proposition. We could also mention research works on the development of electricity production and distribution since its origins in various countries. Significant structural differences do exist, in spite of the strong constraints imposed by technology. Until lately, the work of historians, which had been so useful for macroeconomics, had interacted very little with microeconomics, the models of which were too general and too abstract. This situation should be profoundly changed by the convergence of the new paradigm with history. (3) Finally, the possibility exists of gathering very fine observation data, making it possible to interpret how the markets operate (for instance, the fish or the flower market). Such measures did not look interesting when the former theoretical framework prevailed, since it only considered the intersection of supply and demand curves. (4) Physicists bring a different kind of experience. Their knowledge of the analysis of large populations of particles and of the correspondence between the assumptions made at the particles level and the facts observed at a macroscopic scale give them a special talent to suggest to economists models of social interactions. This book illustrates brilliantly the interest of this cooperation for microeconomics. Hence, the cognitive approach opens an immense field of potential research. Fruitful cooperation may develop between economists, political scientists, historians, sociologists, geographers and of course computer scientists, statisticians and physicists. One handicap, from an experimental point of view, of this new economics, is that its models, being more general, are less refutable. However, as the field is explored, it should become possible to propose more specific models that can be confronted with precise facts.



The Lessons for Policy The advice given to policy-makers by traditional microeconomics comes essentially from Pareto optimum theory and from the cost-benefit analysis related to it. As is well known, the purpose of cost-benefit analysis is to compare two states of an economy, from the perspective of the collective general interest. What is, from this point of view, the situation of the new approach? When the dynamics of the system studied leads to a unique stable state with a unique price, this stable state may often be considered as an optimum. Then, the loss resulting from the dynamics of the process is the mathematical expectation of the discounted sum of the losses generated, period after period, by the discrepancies between the transitory states and the stable state. This
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loss would be equal to zero if the system were initially in the stable state. Hence, the new microeconomics recommends that the government should accelerate the convergence to the stable state, for instance by promoting the diffusion of agents’ information. This is trivial. When the dynamics leads to several stable states, only one of which has the properties of an optimum, two losses have to be added: the one generated by the process convergence time and the one arising from the mathematical expectation of the value difference between the stable state obtained and the optimal stable state. Here again, the economist will suggest the reduction, if possible, of the causes of irreversibility. But, often, the dynamical systems studied have no stable states, for instance because of the technical progress induced by the firm’s research. What can the government then do to promote, tax or control emerging technologies, the real environmental effects of which are only known progressively? The economist then finds himself in a situation similar to that of policymakers when they are faced with microeconomic decisions concerning territorial planning, regional development, R and D support, mergers control, etc. He no longer has the possibility to refer to Pareto optimum, but he may suggest “reasonable” policies, knowing that ministers are themselves only endowed with procedural rationality. This represents a new and immense field for public economics. On the empirical level, it appears essential for economists to engage in a detailed chronological description of the ways in which governments have reached important economic decisions (nature of opposing groups, arguments used, neglected considerations, expected consequences - to be compared to the real consequences, successive stages of the written projects). Such research programs would be the counterpart in public microeconomics of the fine observations of exchanges on markets. In the past, microeconomists have often given governments reasonable advice. They have helped them to understand the operation of the price system and the consequences of various political decisions. But, even for rather simple issues like competition rules, mutual understanding has been difficult because economists deduced their proposals from a paradigm that did not offer a world picture corresponding to the one familiar to the policymakers. With the new microeconomics, the proposals will be perhaps more difficult to elaborate but easier to introduce in practice. *** Nobody will be surprised if I close these comments on a positive note. I am convinced that in the next decades of this century, economic science taking advantage of the progress announced in the various chapters of this book - will experience substantial development, giving it the possibility of a better understanding of economic phenomena and of closer relations with the other human sciences. This process is already under way.
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