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In this letter we describe a hippocampo-cortical model of spatial processing and navigation based on a cascade of increasingly complex associative processes that are also relevant for other hippocampal functions such as episodic memory. Associative learning of different types and the related pattern encoding-recognition take place at three successive levels: (1) an object location level, which computes the landmarks from merged multimodal sensory inputs in the parahippocampal cortices; (2) a subject location level, which computes place fields by combination of local views and movement-related information in the entorhinal cortex; and (3) a spatiotemporal level, which computes place transitions from contiguous place fields in the CA3-CA1 region, which form building blocks for learning temporospatial sequences. At the cell population level, superficial entorhinal place cells encode spatial, context-independent maps as landscapes of activity; populations of transition cells in the CA3-CA1 region encode context-dependent maps as sequences of transitions, which form graphs in prefrontal-parietal cortices. The model was tested on a robot moving in a real environment; these tests produced results that could help to interpret biological data. Neural Computation 17, 1339–1384 (2005)
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Two different goal-oriented navigation strategies were displayed depending on the type of map used by the system. Thanks to its multilevel, multimodal integration and behavioral implementation, the model suggests functional interpretations for largely unaccounted structural differences between hippocampo-cortical systems. Further, spatiotemporal information, a common denominator shared by several brain structures, could serve as a cognitive processing frame and a functional link, for example, during spatial navigation and episodic memory, as suggested by the applications of the model to other domains, temporal sequence learning and imitation in particular.



1 Introduction In recent years, the understanding of the hippocampo-cortical connectivity (Witter et al., 2000; Lavenex & Amaral, 2000; Amaral & Witter, 1989) and evidence from a variety of experimental approaches indicate that each of the component fields of the hippocampal system (parahippocampal region, entorhinal cortex, hippocampus proper) may serve different yet complementary functions. Both anatomical and experimental results suggest the existence of at least three main processing levels of complex temporospatial information: a first level in the perirhinal and postrhinal cortex for pattern location association, a second level in the entorhinal cortex for the integration of visuospatial and self-motion information into a coarse spatial code, and a third level for temporospatial and contextual integration in the trisynaptic loop, which forms a major input to the subiculum. Moreover, two parallel streams (conveying respectively “what” and “where” information) have been delineated by tracers all the way through parahippocampal and entorhinal systems. Local connections within and between these streams potentially lead to increased associativity and integration of the information that reaches the different rostrocaudal or mediolateral regions of the hippocampal system (Lavenex & Amaral, 2000). Yet contrasting with these latter partial connections, a layered projection of the “What” and “Where” streams leads to a considerable convergence and a loss of anatomical topology at the level of the dentate gyrus (DG) and the CA3 fields (Witter et al., 2000; Lavenex & Amaral, 2000; Amaral & Witter, 1989). These two structures are also in receipt of important modulating signals from the septum of the basal forebrain cholinergic system and the dopaminergic system. The functional meaning of these structural characteristics is poorly understood. A biologically realistic and functionally integrated model should help to clarify the properties of the different subsystems and their contribution to global functions attributed to the hippocampus, such as spatial processing and navigation, or episodic memory. The hippocampus of the rat has been hypothesized to host a spatial representation of the animal’s environment (O’Keefe & Nadel, 1978). The main
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evidence in support of this theory is the existence of hippocampal place cells (PC, pyramidal neurons whose firing is strongly correlated with the location of a freely moving rat in its environment) (O’Keefe & Dostrovsky, 1971). The activity of each cell is selective of the current location of the animal. This cell-specific region of intense discharge is named the firing field, by analogy to the receptive field of cortical neurons. The firing fields of PCs can be seen in all parts of the environment accessible to the rat, so that collectively, active PCs and their specific firing profile provide a potent signature of the environment and, plausibly, the components of a map. If the shape of the apparatus (Muller & Kubie, 1987; Lever, Willis, Cacucci, Burgess, & O’Keefe, 2002), the color of the objects within the apparatus (Bostock, Muller, & Kubie, 1991; Kentros, Hargreaves, Kandel, Shapiro, & Muller, 1998), or the orientation of the apparatus relative to background (Cressant, Muller, & Poucet, 2002; Skaggs, Knierim, Kudrimoti, & McNaughton, 1995; Tanila, Sipila, Shapiro, & Eichenbaum, 1997) are changed, “remapping” takes place: some cells active in one apparatus become silent, and inversely. The fields of the cells active in both apparatuses are unrelated. This phenomenon suggests that the hippocampus learns and holds distinct maps for distinct environments. The hallmark of our hippocampal model was a dynamical spatiotemporal (and not just spatial) representation of the space and task environment through the computation and encoding of transitions in the CA field (transition cells), the inclusion of this hippocampal structure into a larger corticalsubcortical network, and the storage of the maps at cortical level. These characteristics provided for a straightforward solution to the theoretical difficulty to switch from a spatial cognitive map to its motor implementation during goal-oriented navigation (Banquet, Gaussier, Quoy, Revel, & Burnod, 2004; Gaussier, Revel, Banquet, & Babeau, 2002; Banquet, Gaussier, Revel, Moga, & Burnod, 2001). Even though different implementations of neural fields (Amari, 1977) and chaotic attractors (Tsuda, 2001) were used (Quoy, Banquet, & Dauce, 2001; Dauce, Quoy, & Doyon, 2002), the model presented here differs from a classical attractor model in that no recurrent connections were implemented in CA3. Our main goal in this letter is to delineate within a coherent frame the distinct complementary contributions, in spatial processing and navigation, of the parahippocampal region (perirhinal, PR; parahippocampal, PH; and entorhinal, EC cortices) and of the hippocampus (HS) proper, based on anatomical and experimental observations, and to make testable predictions. Our model comprises successive levels of association of different types and of increasing complexity. These associative neural nets, functionally paired to pattern-encoding and recognition networks, provided increasingly multimodal and abstract representations of the inputs. The differences between the associations performed by the local recurrent cortical circuits of pyramidal cells and the extensive, global CA3 associations (Cohen & Eichenbaum, 1993) were attributed to the distinct structures of hippocampal and cortical networks. Object-location associations (here
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landmarks), encountered in the parahippocampal cortex (Rolls & Treves, 1998), combined to form local views; in conjunction with idiothetic inputs (here, idiothetic information means all direct self-motion information, including optic flow, vestibular signals, corollary discharge, and somatosensory feedback), these views created position-dependent activity in the medial EC (Quirk, Muller, Kubie, & Ranck, 1992; Sharp, 1999) and HS. The wealth of experiments on spatial and navigation tasks in rodents and primates provided a test bench for model development and analysis. The recording of at least two types of PCs (hippocampal and entorhinalsubicular) suggests the encoding by distinct neural populations of two types of maps for the same environment. Classically, PCs with well-delimited place fields have been recorded in CA3-CA1 pyramidal cells and DG granule cells (Jung & McNaughton, 1993). More recently, place cell–like activity has been recorded in the superficial (Quirk et al., 1992; Sharp, 1999) and deep layers (Frank, Brown, & Wilson, 2000; Mizumori, Ward, & Lavoie, 1992) of medial entorhinal cortex (MEC), as well as in the subiculum (SUB) (Sharp & Green, 1994). The firing fields of these pyramidal neurons have no clear-cut boundaries but a graded decay starting from spatially stable maxima. No remapping of these fields takes place when the geometry of the environment is changed; rather, there is a topological adaptation to the shape of the environment (Quirk et al., 1992; Sharp, 1999). The relatively weak and coarse place codes found in superficial EC are refined in the hippocampus proper to create a finely grained representation of position in DG, transformed into larger, overlapping place fields in CA3-CA1, and further embedded in the context of a trajectory in deep EC (Frank et al., 2000). Our model reproduced two types of place fields, entorhinal and hippocampal, starting from real views taken from the environment by the camera of a moving robot and also provided mechanistic and functional interpretations and predictions. The hypothesis of a hierarchy of associativity allowed us to consider the spatial information precoded in EC as the source for both a DG refined spatial code and a CA3-CA1 temporospatial code. Recent results confirmed the main assumption of our model (Banquet et al., 1997; Revel, Gaussier, Leprˆetre, & Banquet, 1998) of two distinct functions of EC-DG and CA3-CA1 for the processing of spatial and temporal order information. After selective DG or CA1 lesions, a double dissociation in the separation of respectively small-grain spatial patterns and temporospatial patterns (Gilbert, Kesner, & Lee, 2001) supported this view. Collectively, the corresponding two types of place cells encoded two types of coexisting hippocampo-cortical maps, associated with distinct navigation strategies during robotic experiments. The first was a “universal” context-independent map (Sharp, 1999) computed by superficial entorhinal neural populations with weak position-dependent activity, based on “landscapes” of PC potentials proper to each location. The classical concept of spatial map was extended here to the acquisition of a coarse yet specific location-action mapping, close to the concept of cognitive map.
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The second type was a context-dependent map computed by the CA3-CA1 association networks based on place field transitions encoded by transition cells. A transition cell or set (representing a population in the model) was a minimal representation of changing subsets of active CA3 neurons during navigation. The transition cells formed the building blocks of the neural representations of temporospatial sequences, graphs, and contextual maps putatively stored in parietal or prefrontal cortex. While the first type of map could be characterized as spatial and stable, this second type could be characterized as temporospatial and dynamic. Universal and contextual maps were both modulated by the “head direction system,” thus achieving external coherence aligned to the external world, as well as internal coherence by the alignment of views from multiple directions. Our model built on previous models of place cells (O’Keefe, 1991; Sharp, Blair, & Brown, 1996; Burgess, Recce, & O’Keefe, 1994; McNaughton, Knierim, & Wilson, 1994; Touretzky & Redish, 1996), and yet made several original contributions. First, the use of transitions to guide actions provided a straightforward transition between spatial representation and navigation. Second, a theoretical analysis of the process of place field and map learning resulted in a single analytical equation (equation 2.10) that summarized the spatial properties of the network and was useful to understand the relations between the landmarks and the geometrical properties of the place fields. Third, visual information was automatically extracted from the environment by a biologically inspired vision system combined with path integration to provide a mechanistic and functional integration and interpretation of the two types of place fields. Stable invariant but coarse spatial codes were combined with context- and task-dependent dynamic codes (transitions) to produce robust and flexible temporospatial representations. At the population level, the map concept was extended to a mathematical mapping between the spaces of representations and actions, which could be shared by both spatial and cognitive maps. Finally, the most significant subsystems of the parahippocampal region and the hippocampus proper were functionally integrated in order to implement, beyond the simple simulation of a model, a robot control system during navigation experiments that were more recently conducted in parallel in rat and robot (Paz-Villagran, Save, & Poucet, 2003, 2004).1 This letter emphasizes the anatomical and physiological support and detailed mathematical formulation of the different model subsystems and the corresponding experimental predictions; it also proposes a functional significance for the different types of PCs and corresponding maps by establishing a link between map types and navigation strategies. Nevertheless, the letter focuses on the input stages (PR, PH) and 1 Koala robot built by K-team, equipped with a CCD camera mounted on a servomotor to take panoramic views of the environment; the visual field varied from 60 to 300 degrees with a maximal resolution of (256 x 1200) pixels. A magnetic compass simulated the vestibular system.
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the early stages (EC, DG) of hippocampal processing, which form a sound basis for the development of the whole system. The functions of CA3, CA1, and subiculum are only sketched here. In spite of its apparently limited scope, the further developments of the model proved its general relevance for hippocampal and brain processing, since the same architecture receiving different input modalities was successfully used for learning purely temporal or spatiotemporal sequences (Banquet, Gaussier, Revel, et al., 2001; Banquet, Gaussier, Quoy, Revel, & Burnod, 2002), as well as learning by imitation (Gaussier, Moga, Banquet, & Quoy, 1998; Banquet, Gaussier, Revel, et al., 2001; Andry, Gaussier, Moga, Banquet, & Nadel, 2001) and could be adapted to any type of information in different formal spaces (e.g., word list learning). This result is in agreement with the detection of spatiotemporal information in a large variety of brain structures more or less directly related to the hippocampal system. This information could help to monitor the specific processing performed by these structures and provide a functional link between them. We first outline the anatomical and physiological bases, the architecture, and the functioning of the model in the methodological section, before presenting the results and a discussion. 2 Methods 2.1 Anatomical and Physiological Basis of the Model. The parahippocampal region, first level in the hierarchy of associativity of the hippocampo-cortical loop, receives convergent inputs from neocortex unimodal and polymodal association areas, and yet preserves some modal segregation (Lavenex & Amaral, 2000; Suzuki, Zola-Morgan, Squire, & Amaral, 1993; Witter et al., 2000). Selective lesions of PR and PH induced mild navigation deficits (Wiig & Bilkey, 1994, 1995; Liu & Bilkey, 1998), qualitatively different from hippocampal deficits, or no deficit at all (Kolb, Buhrmann, McDonald, & Sutherland, 1994; Glenn & Mumby, 1998; Bussey, Muir, & Aggleton, 1999). Conversely, PR and PH removal disrupted the animal’s ability to detect the changed position of a specific object in a familiar environment (Aggleton, Vann, Oswald, & Good, 2000). Accordingly, these lesions enduringly impaired DMS/DNMS (delay match/nonmatch to sample) tasks based on object-location associations in monkey (Suzuki et al., 1993; Zola-Morgan, Squire, Amaral, & Suzuki, 1989; Zola-Morgan, Squire, & Ramus, 1994) and equivalent navigation tasks in rats (Eichenbaum, Otto, & Cohen, 1994; Wiig & Bilkey, 1994). These tasks can be considered to depend on a simple stimulus-response strategy. The PR lesions induced more severe visual recognition deficits than EC lesions, and their effect was doubly dissociated from that of HS (Aggleton et al., 2000). The PH and posterior EC lesions produced a more severe spatial deficit than lesions of the rostral PR and EC (Parkinson, Murray, & Miskin, 1988). PR-PH areas remain cortically oriented because stimulus responsive
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cells are more frequent there than in EC. In the model, these two structures were represented by two one-dimensional layers representing pattern and direction that combined in a landmark-encoding two-dimensional array. A second wave of association and pattern encoding was hypothesized to take place in EC superficial layers that receive inputs from PR, PH, and other polysensory areas. EC deep layer V receives, via subiculum, hippocampal backprojections that close the major hippocampal loop (see Figure 1) through a unidirectional internal projection to superficial EC layers (Kohler, Eriksson, Davies, & Chan-Palay, 1986; Jones, 1993; Witter et al., 2000). EC deep layers also send external projections to the cortex, thus closing the hippocampo-cortical loop. Preferentially, layer II projects to DG and CA3 and layer III to the CA3-CA1 region. The direct EC projections on the CA3CA1 region are at least as strong as the projections relayed through DG (Yeckel & Berger, 1990). An inhibitory barrier on EC layer II prevents any important traffic in the trisynaptic loop except for high-frequency (7 Hz) firing (Jones, 1993). Like PR or PH lesions, selective EC lesions induce more severe deficits in DNMS than selective HS lesions (Eichenbaum et al., 1994). More important, extensive EC lesions reduce the fraction of hippocampal cells presenting location-specific firing, and the stability of the place fields after maze rotation (Miller & Best, 1980) causes spatial deficits comparable to hippocampal deficits (Miller & Best, 1980; Olton, Walker, & Wolf, 1982; Goodlett, Nichols, Halloran, & West, 1989; Schenk & Morris, 1985), thus confirming the importance of EC spatial information in hippocampal spatial processing. In an attempt to overcome the limitations of lesion studies, Vann (Vann, Brown, Erichsen, & Aggleton, 2000) found a highly significant increase in C-fos expression in all HS and SUB subfields, in proportion to the (radial maze) task demands on spatial capacities for self-location and navigation. The parahippocampal region showed a lower yet highly significant increase in the C-fos label, with the exception of PR, which reacted only to novel stimuli. Simple spatial rearrangement of familiar icons increased C-fos expression in PH and parts of HS. Finally, place cell–like activity has been recorded in the superficial (Quirk et al., 1992; Sharp, 1999) and deep layers (Frank et al., 2000; Mizumori et al., 1992) of MEC, and in SUB (Sharp & Green, 1994). Furthermore, prospective and retrospective coding and path equivalence (tendency to fire at same relative locations along different paths) in deep EC suggest a coding by these neurons of the similarities between different trajectories at the same relative location with respect to a starting point (rather than precisely coding locations per se), thus relating location and behavior (Frank et al., 2000), and suggesting a dominance of path integration–related information in deep EC layers. In the model, EC (superficial) cells generated place-specific activity by implementing an unsupervised pattern learning on PR-PH inputs. The role of the dentate gyrus (DG) in spatial processing is ambiguous. DG is essential for subtle (but not coarse) spatial pattern discrimination, and
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a double dissociation exists between DG lesions associated with deficits in fine spatial discrimination and CA1 lesions associated with deficits in temporospatial sequence learning (Gilbert et al., 2001). Selective destruction of the DG granule cells preserves the spatial selectivity of CA3 cells but induces a spatial learning deficit (McNaughton, Barnes, Meltzer, & Sutherland, 1989). Some coherence emerges from these results if two facts are emphasized: the presence of a weak spatial code in EC and the direct and indirect connections of EC to downstream structures CA3, CA1, and SUB, susceptible to functioning independently (Yeckel & Berger, 1990). Accordingly, our model assumed that EC weak spatial code is used for a refined spatial localization by DG (orthogonalization) and also for spatiotemporal sequence learning by CA3-CA1. This hypothesis predicts that selective bilateral EC lesions should impair both a fine spatial discrimination by DG and a temporal spatial sequence learning by CA1. At present, it is known that deficits in maze performance follow bilateral EC lesions but not bilateral DG lesions in rats (Jarrard, Okaichi, Steward, & Goldschmidt, 1984). Other relevant spatiotemporal characteristics of DG processing are implemented in the model: 1. The anatomical topography reflected by the LEC-MEC subdivision is lost at the DG-CA3 stage due to the laminated projection (Amaral, l993) of superficial EC neurons on the distal DG-CA3 dendrites. The highly convergent EC projections on DG granules and their divergent widespread distribution on the DG field were believed to further foster intermodal integration. 2. The dominance of feedforward DG activation, in the absence of any significant direct recurrent connectivity between granule cells, was thought to be responsible for the sharp delimitation of DG place fields (Jung & McNaughton, 1993) and was implemented in the model by a full feedforward convergent EC-DG connectivity and a winner-takeall (WTA) long-range competition between active neurons (orthogonalization). 3. Excitatory interneurons (mossy cells), modeled by a local recurrent activation of granule cell assemblies, implemented a delay in DG cell activity that created a sliding window of activation, including past and present events, encoded as an event transition by CA3. 4. The convergence onto CA3 of the direct distal inputs from the perforant pathway and the indirect spatially restricted proximal DG projections onto CA3 (each granule cell contacts at most 15 CA3 pyramidal cells) enforced a pattern of activation on CA3. Temporal processing and delay activity believed to take place in DG are also a part of HS function:
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1. During single stimulus response, an initial monosynaptic activation of the pyramidal cells in CA3-CA1 through direct EC projections was followed by a weaker activation of the same cells through the DG-CA3 trisynaptic route (Yeckel & Berger, 1990). Thus, with spatially close place fields corresponding to temporally overlapping subsets of active PCs, coding for sequentially visited locations could also support the coding of place transitions at the level of neural populations (Banquet, Gaussier, Revel, et al., 2001). 2. A remarkably long time constant of the CA3 NMDA receptors (150 msec) and their capacity for short-term potentiation endow CA3CA1 with a memory range adapted for learning transitions or short event sequences. 3. A familiarity-dependent, increasing place field overlap in the CA3CA1 region (Mehta, Barnes, & McNaughton, 1997) could correspond to an earlier anticipation of upcoming fields, when the rat is at the border of the current field. 4. Some hippocampal cells discharge according to the stage of a task, independent of the animal’s location (Eichenbaum, Kuperstein, Fagan, & Nagode, 1987; Wiener, Paul, & Eichenbaum, 1989; Wiener & Korshunov, 1995). 5. Recent developments (Gilbert et al., 2001) in pattern separation paradigms (Chiba, Kesner, & Gibson, 1994; Gilbert, Kesner, & DeCoteau, 1998) confirm a double dissociation between a DG finely grained spatial pattern separation and a CA3-CA1 (spatial) temporal order pattern separation. 2.2 Network Model. The network architecture includes two onedimensional input layers. A PR “What” layer, receiving pattern codes from temporal areas TE, and a PH “Where” layer, receiving object direction and location codes from posterior parietal cortex (plus V4 in primates), are dedicated, respectively, to the recognition of novel items and their spatial arrangement. These input layers converge on a merging module PR-PH, coding landmark constellations. Pattern selection-recognition in an EC module results in a weak place code that combines visual and movement-related information. A DG module performs a feedforward self-organizing, competitive separation of patterns (orthogonalization) and their transient storage in working memory. Current direct and delayed indirect inputs to CA3 allow the computation of transitions. These transitions are associated with their corresponding movement vector by convergence of place information and path integration on SUB. An analytical formulation of place coding and recognition, based on a comparison (match-mismatch) between current and memorized views of an environment, summarizes the performances of the different networks.
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2.2.1 Network Input. This letter does not aim at a detailed presentation of the process of visual pattern learning (Gaussier, Joulain, Banquet, Leprˆetre, & Revel, 2000). In the first visual processing stages, the identification of focal features at the center of subareas partitioning a scene resulted from gradient and curvature extraction, end stop, and corner detection, among others. The gradient extraction was followed by a convolution with filters (e.g., difference of gaussians) for the detection of corners. A serial search resulted from the emergence of a new winner feature-coding neuron after the inhibition of the previous winner. Typically, the pattern and location of 20 to 30 areas were extracted from a panoramic scene. In mammals and more so in primates, ocular saccade and pop-out attention play an important role during scene exploration. In our model, sequential snapshots of a scene identified separately “what” (a significant feature and its context) and “where” (azimuth) information, which was then recombined into landmarks. A localization-navigation paradigm (visually based in particular) involves a similarity measure between learned and current views. Such a match mechanism at the level of features allowed a more robust scene recognition than a global correlation (without feature extraction) because the recognition level depended only on the correct recognition of the selected features in their context and on their relative displacement compared to the learned image (see the analytical equation of the model, equation 2.10). A one-shot learning of the patterns took place within the connections between input pathways and “What” layer, where the pattern was recognized or a new code recruited. The absence of identification of symbolic objects avoided the binding problem related to this process. A given configuration of landmarks (constellation) allowed the recognition of a place. The whole process simulated a spotlight mechanism, whatever its nature (attention, saccade, head direction), performed by the rotation of the camera. 2.2.2 Model of Perirhinal-Parahippocampal Cortices: “What” and “Where” Input Association. In the model (see Figure 2), for a given landmark l, the effect of lateral diffusion on activity  j of neuron j on the “Where” PH layer was expressed as a nonnormalized gaussian activity profile: 2 ((θ l − 2π j )mod2π )  j = exp − k N 2σ 2 where θkl represents the azimuth of the lth land2π mark and N j the preferred direction of neuron j. N represents the number of neurons (120) on the PH “Where” network. The influence on  j of the activity related to lth landmark decays exponentially as a function of the angular distance between neuron j preferred direction and the azimuth of the lth landmark. If this difference is nil (the direction of lth landmark corresponds to the preferred direction of neuron j),  j = 1. The activity level of each “Where” neuron represented an internal measure of the angular distance between the azimuth of the current head gaze direction and the preferred direction of this neuron.
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The lateral diffusion of activation to neighbor neurons implied that a neuron did not need to be precisely tuned to the direction of a given landmark in order to become active. Neurons Njk belonging to the jth neighborhood and projecting to the PR-PH cells of the k column are defined by Njk =







    jmax  j : k. − j  < d Nθ . kmax



− j| < d Nθ determined the neighborhood of the jth “Where” neuron |k. kjmax max that projected to neuron lk in the PR-PH network; kjmax was the ratio between max the number of neurons in the “Where” layer and the number of columns in the PR-PH network; d Nθ determined the size of the neighborhood of “Where” cells that project to a single PR-PH cell. This encoding of object direction is consistent with a polar coordinate system. Ultimately, object direction was referred to the body axis orientation, which itself referred to an external reference. This external reference allowed that landmark information be aligned with the environment and also independent of the orientation of the agent. In vivo, the head direction system, scattered in different brain structures and integrated into the hippocampal system in the subiculum (Sharp, Blair, Etkin, & Tzanetos, 1995) or in a HS-SUB-EC loop (Redish & Touretzky, 1997), is believed to perform this function. The activity of pattern-encoding PR and direction-encoding PH converged on the PR-PH two-dimensional array that merged “What” and “Where” streams to code landmarks by a product (pi, AND operator). PRPH is a “necessary” zone of convergence for “What” and “Where” information. This convergence has been proven by the recording of neurons in different structures (PH, EC, CA3) that respond specifically for one object in a given location (Rolls & Treves, 1998). Therefore, several possible structures or neuron populations could correspond to the PR-PH network. It could be PH since strong connections exist between PR and PH or even a subpopulation of neurons in EC superficial layers that include both stellate and pyramidal cells. AND operations in biological networks can be performed by the staged merging of excitatory synapses on dendritic trees (Shepherd, 1993). All the cells of a column of the PR-PH matrix received inputs from the same neighborhood in the “Where” layer. These neighborhoods partially overlapped. In summary, four characteristics of the network deserve to be emphasized: 1. Although full feedforward connectivity between “Where” and PRPH networks led to accurate performance, PR-PH units received only a fraction of “Where” units in order to increase the capacity of the network. 2. Only maximally active inputs were learned by the PR-PH neurons.
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3. Due to input codes, the level of activation of product neurons reflected the angular distance of the corresponding landmark to the current head gaze direction. 4. Assuming that the visual system cannot recognize several patterns in parallel, we use an automatic spotlight system to explore sequentially the visual scene according to a saliency map. This sequential exploration makes “What” and “Where” information temporally correlated and bound. The time-sliced sensory sweep performed by the visual system is corrected by the PR-PH working memory, which bridges the temporal gap introduced by the sequential exploration (EC delay neurons). A similar mechanism has been demonstrated for visual saccades in posterior parietal cortex. pr ph
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The excitatory component of equation 2.1 includes Ikl , a global input to pr ph neuron kl detailed below, and Xkl (t), a memory term allowing the buildup of a landmark constellation and fluctuating between 0 and 1. The inhibitory term in equation 2.1 induces a reset of the representation of a learned landmark constellation. I nm represents the activity of mth inhibitory interneuron triggered by a sensorimotor reset signal at T, 2T, 3T, . . . , nT, where T is a constant period for a visual panoramic exI n− pr ph ploration of the scenery; Wm,kl represents fixed weights between the inhibitory interneuron m and a PRPH pyramidal cell kl. Ikl , the global input to neuron kl of the PR-PH matrix, is computed as a product:     pr − pr ph ph− pr ph . max  j .Wj,kl . Ikl = max L i .Wi,kl i∈Nli
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Wi,kl ) are the connection weights between any ith land(Wj,kl mark ( jth azimuth) input to the kl PR-PH neuron; L i and  j represent the “What” and “Where” network inputs, respectively. The synaptic weights between input unit j and PR-PH neurons learn in one trial, in the absence of inhibitory reset and only for maximal input lines: ph− pr ph
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i = arg(max p∈Nli L p ), j = arg(maxq ∈Nk j q ); In is an inhibitory reset activity that prevents learning in case of reset; I is: I =



(maxi∈Nli L i ) + (max j∈Nk j  j ) . 2



(2.4)



f (x) = 1 if x > 0.99 and 0 otherwise; this thresholded Heaviside function corresponds to a learning modulation common to all active neurons. The Max operator in equations 2.2 through 2.4 expressed a competition between “Where” neurons belonging to the same neighborhood of inputs to PR-PH neurons. Thus, the optimally tuned “Where” neuron could get control of PR-PH neuron activation and learn the corresponding patternazimuth conjunction. In summary, the PR-PH network has two functions: to bind the “What” and “Where” information in order to create a landmark and to bridge the temporal gap between successive landmarks (working memory) in order to create a landmark constellation or view that is directly learned or recognized as a place by EC. 2.2.3 Entorhinal Cortex and Place Coding. In the second wave of integration and association—between sensory (visual) inputs and path integration— the emergence of place cell–like activity in EC is accounted for in the model by a summation (OR operator) that complements the AND operator of the PR-PH network to globally perform a sigma pi. The activity Xec j of an EC pyramidal neuron j coding for places is given by



Xec j



= f Dj











pr ph−ec pr ph Wkl, j .Xkl



kl∈Nkl 







,



(2.5)



where f D (x) represents an output function that performs a learningdependent tuning of EC neuron response such that the response, which is weak and mildly specific before learning, becomes larger for specific inputs after learning:



f D j (x) = D j .r.e



(−Vig+0.01).(1−x/r )2 σ j .(D j −1.01)2



.



(2.6)



The three parameters (D, r , Vig) modulated height, width, and slope of the gaussian function: (1) D, a neuron tuning factor increased with learning; (2) Vig, a vigilance parameter was the inverse of the activity level resulting from the comparison between memorized and new input patterns; and (3) r , a scaling factor, allowed the output integration on EC to work at constant energy in spite of the fluctuations in input levels.
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A local competition was implemented: Xec j =







Xec j 0



ec if Xec j = maxi:|i− j| 























des documents recommandant







[image: alt]





Cognitive Maps and the Language of Thought By M 

(1) Certain core mental processes studied by scientific psychology are mechanical, rule- ... systems perspective, we require a suitably general understanding of the ..... We can employ a basic statistical tool called the Extended Kalman filter, a.










 


[image: alt]





Cognitive map plasticity and various imitation strategies to extend the 

Sep 25, 2005 - based on a Braintenberg [3] algorithm. 2 ... cells in the cognitive map and actc the activity of cell c. The first equation rules .... stability of the groups in this case: the â€œcostâ€� to imitate someone who is not .... Bardford Boo










 


[image: alt]





Cognitive map plasticity and imitation strategies to improve individual 

a TC can be created with each pair of PCs, could NTC = O(N2PC )? Experiments have ...... 221â€“241. M.A.. Buisson and D. Mignot, de boeck university ed., 2005.










 


[image: alt]





Analyzing Interactions Between Navigation Strategies Using a 

action space is achieved by reinforcing every action weighted by a Gaussian of ... responding action-value Ak, computed by linear interpolation of the two ...










 


[image: alt]





Maps 

MLPBEHCTBO. Cherno More. O Mezdra. 2008/09. AFG. Varna o. Lovech. CSKA. Spartak. Slavia. Levski $9). O Sofia. Sliven o. Pernik o. Chernomorets. Burgas.










 


[image: alt]





Maps 

Smyrnis. Atromitos. SUPERLEPCE loannina. PAS. Giannina. Athens. Î•Î›Î›Î‘Î”Î‘. Super League. 2013/14. Panathinaikos Panionios. IL. Mytilene. Agrinio.










 


[image: alt]





Cognitive Neuropsychiatry Delusions and 

Jun 14, 2011 - This article may be used for research, teaching and private study ...... Diagnostic and statistical manual of mental disorders. (4th Technical Rev. ed.). .... A. W. Kruglanski (Eds.), Social psychology: Handbook of basic principles ...










 


[image: alt]





Ontology Engineering by Fuzzy Cognitive Maps - Carlo Tarantola's tribe 

May 10, 2004 - [email protected]. Warsaw, 16-18 June 2004. Ontology Engineering by Fuzzy Cognitive Maps. Abstract: We present work in progress ...










 


[image: alt]





Cognitive Neuropsychiatry Delusions and 

Jun 14, 2011 - ... http://www.informaworld.com/terms-and-conditions-of-access.pdf ... the statistical analysis. ... 2011 Psychology Press, an imprint of the Taylor & Francis Group, an Informa business ..... explaining why we found no correlation.










 


[image: alt]





Maps 

UILEAGUE. J-League. 2013. Fira. Ventforet. Omiya. Ardija. Urawa Red. Diamonds. Albirex ... JJ.LEAGUE. J-League. 2010. Yamagata. Omiya. Ardija. Urawa Red.










 


[image: alt]





Safe navigation strategies for a biped robot walking ... - Thierry Fraichard 

objective is to ensure that the system avoids undesirable states in the future. ...... walking,â€� Internationale Zeitschrift fÃ¼r angewandte Physiologie ein- schlieÃŸlich ...










 


[image: alt]





Maps 

League. Soccer. Partland. OREGON 1. CANADA. ONTARIO. Taranto. Partland Timbers. Toronto FC. CALIFORNIA. UTAH. PENNSYLVANIA. Philadelphia.










 


[image: alt]





Eye fixations and cognitive processes 

This paper presents a theoretical account of the sequence and duration of eye fixation during a number of simple cognitive tasks, such as mental rotation,.










 


[image: alt]





Cognitive behavioral therapy and physical 

Behavioral interventions for menopausal symptoms. â€¢ Cognitive ... Baseline. Screening instrument ... Generic health-related quality of life (SF-36). 8. Background.










 


[image: alt]





Eye fixations and cognitive processes 

The eye fixation data make it possible to separate the performance on each trial into the .... figure, the subject fixated corresponding closed arms at the upper part of each figure. ...... If the visual display is not relevant, there are no mapping.










 


[image: alt]





Maps and Projections Source: explainxkcd.com 1 - Freakonometrics 

6 new_CAN_shp 










 


[image: alt]





GPS Coordinate Converter, Maps and Info 

Mar 19, 2010 - GPS Coordinate Converter, Maps and Info ... GPS. UTM. Open links in a new window. See also my Geocaching Quick Search ... Download .










 


[image: alt]





GPS Coordinate Converter, Maps and Info 

Mar 9, 2010 - GPS Coordinate Converter, Maps and Info ... Maps. â—‹ MapQuest. â—‹ Geocaching.com. â—‹ MultiMap. â—‹ Tiger. â—‹ MapTech. â—‹ Google Maps.










 


[image: alt]





GPS Coordinate Converter, Maps and Info 

GPS Coordinate Converter, Maps and Info boulter.com geocaching comments. Enter coordinates. (like 37 23.516 -122 02.625, but it's flexible). Decimal ...










 


[image: alt]





Kakadu National Park Visitor Guide and Maps 

16. 18. 20. 22. 24. 25. 26. 27. 28. 29. 30. 31. 32. 33. 5. Contents. Introduction. Kakadu, a World ... Kakadu National Park is one of the few World Heritage Areas that have been listed for both their .... wheel drive tracks in this area: the ...... (










 


[image: alt]





NAVIGATION LOG 

USE WITH ATR 72-212A (PW 127F). 21 T. CRUISE TO ALTERNATES: MINIMUM TIME - TWO ENGINES - ISA - NO ICING. FLIGHT: ..... CREW : â€¦â€¦â€¦â€¦./â€¦










 


[image: alt]





April Navigation 

â€œApril Navigationâ€�. ProcÃ¨s verbal. Le polyvalent a marchÃ© sur la queue du chat du bord : le chat l'a mordu. Compte-rendu du charpentier au bosco. Le polyvalent ...










 


[image: alt]





NAVIGATION LOG 

TAS: 271. FF/ENG: 359. ISA: -21. TOD: 55. IAS: 209. FU/NM: 2,6. âˆ† ISA: ...... ETP: 86 NM - 6 NM BEFORE THRED - MEAN EFFECTIVE WIND = 0 kts. LEGS: WPT.










 


[image: alt]





Sun (2004) Active navigation and orientation-free 

to H.-J. Sun, Department of Psychology, McMaster University, 1280. Main Street West ..... through sequential explorationâ€”for example, exploring a complex ...










 














×
Report Cognitive Maps and Navigation Strategies





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



