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Preface



This volume comprises eleven chapters dealing with a variety of aspects of computational econometrics. Computational econometrics is a discipline that, to those who do it, is easily understood, but, to the wider ﬁeld, appears to be difﬁcult to deﬁne. Many (most) top-level econometrics journals ignore the subject altogether, and most econometrics textbooks give it short shrift, providing, at best, practically useless treatments. Yet its substance is the very heart and soul of applied econometric practice, the essential means by which most econometric studies take place. The result, as is made clear in several of the chapters in this handbook, is that the computational tools commonly made available to carry out econometric studies can be far from cutting edge, and, worse, quite ill suited for producing the desired results. A major goal of this handbook, then, is to examine the state of the art of computational econometrics and to provide exemplary studies dealing with computational issues arising in a wide spectrum of econometric ﬁelds. Econometrics has, by its very nature, a large statistical component. But econometricians differ from statisticians in at least one important aspect: statisticians are essentially mathematicians dealing with probabilistic phenomena not necessarily related to any speciﬁc discipline, whereas econometricians are trained in both statistics and the discipline of economics. They bring to the table, therefore, a particular point of view that shapes the kinds of studies they ﬁnd of interest and the kinds of tools they ﬁnd appropriate to use and to develop. This has resulted in a discipline with a ﬂavour of its own, a ﬂavour that is inherited by those engaged in the computational aspects of econometrics. Computational econometrics has several main subﬁelds, all represented in this handbook. These include: the development of computational techniques for carrying out econometrics, such as estimation or numerical methods; studies in which the computer is the central playing ﬁeld, such as Monte Carlo experiments, genetic algorithms, network studies, or estimation methods like simulated annealing; studies in which the computer does the necessary heavy lifting, such as nonlinear estimation of large-scale systems or massive simulations; and the development of computational environments in which to conduct econometric studies, such as GAMS or Stata. All such potentially diverse studies fall into the rubric of computational econometrics, and that is perhaps the reason the ﬁeld is so difﬁcult to deﬁne. This handbook contains studies in all these categories. All attempt
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to provide a self-contained overview of their subject and, where relevant, an accessible technical development along with examples or illustrations. They should be of value to those learning as well as to those well versed in the ﬁeld. David A. Belsley Boston College, USA Erricos John Kontoghiorghes University of Cyprus and Queen Mary, University of London, UK 2009
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Econometric software Charles G. Renfro



1.1



Introduction



The production and use of econometric software began at the University of Cambridge in the early 1950s as a consequence of the availability there of the ﬁrst operative stored-program electronic computer, the EDSAC (Electronic Delay Storage Automatic Calculator). This machine became available for academic research starting in or about 1951 [214, 248, 249]. Among the ﬁrst to use it were members of the Department of Applied Economics (DAE), some of whom had been invited to Cambridge by the Director, Richard Stone. From the beginning, they employed the EDSAC to produce work that remains well regarded [8, 77, 124, 195]. They also appear to have been the ﬁrst to describe in print the workaday process of using a stored-program computer [36]. There, Lucy Slater, working with Michael Farrell, wrote the ﬁrst distinguishable econometric software package, a regression program [14, 224, 225]. However, these economists were not alone in their early adoption of emerging computing technologies, for previously, in 1947, at one of the ﬁrst gatherings of computer designers, the Symposium on Large-Scale Digital Calculating Machinery, Wassily Leontief [153] had presented some of his then current work on inter-industry relationships to provide an example of a challenging computational problem. He used the existing electromechanical ‘Mark I’ Automatic Sequence Control Calculator at Harvard, which, although not actually a stored-program electronic computer, can nonetheless be described as the ﬁrst ‘automatic digital computer’ [248]. The Mark I also represents IBM’s start in a business it was later to dominate. At the time, worldwide, these machines were the only automatic computing devices generally available for research. Consequently, other computationally inclined Handbook of Computational Econometrics  2009 John Wiley & Sons, Ltd
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economists, including Lawrence Klein, Arthur Goldberger, and their colleagues at the University of Michigan [87], still used electromechanical desktop calculators. However, in 1954, the semi-electronic IBM Card Programmed Calculator (CPC) became available to them and was ﬁrst used to estimate moments in preparation for the estimation of the parameters of the Klein–Goldberger model [138]. A few years later, in 1958–59, at what would become the Lawrence Livermore Laboratory, Frank and Irma Adelman were the ﬁrst to solve an econometric model using a computer, employing an IBM 650 [6, 7, 139]. Contemporaneously, possibly at the IBM Scientiﬁc Center in New York, Harry Eisenpress wrote the ﬁrst program to perform limited information maximum likelihood estimation [60]. A few years earlier, with Julius Shiskin in Washington, DC [218], he had created the Census X-11 seasonal adjustment method using a UNIVAC (UNIVersal Automatic Computer), a near relative to the EDSAC [214]. This UNIVAC, ﬁrst installed at the US Bureau of the Census in 1951, was the ﬁrst stored-program computer to be sold commercially. This description of 1950s computer use by economists possibly reads like a series of selectively chosen exhibits, but actually it appears to be the complete early record, with the exception of work by others at the DAE [14, 15, 44, 195] and the start of Robert Summers’ Monte Carlo study of estimator properties [235]. Throughout the 1950s, computers were scarce. They were also expensive to use – an hour of machine time could cost literally triple the monthly salary of the economist using it [7]. It was only during the next two decades, starting in the early 1960s, that they began to proliferate and economists more commonly became users [30, 52]. A number of econometric ﬁrsts occurred during the 1960s, including the implementation of a variety of increasingly computationally complex techniques, among them two- and three-stage least squares, seemingly unrelated regression equations, and full information maximum likelihood [204]. In addition, beginning in about 1964, economists created some of the earliest large-scale computer databases, together with the software to manage them [160–162]. However, progress was neither uniform nor universal: even in the mid-1960s, the Wharton model, a direct descendent of the Klein–Goldberger model [31, 127], was still being solved by using an electromechanical desktop calculator [203, 216]. It was only during the next few years that economists at the University of Pennsylvania ﬁrst used an electronic computer to solve macroeconometric models as nonlinear simultaneous equation systems [52, 68, 69, 216]. As indicated, the level of sophistication progressively increased during this decade. Much of this work represents the efforts of individuals, although frequently in the context of formal research projects [57, 58, 68, 69, 159, 197]. It typically began with the creation of single purpose programs to estimate parameters, manage datasets, and later solve macroeconometric models. However, towards the end of the 1960s, with the advent of time-sharing computers, the ﬁrst network-resident interactive econometric software systems began to be created [203, 207], an important step in the development of the modern econometric computational environment. In the early 1970s came attempts to focus this research: in particular, at the MIT Center for Computational Research in Economics and Management Science, economists began to devote considerable effort to the study of relevant computer algorithms [29, 48–50, 120, 147–150] and closely related regression diagnostics [19, 21, 22]. Following these advances, the 1970s saw the development of wide-area online telecommunications-linked economic database, analysis, and econometric modeling systems, which, by the end of the decade, became used worldwide [3, 4,
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56, 205, 206]. As a result, at the beginning of the 1980s, economists were ready to adopt the then emerging microcomputer and, by the middle of that decade, had begun to use it as the primary locus for analytical processing, including by 1985 the solution of econometric models of 600 and more equations [209]. However, it was only in late 1984 that it began to become common for econometric models to be mounted on more than a single computer [203]. Building upon these foundations laid in the 1960s and early 1970s, economists have since created not only sophisticated, targeted applications but also specialized econometric modeling and programming languages, as well as generally applicable econometric software for parameter estimation and hypothesis testing that can be used with time-series, cross-section, and panel data. At each stage, this work has affected the disciplinary progress of economics and econometrics. Simultaneously, some of this work fed back into the more general development of software, including operating systems, spreadsheet packages (such as VisiCalc and Lotus 1-2-3 speciﬁcally), and a variety of other applications [204]. Last, but certainly not least, because of the subject matter of economics, econometric software has played a critical part in the management of the performance of the world’s economies, in its effect both on the timely dissemination of economic information and on the development of the modern tools of applied economics. Of all disciplines, economics has been one of those most affected by the use of the electronic computer, and in turn, in no small measure, this use has helped to enable the broadly consistent expansion and development of both industries and economies. From the ﬁrst availability of the electronic computer, economists were obviously primed to become users, raising the question: Why? A reﬂective comment made by Klein in 1950 suggests a reason [134, p. 12]. Referring to the seminal Cowles Commission work and the methodological progress of the 1940s – and seemingly unaware of what would occur within the next decade – he rather pessimistically observed that: An annoying problem that arises with the new methods is the laboriousness and complexity of computation. Very economical techniques of dealing with multiple correlation problems have been perfected, but they can no longer be used except in special cases . . . where the system is just identiﬁed. Unless we develop more economical computational methods or more efﬁcient computing machines, the problems will remain beyond the reach of individual research workers. Were it not for such preserved commentary, it might now be difﬁcult to imagine that it appeared at least to some economists at the beginning of the 1950s that econometric methodology faced a serious computational roadblock. The sense of inevitability that hindsight provides makes it easy to overlook the importance of the timing of the adoption of the electronic computer by economists. The distance between that time and ours is accentuated by the watershed effect of the creation of ARPANET, the precursor network to the Internet, in about 1970 and the equally potent consequence of the introduction of the ﬁrst microcomputers in the mid-1970s. One of the most signiﬁcant differences between then and now is that, in those earlier times, especially in the years prior to 1975, it was almost requisite for any computer user to begin by writing some code, and this was certainly true in those instances in which an application might involve new techniques. Then there was so much a need to
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program, and comparatively so much less computer use than today, that practically any econometric software written prior to 1975 involves some aspect that can be declared a ‘ﬁrst,’ or at minimum viewed as involving some type of pioneering effort. Although there were certainly instances of shared software use by (comparatively small groups of) economists during the period between 1960 and 1980 [33, 35, 89, 115, 131, 160, 196, 222, 223], it was usual nevertheless that an intending hands-on user generally needed to learn to program, at least to some degree, but often at a rather fundamental level. Until at least the mid-1970s, an applied economist wishing to employ a computer would commonly either need to start from scratch, or, at best, be provided a box of cards (or, sometimes, a paper tape), onto which were punched the source code statements for a program – even if by 1975, perhaps earlier, it was not unusual for the ‘box of cards’ to have been replaced by a machine-readable card image ﬁle. Speciﬁc code changes were often necessary, at minimum to permit data transformations. For calculations associated with a particular application, a substantial amount of new coding might be required. Today, in contrast, it is only someone operating at the developmental leading edge of econometrics who may need to be proﬁcient at programming, but even then not always in the use of a computer language such as Assembly, C++, C#, or Fortran, or in such a way that might require understanding of the computer’s operating system and speciﬁc hardware protocols. However, to declare the beginning of a new epoch is not to say that all the heavy lifting has been done. The year of the ﬁlm 2001: A Space Odyssey has come and gone, but we do not yet converse casually with articulate, seemingly intelligent computers, like HAL, nor simply declare in broad outline, via the keyboard or some other interface, what we wish to do and then have it done, automatically, effortlessly, and appropriately. In important respects, the computer still remains a new technology. To present a reliable assessment of the current state of the art, it is therefore necessary to proceed carefully, as well as to begin by establishing a proper framework, so as to be able to describe and evaluate current progress. For instance, there is a useful distinction to be made between creating software designed to perform a speciﬁc task versus developing a program for a more generally deﬁned purpose, possibly intended for use by others. A routine might be written speciﬁcally to calculate and display a set of parameter estimates. Alternatively, the goal might be to create a program to be used to build a ‘model,’ or a class of models, or some other composite, possibly quite complex, undertaking. The ﬁrst of these cases involves a pure computational problem, the success of which might be assessed by the degree to which the individual calculations are accurately, efﬁciently, and even elegantly or perhaps quickly performed. This qualitative evaluation can also include a determination of the degree to which the results are informatively and even attractively displayed. In the second, more general, case, what is required is potentially much more elaborate computer code to perform an integrated series of tasks, not all of which are purely computational problems. These tasks might also incorporate operations not likely to be immediately classiﬁed as either economically or econometrically relevant. Such operations, which can include the storage, retrieval, and management of data, as well as the development of the human interface of a program, are nevertheless as much a part of econometric software creation as is the programming of an estimator. Furthermore, whether or not these elements are individually considered to be econometrically interesting, the future development of economics and econometrics may depend upon a successful solution to the problem each of them poses.
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A perspective on the underlying issues can be obtained by considering the usage of the contrasting terms, ‘computational econometrics’ and ‘econometric computing.’ Achim Zeileis [252, p. 2988] has recently suggested that the ﬁrst of these is topically ‘mainly about [mathematical or statistical] methods that require substantial computations’ whereas the second involves the algorithmic translation of ‘econometric ideas into software.’ Initially, economists began to use the computer as a means to an end, simply to make necessary calculations more rapidly than could be done manually, without a great deal of introspection. This lack of introspection has lingered. A general appreciation that the execution of these computations can have disciplinarily signiﬁcant implications has been slow to emerge: ‘simply computational’ remains a common wave-of-the-hand expression used to suggest the existence of only a few remaining, possibly laborious, but essentially straightforward demonstrative steps. Perhaps as a consequence, the self-conscious consideration of software as a disciplinary research topic has been resisted almost reﬂexively, even while the complexity of econometric ideas has increased over the years. Economists seem to feel instinctively that the speciﬁc algorithmic aspects of econometric software most properly should be considered from the perspectives of computer science or operations research, leaving to the economic specialist, the econometrician, only the task of specifying the particular formulas to be implemented algorithmically, but not the assessment or evaluation of the end result nor the manner of its implementation. What may be most indicative of the tendency of economists to regard econometric computing as logically separable is that both textbooks and the more general econometric literature typically only refer to the existence of software, without considering its particular aspects and nature. The speciﬁc issues of software creation, including even those most obviously ‘econometric’ in content, have seldom been considered and evaluated publicly by economists. It is therefore not surprising that most economics and econometrics journals exclude discussion of these matters. Indeed, economic journals normally reject as not germane articles that focus too obviously on speciﬁc computational issues, even when critical to the evaluation of the published ﬁndings. A possible exception to this is numerical accuracy [175, 253], but only recently and still in token form [34, 38, 154, 167, 169, 170, 172, 174, 219, 229, 231, 232]. To date, economists deal with computational issues at a full arm’s length and depend upon others, often statisticians and the statistics literature, to probe the details [10, 122, 155, 220, 239], even if some related issues have been considered within the bounds of econometrics [16, 17, 21, 22]. Most economists are aware of John von Neumann’s role in the development of game theory, but comparatively few know that he also wrote the ﬁrst computer program and participated in the design of the ﬁrst stored-program computer [140]. Of these several endeavors, which in the end will prove the most seminal is an interesting question.



1.2



The nature of econometric software



The phrase ‘econometric software’ is actually a comparatively new term in the economics literature. Its newness can be assessed using JSTOR, the full-text-searchable online journals archive. A query of the 52 economics and econometrics journals identiﬁed there as ‘economics journals’ reveals that, since 1950, only 182 articles have been published that include the term ‘econometric software.’ The ﬁrst use of this term in print appears to have been by Robert Shiller in a 1973 Econometrica article [217]. It appears in only 14
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articles published prior to 1987, fewer than 25 before 1990, and 94 during the 10 years since 1995, the latest time for which JSTOR results are available at the time of writing. Evidently, this phrase has only recently begun to emerge into full disciplinary consciousness. It is nonetheless more popular among economists than the seemingly more general phrase ‘statistical software,’ which occurs in only 85 articles published since 1950, the ﬁrst appearing in 1982. Of course, the JSTOR journals represent only a proportion of those classiﬁed by the Journal of Economic Literature as economics journals. Therefore, these ﬁndings are hardly conclusive, but they are suggestive. The currency of this term is merely interesting. Of more substance is what it means. To determine meaning, several preliminary matters need to be considered, the most important being the meaning of ‘econometrics,’ which is also not obvious. Judging on the basis of the chapters of this handbook, ‘econometrics’ should be interpreted more broadly here than is typically the case in any modern econometrics textbook or even in ‘econometric’ journals. Textbooks treat ‘econometrics’ essentially as the subdiscipline of economics concerned with parameter estimation and closely related topics. Moreover, they treat it somewhat abstractly, giving wide berth, as indicated, to any attempt to translate ‘econometric ideas into software.’ Furthermore, neither they nor mainline econometrics journals include the solution of nonlinear systems of equations as a standard topic, even when characterized as ‘econometric models.’ Nor do they examine a number of the other topics that are addressed in this volume. Nevertheless, the meaning and scope of ‘econometrics’ has been visited regularly since 1933, when, in the context of an editorial introducing the ﬁrst issue of Econometrica, Ragnar Frisch proposed a rather broad deﬁnition that emphasized the uniﬁcation of economic theory, mathematics, and statistics. Clive Granger, in a recent comparative review of various textbooks [93], has since suggested that the Frisch proposal ‘now sounds like a deﬁnition of research economics’ (p. 116). He argues instead for the definition advanced by Andrew Harvey [105] that ‘econometrics is concerned with the estimation of relationships suggested by economic theory,’ which, Granger indicates, was also rephrased by Greene in the 1994 edition of his textbook. Granger goes on to suggest (p. 117) that a ‘more pragmatic viewpoint is to say that econometrics is merely statistics applied to economic data,’ which leads him to ask the question: Why, then, do economists not just use statistics textbooks? His answer is that ‘we need a special ﬁeld called econometrics, and textbooks about it, because it is generally accepted that economic data possess certain properties that are not considered in standard statistics texts or are not sufﬁciently emphasized there for economists.’ However, he does not continue this line of thought, which, if pursued, would lead to the rather interesting and probing – if possibly vexatious – question whether, collectively, econometrics textbooks simply reﬂect the current content of econometrics, or if, instead, through selection and emphasis, they inevitably channel and shape its progress? Resisting the temptation to grapple with such matters, Granger limits himself to a review of the contents of that particular textbook generation. In line with the spirit of Granger’s ruminations, one way to specify ‘econometric software’ is to say that it is what economists do with economic data that deﬁnes this software – that is, it is computer code that happens to be applied to economic data. But, what economists do with economic data presumably shapes the discipline of economics over time and, in the process, questions might be raised that can cause econometrics to evolve in order to answer them. One way to consider the actual progress of econometrics
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since 1933 is to observe it through the prism of Frisch’s other famous editorial dictum [84, p. 2], that: Theory, in formulating its abstract quantitative notions, must be inspired to a larger extent by the technique of observation. And fresh statistical and other factual studies must be the healthy element of disturbance that constantly threatens and disquiets the theorist and prevents him from coming to rest on some inherited, obsolete set of assumptions . . . This mutual penetration of quantitative economic theory and statistical observation is the essence of econometrics. Fresh factual study of the way in which econometrics is practiced is a way of providing a healthy element of disturbance. Possibly the most direct way to determine the nature of ‘econometric software’ is to recognize that quantitative economic research establishes operational requirements; in particular, it involves at least four conceptually distinct activities: • data acquisition; • data organization and initial analysis; • selection of particular computational tools, possibly including choosing one or more analytic software packages or even the creation of speciﬁc software; and • using these tools to perform this research, that is, to generate and display the results. Of course, with the advent of the Internet, especially during the past 10–15 years, all these activities now demonstrably relate to the development of software even if they are not necessarily undertaken in strict sequence nor always pursued as separate and distinct tasks. Sometimes, some of them may be minimized, even to omission. But it is also possible for most of the analyst’s time still to be spent on the ﬁrst three activities, as was common before the advent of the microcomputer – or indeed even before mainframe computer software became widely available. Once these activities begin to be considered in detail, certain deﬁnitional gray areas inevitably start to emerge, such as the common use of commercially available software not econometric by design in order to perform some research-related operations – including word processing, spreadsheet, and presentation software packages, not to mention analytical packages imported from other disciplines. At some stage, this matter of ancillary software might need to be probed. After all, Excel can perform regressions [23, 176–178] and Matlab can solve econometric models [116]. Economists, if not always econometricians, employ both programs, neither of which was speciﬁcally intended for their use. However, it is initially much simpler to ignore software not explicitly created by, for, or at the behest of economists or econometricians, even if this software may become quasi-‘econometric’ when employed by econometricians or applied to econometric tasks. The justiﬁcation for turning a blind eye can be that it is software speciﬁcally designed as ‘econometric’ that is likely to express distinctive disciplinary characteristics, although, if economists characteristically tend to use ‘other’ software, one of the implications might be that econometrics could be in the process of evolving in another direction.
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It is thus tempting to deﬁne software by the purpose for which it is created, but this too can lead to difﬁculties. As indicated, in the beginning, the electronic computer was often seen as simply a faster means to make speciﬁc calculations [36]. The importance of its speed, compared to electromechanical devices or hand calculation, was immediately recognized, both by governments and by other funding sources, as well as by those who created the machines – including von Neumann, whose original interest in computers might have been a result of his association with the Manhattan Project. A direct comparison, in the 1940s, of the speed of the electromechanical Mark I at Harvard with the electronic ENIAC at the University of Pennsylvania (the ﬁrst, but not stored-program, electronic computer) had revealed that the ENIAC could perform individual calculations up to 900 times faster [2, 41, 248]. The ENIAC was later used to make calculations related to the development of the hydrogen bomb. This initial focus on individual calculations sometimes had a particular effect on machine design. In an historical hardware review, Rosen [214, p. 14] points out that ‘the early scientiﬁc computers [as opposed to data processing equipment] were designed in accordance with a philosophy that assumed that scientiﬁc computing was characterized by little or no input or output.’ However, even in this context, it was soon discovered that the number of calculations made tends to increase, ﬁnally forcing a more balanced machine conﬁguration. Generality of use, and broader capabilities, rather than specialty of purpose, came to be seen as desirable, perhaps because of a perception (not always correct) of declining marginal cost. Consider, in this context, the Wang and other, now-almost-forgotten, dedicated word processors of the late 1970s, which have since given way to the much more generally deﬁned personal computer. How much generality mattered in the beginning is, however, questionable. The use of the electronic computer by economists appears to have been driven initially by a desire simply to make particular calculations. For example, Robert Summers and Kazuo Sato in the very early 1960s [197, 235], Arnold Zellner and Art Stroud in 1962 [256, 257, 259], Harry Eisenpress in the early 1960s [61, 62], James Durbin and Mike Wickens in 1964 [59, 247], Denis Sargan in 1964 [110], and a group of A.R. Bergstrom’s graduate students over a number of years in the 1960s [194], as well as Ross Preston [197] during much the same time, quite independently all wrote, or were closely associated with the writing of, programs to implement or study speciﬁc econometric techniques – but apparently not originally for the conscious purpose of writing ‘econometric software’ for it’s own sake. In contrast, others, among them Robert Hall, Michael McCracken, and Clifford Wymer in the mid-1960s [25, 26, 160, 162, 163, 165, 192, 204, 211], and David Hendry at the end of the 1960s [114, 115], wrote programs the direct descendants of which still exist and which affected the development of other programs. Demonstrably, each of these economists, as well as others, consciously sought to develop more broadly deﬁned and generally applicable software that has evolved over time, regardless of whether this destiny was at ﬁrst foreseeable. From the perspective of a ﬂy on the wall of their keypunch rooms (where programs were encoded in the form of decks of cards or paper tapes with holes punched in them), it might not have been obvious at ﬁrst who would continue beyond the ﬁrst working program and who would not. However, those who persevered made the transition, much as a pioneer who, during his ﬁrst week in the wilderness, builds a lean-to that, with adherence and time, ultimately becomes a house and acquires features that embody and display ﬁnished design elements.
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1.2.1 The characteristics of early econometric software Of course, the point in this process at which the design of the lean-to or its successors becomes architecture is a matter of judgment. Similarly, during the primordial stage, there is no essential difference between programming a computer and developing software. Whatever the motivation, creating computer programs that perform useful econometric calculations requires a considerable amount of work. Initially, it also involves a large dose of learning by doing. For the novice, this ﬁrst stage usually represents an attempt to achieve a speciﬁc task and, as indicated, in the 1960s it was common for the early stages of a software project to involve ﬁrst the construction of a series of separate, essentially single purpose programs to be used in concert. For instance, at the Brookings Institution in the context of the US Quarterly Model Project [57], as late as 1968 the process of performing a regression involved executing sequentially three separate programs: the ﬁrst to form or update the databank, the second to perform the entire set of pre-regression data transformations, and the third to compute and display parameter estimates. However, about that time, these functions began to be integrated. The then relatively widely used ECON program provides an example. It was created by Morris Norman, on the basis of earlier work by Ross Preston [197], originally to support the estimation of the Wharton models and related work. By design, ECON used portions of the same code to perform ordinary least squares, two-stage least squares, and limited information maximum likelihood. This program also incorporated data transformation subroutines, thus in effect absorbing the work of the ﬁrst two of the three Brookings Model Project programs described earlier. However, this account possibly conveys too great a sense of linear development, for technologies often evolve in a somewhat helter-skelter fashion. At this time, as indicated, computer programs almost always came in the form of punched cards: ‘jobs’ were typically submitted in the form of decks of cards, or in some cases paper tape, that included the program source code and the sample data. Some 10–12 years previously, computers, such as the IBM 650 [7, 237], both read cards and produced their output in the form of cards. By the mid-1960s, output was instead more commonly produced in printed form, on large, accordion-folded, connected sheets of paper, but cards or paper tape were often still used for data input. In 1968, in contrast, the separate programs being used for the Brookings Model Project, written or modiﬁed by John Angstrom, Jim Craig, Mark Eisner, and possibly others, both wrote and read magnetic tapes, reﬂecting the substantial data requirements of a large macroeconometric model, the largest of its time. Since these data were machine resident, the ‘jobs’ at Brookings usually consisted only of source and speciﬁc-operation code decks preceded by job control cards, rather than hundreds of data cards in a deck. Thus, the programs of that day frequently might exhibit quite rustic features, combined with others that at least anticipated a later state of the art. However, generalizations about such software can be overdone, as there was at this time only a bare handful of programs developed to support applied economic research by groups of economists. The programs of the period before 1969 seldom included obvious ‘architectural’ design elements in their construction. The TSP program is an exception, for, starting in 1966–67 as a result of work by Mark Eisner and Robert Hall, its design involved the modular organization of subroutines to perform speciﬁc tasks, in contrast to an earlier
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tendency to write a single main routine, with perhaps one or two task-speciﬁc subroutines [100, 102]. Other economists, including Charles Bischoff, Ray Fair, Robert Gordon, and Richard Sutch, each wrote speciﬁc TSP subroutines or incorporated particular econometric techniques. These pre-1969 versions of TSP also included the ﬁrst vestiges of a symbolic language interface [203]. With a few exceptions – such as MODLER [209] and TROLL [63] – until the later 1970s the operation of other programs of all types was commonly controlled by numbers, letters, and labels located in ﬁxed ﬁelds on punched cards or paper tapes. It took considerable time then simply to operate a program, given the need not only to program, but also to validate results on a case-by-case basis. A further difference is that in those days software used by economists was neither leased nor sold. It was shared: transmitted in the form of source code, and then compiled for individual use, sometimes at the beginning of each run. Source code for some of the statistical regression packages of the 1960s, such as for BMD and OMNITAB, still exist in a few copies; therefore it remains possible to make comparisons. For the most part, their individual characteristics are not strongly distinctive. Whether a particular program of that period might be judged to be ‘statistical’ or ‘econometric’ is rather subtle, a matter of the speciﬁc techniques – most often basic regression – programmed into it. A program of that period that offered ordinary least squares, weighted least squares, and stepwise regression is, on the strength of this information alone, hard to classify deﬁnitively by discipline, but one that included two-stage least squares was likely to be econometric, rather than something else. Clearly, what began to distinguish econometric software was the progressive incorporation of features that were designed primarily to support the interests of econometricians, rather than applied economists generally. Recall, however, that in the 1960s econometrics was not as distinctly a separate subdiscipline of economics. In that day, only Malinvaud’s textbook [158] provided the student with a serious econometric challenge. Textbooks by Johnston in 1963 [128], Goldberger in 1964 [88], and Christ in 1966 [42] were formidable only to the degree that the reader lacked a reasonable knowledge of linear algebra – and, actually, in the interest of making econometrics more approachable, Christ’s did not require even this. In any case, the econometric knowledge needed to understand, or even to write, any econometric software package of the 1960s would ﬁll no more than 150–200 textbook pages, if that. The software content was generally limited to a few standard estimation techniques and a handful of supplementary statistics, such as t statistics, one or two types of R 2 , standard errors, the Durbin–Watson, and the like. It was not until the 1990s that more than a small proportion of the then known misspeciﬁcation tests were commonly implemented [204, 210]. A more signiﬁcant barrier to software development in the 1960s was programming language facility, usually writing Fortran – not simply the ability to write a few lines of code, but rather knowing how to organize the coding of a regression program procedure, including matrix multiplication, matrix inversion, how to print a portion of a matrix on a line printer page of output, and other such programming techniques. This need to program was to a degree alleviated by the creation of subroutine libraries by IBM and others, but the lack of books on the subject made general programming more difﬁcult than might be immediately obvious in retrospect. The shared source code listings, although easily obtained, often lacked embedded comments and could be opaquely written. ‘Use the source, Luke.’ Although, of course, a phrase current only since the 1980s was in the 1960s often the only option. This era was also an important development period
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for programming techniques, involving almost always an element of original design, as indicated earlier: for instance, such as whether to use an entire dataset to compute the sums of squares and cross-products matrix, then selecting the relevant submatrix to produce given parameter estimates, or instead to form this submatrix directly. Computers in those years were comparatively slow, so that such considerations could be important.



1.2.2 The expansive development of econometric software It is important to recognize that, at the beginning of the 1970s, there was an evolutionary fork in the econometric software development road. On the one hand, at the end of the 1960s, the ﬁrst econometric modeling languages [203] began to be written, in order to support the creation, maintenance, and use of large macroeconometric models. The creation of multi-hundred equation models, such as the Brookings and Wharton models in the USA, the Candide model in Canada, the Cambridge growth model in the UK, and others elsewhere [31], implied the need to manage time-series databases containing thousands of variables, to create model solution algorithms [197, 216], and to develop graphical, tabular, and other easily understood display facilities. An economic consulting and forecasting industry, including such ﬁrms as Chase Econometric Associates, Data Resources, and Wharton Econometric Forecasting Associates, and an emerging time-sharing telecommunications technology, both fostered and ﬁnanced the creation of quasi-natural-language software packages offering substantial database maintenance facilities, such as Damsel, EPS, MODLER, and XSIM [206]. These packages’ speciﬁc econometric ﬂavor, although ostensibly their calling card, was in practice often less important to their users in government agencies, ﬁrms, and other organizations than other features that made them, and the data they provided, generally accessible: many economists were neither skilled as computer programmers nor had previously used the computer. The result was to mandate an interface as close as possible to a stylized natural algebraic–mathematical language, such as might be typed on a sheet of paper. Because of the typical user, time plots and attractive time-oriented tables, as well as the ability to make data transformations, were primary desiderata, much more so than the ability to perform complex nonlinear parameter estimation. On the other hand, particularly at MIT, as documented in the pages of the short-lived NBER journal Annals of Economic and Social Measurement, there was a concerted and coordinated effort to develop TROLL, including Gremlin [19, 63, 64], which contained linear and nonlinear regression algorithms. This work also affected and stimulated the ongoing development of TSP [29, 98, 99, 101]. The development of TROLL as a generalized package was originally driven by the aim of producing an econometric modeling language, with a programming language-like interface to support the user development of macros. Underlying this work was research on generalized and efﬁcient numeric procedures [19, 21, 22]. The development of these programs at the MIT Center for Computational Research in Economics and Management Science [1] fostered the implementation of a variety of parameter estimation facilities [29, 37, 71, 106, 107, 147] and, to a degree, also fed back into the economic consulting industry, inasmuch as XSIM was initially developed as an extension of TROLL. At the Center, under the direction of Edwin Kuh, economists devoted considerable effort to the study of relevant computer algorithms [29, 48–50, 120, 147–150] and closely related regression diagnostics [19, 21, 22]. It was following such advances that increasingly



12



ECONOMETRIC SOFTWARE



sophisticated, wide-area online telecommunications-linked economic database, analysis, and econometric modeling systems were developed during the 1970s, which by the end of that decade became used worldwide [3, 4, 56, 205, 206]. Elsewhere in the 1970s, such as at the DAE in Cambridge and at the London School of Economics (LSE), econometric software was being purposefully developed in academic environments either to support the creation and use of large, multi-sector models – speciﬁcally in the form of the Cambridge growth model [14, 189–191] – or else to enable the estimation of dynamic econometric speciﬁcations and, more generally, improve the methodology of speciﬁcation search [186–188]. At the LSE particularly, work on speciﬁcation search led ultimately to the development of GIVE and, later, PcGive, as software designed to foster the general to speciﬁc, or LSE, method of speciﬁcation selection [110, 112, 113, 115, 146, 181]. In this context, the development of software played an integral part in the intended improvement of econometric methodology, with this software speciﬁcally designed as an analysis tool to be used pedagogically. At other places in the UK, with the establishment in the 1970s of the London Business School Centre for Economic Forecasting, and econometric modeling projects at Liverpool, Southampton, and other universities and research organizations, such as the National Institute of Economic and Social Research and the Treasury [13, 238], other software packages were developed, among them CEF, NIMODEL, and REG-X, as well as software developed under the aegis of the ESRC Macroeconomic Modelling Bureau at the University of Warwick [240–243]. In other parts of the world, for instance in Canada, the development of software such as MASSAGER and SYMSIS by McCracken and others [160–165] to support the construction and use of the Candide and, later, TIM models [30] increasingly took the form of econometric software designed to support the use of large macroeconometric models. More generally, particularly with the establishment of the LINK Project [47, 117, 137, 183, 198], which fostered the coordinated use of macroeconometric models of countries worldwide, more model-related software was developed, although for the most part poorly documented and not always representing independent software development efforts. In addition, other software creation by individual economists also occurred, but this quiet, almost secretive, initiative, also under-reported in the mainstream economics and econometrics literature, is now difﬁcult to evaluate, except in those cases in which programs created then later became widely used. From the reports of the use of microsimulation models and the growing quantity of economic datasets, often micro-datasets, as well as numerous published articles that provide empirical results related to a broadening range of economic and ﬁnancial theoretical topics, it is obvious that software was both frequently employed and sometimes created in the research process [9, 24, 65, 108, 215]. There is also evidence that SAS, SPSS, and other statistical software packages were commonly used by economists, rather than speciﬁc econometric software [204]. The creation of software by individual economists in the 1970s, particularly for personal use, can be viewed as taking two forms. In a few cases, individual economists, such as Ray Fair [70, 72–76], Ross Preston [197], and Clifford Wymer [25, 27, 28], developed software related to model building and use. Others, at least in the ﬁrst instance, focused upon the development of software related to parameter estimation, among them Bill Greene, Bronwyn Hall, Hashem Pesaran, Peter Phillips, David Reilly, Chris Sims, Lucy Slater, Houston Stokes, Kenneth White, and Arnold Zellner [95, 96, 188, 194, 204, 211, 230, 233, 234, 244–246, 254, 255, 259]. The resulting software nevertheless displays
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considerable variety. Some developers focused on microeconometric applications and hence the use of cross-section and panel datasets, as well as speciﬁc, associated estimation techniques. Others focused on particular methodologies, such as Bayesian estimation [196] or Box–Jenkins and other time-series techniques. Certain of these efforts resulted in software packages that still exist and continue to be developed today. A recently published compendium [211] describes these programs individually and cites pertinent manuals and other documents that still exist. An associated comparative assessment of the architectural and other characteristics of these packages, based upon an interactive survey of econometric software developers, provides further information [85, 204]. Additional software development of course occurred during these years in the context of other economists’ personal research, often resulting in published articles, but this software generally went unremarked and is now difﬁcult to assess properly. In contrast, there has been more of a tendency during the past 10 or so years to consider explicitly the structure of algorithms, although these contributions sometimes appear in specialist journals not likely to be read regularly by econometricians [80–82, 86, 141–145]. As well as the work just considered, some software development that began in the 1970s involved the development of speciﬁc types of model solution software, including that to support control theory applications. These applications were often not well documented, especially when the associated software was not made generally available, but interest in the topic is evident in the papers published in two special issues of the Annals of Economic and Social Measurement, on control theory (1972, vol. 1, no. 4) and on control theory applications (1977–78, vol. 6, no. 5). Subsequently, speciﬁc software developments have been documented in the broader literature [45, 53–56, 75, 76, 121]. Since the late 1960s, nonlinear econometric models, a category that includes virtually all macroeconometric models, have been solved using Gauss–Seidel, Jacobi, and Newton techniques. In the ﬁrst case, to solve a model usually requires it to be ordered at least quasi-recursively, a somewhat heuristic process considered typically in the specialist literature [32, 79, 125, 126, 163, 184]. When using Newton techniques, the model need not be reordered but may have to be linearized, at least in part, in order to obtain the partial derivatives needed to compute the Jacobian used in the model solution, although later versions of TROLL and TSP provide nonlinear differentiation procedures that to a degree obviate this need [55, 216]. Optimized solutions, particularly in the context of rational expectations or model-consistent solutions, add a further level of complexity to the solution process [75, 76, 78]. All these solution techniques are more difﬁcult to implement accurately than is generally recognized, with a number of potential pitfalls [173]; however, the numerical accuracy of model solution software has seldom been tested [203]. Given this consideration of model solution techniques, the implied deﬁnition of econometric software must be expanded beyond what can be justiﬁed by speciﬁc appeal to the mainstream econometrics literature. With the notable exception of Klein’s, econometric textbooks usually have not ventured into these potentially dragon-ﬁlled seas, and it is generally to journals such as the Journal of Economic Dynamics and Control and Computational Economics, rather than the Journal of Econometrics, say, that one must look to ﬁnd any discussion of these techniques, particularly during the past 15–20 years. During the 1970s, Econometrica would occasionally publish articles on this subject, but not recently. Therefore, once having embarked upon considering the issue of model solution techniques, we have left safe harbor and, by implication, have adopted a deﬁnition of
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econometrics that includes not only the estimation of econometric speciﬁcations, and associated tests, but also the use of models. It is natural, when writing an article, or even an econometrics textbook, to shape the content to ﬁt what is best deﬁned and understood. In contrast, software development exerts a pull into the unknown and uncharted, forcing decisions to be made in order to satisfy the demand of completeness. It is thus important to recognize that, by and large, the coverage by econometrics textbooks of computational issues remains that of an earlier age in which economists simply ran regressions, albeit sometimes involving simultaneous equation estimators. Furthermore, even the most modern textbooks present their material almost as if the reader will be involved personally both in making the calculations and in their evaluation so as to assess a range of candidate speciﬁcations. The essential logic of this pedagogic approach is easily appreciated: the student econometrician needs to understand the characteristics of the various parameter estimators and misspeciﬁcation statistics, as well as the contextual implications and possible pathological conditions. However, the reality is that the typical economist does not calculate number by number, but instead uses whatever software is readily available. A drawback of this is that the economist is then generally unable to determine exactly how the computations are made. Of course, as recently demonstrated [174], self-calculation never necessarily implied an absence of problems, but it did provide the economist close contact with the computational process and forced a degree of step-by-step training. What is lacking today, as a necessary substitute, is guidance concerning the relationship between the theoretical constructs and the computational realities. Once having tasted of the fruit of the tree of econometric knowledge, the reader is in effect rudely cast out of the Garden of Eden, to make sense alone of the world as it is. Not only is there seldom an attempt made in textbooks to explain the particular implications of the intermediation effect of the use of software, but textbooks also continue to convey that the choice of software can be made arbitrarily, without concern for any qualitative issues or of a given program’s suitability for a particular application. In fact, once a software package is chosen, even in the best case the user is almost completely dependent upon the speciﬁc provisions made by its developer. If only simple linear techniques are considered, the difference between the textbook world and the less-than-ideal real world may not always be signiﬁcant, but in the case of nonlinear estimation, in particular, the gap can be wide indeed [172, 173, 219]. That such gaps can exist is an important underlying issue, for it still seems to be widely believed that the existing software necessarily meets the appropriate qualitative standards. Reﬂecting this belief, when economists evaluate software, they often appear to adopt the point of view that software should be judged simply by its ability to facilitate use on the user’s terms, deﬁned by the particular tastes and even prejudices of that user. McCullough and Vinod [175], in particular, have argued (p. 633) that economists ‘generally choose their software by its user friendliness,’ going on to suggest that ‘they rarely worry whether the answer provided by the software is correct.’ This suggestion’s most thought-provoking aspect is not only the economist’s possible presumption of numerical accuracy, without evidence, but also its assertion that, for at least certain econometric software users, the perceived currency of the interface is the deciding factor, in part perhaps because of an ignorance that has been enforced by the silence of the mainstream literature. An equally disturbing aspect may be the level of user expectations it implies, in a world in which economists typically wish to obtain software cheaply. Inexpensive software is of course generally associated with increasing returns to scale, but
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it is also possible that the economics profession might be too small a market to support the cost of providing all-singing, all-dancing, custom-built econometric software, comprehensive and competently produced, accurate to a fault, and yet so well designed with an always up-to-date interface that it can be competently evaluated on the surrogate basis of superﬁcial characteristics alone. However, to provide the proper perspective for a more detailed evaluation of the implications of these circumstances, it is ﬁrst necessary to place them in their appropriate historical context. The mention of microcomputers here is potentially misleading, given their ubiquity today, for although it is true that the ﬁrst microcomputers became available to ‘hobbyists’ as early as 1975, the 1970s were, as a general proposition, still very much the age of the mainframe, for economists as well as most other people. Only at the end of this decade did economists begin to write software for the microcomputer [204]. Furthermore, many of the earlier econometric software initiatives mentioned took fully a decade to come to term, so that considering 1970s computer use in context it is important to recognize that this decade’s predominant computational characteristic was not only a mainframe focus but also a continuing relative rarity of use. The 1960s were a time during which economists more generally became computer users, as suggested earlier, but this was a change relative to the use in the 1950s. Even in 1970, only a small number of economists, or people at large, had begun to directly use the computer intensively. In the case of economists, many were then graduate students, and of these only a proportion customarily spent each night and weekend in the keypunch room. Today, in contrast, computer use of course begins at kindergarten, or even before, and extends to any age pervasively, but such behavior began, at the very earliest, in the late 1980s. Today there is also stress upon user accessibility, which did not exist then to anything like the same degree. The human interface is now much more developed, in a way that permits the user to operate programs at a much higher level of abstraction. In contrast, as indicated above, programs in the early 1970s often, and in the later 1970s sometimes, still needed to be operated by placing numbers in ﬁxed ﬁelds of punched cards, a given integer number from 1 to k indicating which of a particular k options the user wished to select, or by the use of 0 to indicate omission. Sometimes data transformations needed to be made explicitly, the user coding these in Fortran or other high-level language. However, as discussed, in the 1970s there were also certain incentives that led some individual econometric software developers to begin to focus on the human interface and on abstract symbolic processing, as well as large-scale data management, whereas others considered particular algorithms or programs that have effectively developed as representative of what might almost be considered econometric ‘schools’ of thought, even if their advocates might have sometimes gathered in one-room schoolhouses. Most commonly, in those days, economists and econometricians created or modiﬁed particular programs for their personal use, only certain of which ultimately became widely used. Particular examples of programs of the ﬁrst type, the interface focused, include Damsel, EPS, MODLER, and XSIM, only one of which is still maintained but each of which were then associated with the creation, maintenance, and use of relatively large macroeconometric models. As touched upon earlier, the use of such models characteristically involves the need to create and maintain substantial time-series databases. It also requires the processing of symbolic data in the form of equations, and imposes a requirement for software that can be used even by teams of people. Examples of programs of the second type, which can be regarded as interesting because of their particular internal
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algorithmic characteristics in the 1970s, include B34S, TSP, and WYSEA. Programs of the third type, those that can be construed as individually associated with a particular econometric ‘school,’ include such diverse packages as AUTOBOX and AUTOREG (represented today by its direct descendant PcGive). More broadly, programs created originally in the 1970s for local, even personal, use, but that have since been developed for use by economists generally, include those such as AREMOS, CEF, FP, IDIOM, LIMDEP, MicroFit, ModelEasy+, RATS, REG-X, SHAZAM, Soritec, and WinSolve. Some of these might also be regarded as being assignable to a ‘school.’ These classiﬁcations should all be regarded as being only tentative, but they nevertheless illustrate aspects of econometric software development pre-1980. During the 1970s, there were also larger forces propelling the development of econometric software. Overall, the economic spirit of that time was distinctly activist. At the end of the 1960s, in keeping with the particular prevailing Keynesian paradigm, not only was there some feeling among economists that the economy was potentially precisely manageable (although possibly not to the degree that it has been represented since), but – just as importantly – there was also a broader willingness on the part of government ofﬁcials and corporate leaders, particularly in the USA, to believe in the capability of the economist to ‘ﬁne-tune’ the economy. All this was, to a degree, a consequence of the fact that then the memory of both the 1930s depression and the escape from it in the 1940s and 1950s was still vivid. In 1945, it was popularly believed, a belief shared by many economists, that an economic downturn was likely, that World War II possibly represented merely a temporary period of ‘full employment’ that would inevitably give way to widespread unemployment when ‘the troops came home’ [135, 185, 251]. However, 25 years later, at least in the case of the major industrialized countries, each of the recessions that had occurred had proved to be of short duration and at worst represented small ﬂuctuations about a distinctly upward trend. One of the consequences, in 1970, was substantial forthcoming corporate and government support for the creation of economic consulting ﬁrms, such as Data Resources, Chase, and Wharton, each of which began to create and support large-scale, computer-resident economic databases and econometric software systems [203, 206]. The development of econometric software during the period between 1960 and 1980, as it has been traced here, can in fact be seen as reﬂecting two distinct ‘motivating forces’ – those internal to econometrics, and those external, deriving from economics as the parent discipline. In the case of individual econometricians, this generally took the form of software development that was focused upon parameter estimation using a variety of estimators; the academic imperative driving this innovation was of course the usual desire to present the new and different. In the case of the major economic consulting and forecasting ﬁrms, the imperative was to provide billable services to clients; that is, to applied economists in governments, corporations, and other organizations. Software development in this context and at that time was usually competitively motivated by the goal to provide time-sharing software services, in combination with access to substantial time-series economic databases, in many cases via telecommunications links [5, 180, 206]. As time went on, an important aspect of the software development supported by economic consulting ﬁrms was the creation of a semi-natural-language, symbolic human command interface of the type prevalent even today, intended to be easy to learn and easy to use [4, 56, 130, 179, 203]. Another important aspect, reﬂecting the widening range of users, many of whom might be less likely to call themselves ‘econometricians’
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than simply ‘economists’ or even ‘planners’ or other occupational descriptions, was the development of more broadly based facilities to support onscreen tables, graphs, and even maps, although not at 21st-century standards. Both these types of software development efforts have proved to be important ultimately, each in its own way. Individual software development, for self-consumption, does not normally result in programs that can be used easily by other people, no matter how econometrically interesting the algorithms created. In contrast, programs developed for a broad user group, of necessity, tend to offer not only ‘user-friendly’ interfaces, but also data display capabilities that can actually be quite important in applied research. The academic payoff from software development, such as it is, tends to be much greater for work that leads to the publication of information about new econometric technologies or stimulates the development of new economic theories, but this represents a private, not necessarily a social, beneﬁt, beyond the creation of new knowledge that may or may not be of substantial or wide interest. In contrast, the greatest social beneﬁt may arise from new computational technologies that beneﬁt the research of all economists and econometricians alike. However, it is also important to recognize that, for applied economic research, and the econometric software development that supported it, the 1970s were years of substantial aspiration, yet also a time during which the economist’s reach exceeded his or her grasp. One of the reasons why this aspect needs to be considered is that economists, in their introductions to journal articles and other publications, often provide stylized, frequently not particularly well founded, historical statements, intended as motivators for the argument to be presented, and not always representing deep belief, even the author’s. Yet these statements, as historical assessments, can be quite misleading, and can then also be cited and passed on as gospel, ﬁnally entering into the folk wisdom of the discipline, essentially in the form of old wives’ tales.



1.2.3 Econometric computing and the microcomputer Among those used by economists, the machines prevalent prior to the early 1980s ordinarily can be classiﬁed as mainframes or minicomputers, although supercomputers had by then also appeared in increasing numbers, after being introduced in the 1960s, even if seldom used by economists. Mainframes were of course intended to be used ‘enterprise-wide,’ whereas minicomputers were meant to be used in departments and other, generally small, subclassiﬁcations of organizations. Supercomputers, in the 1970s typically a category of fast, vector processor machines, commonly had the interesting characteristic that mainframes were generally used as auxiliary processors for the input of data and output of results. However, irrespective of classiﬁcation, the most fundamental characteristic of computing before the early 1980s was not only that the computers used were almost without exception organizationally owned, rather than personally, but also that they were shared. Mainframe sharing at this time implied that, however fast the machine might be when operated by a single person, it could be quite slow for the average user. In particular, it might be slow because it operated in batch mode, with programs prioritized and queued as they were read in, and sometimes not executed for hours. On output, the hard-copy results were sorted and distributed by hand by the computer’s one or more operators. The effect could be turnaround times of an hour or more, or even 24 hours for ‘large’ jobs, those requiring memory in excess of 512 kB, or sometimes as little as 256 kB. Even when machines were used in ‘time-sharing’ mode, the fact that
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individual users’ ‘jobs’ were almost always prioritized and then queued, and also might require a human operator to mount tapes and removable hard-disk units, could mean that even minutes passed between the entry of a single command and the computer’s response. The ﬁrst personal computers were themselves slow machines, compared to either mainframes or minicomputers (or personal computers today), but they were single user and self-operated, and in practice these characteristics caused them, even as early as 1981, to be time competitive with mainframes and sometimes even supercomputers. The fundamental problem that the microcomputer initially posed for the econometrician was the lack of useful software, which almost always occurs when hardware characteristics are fundamentally changed because of the adoption of an entirely new central processing unit (CPU). In addition, the architecture of this new class of computer at ﬁrst also represented a signiﬁcant step back in capabilities: maximum memory size on the order of 64 kB, rising to 640 kB only more than a year later, and small, slow diskette drives for permanent storage rather than hard disks, with hard disks initially unavailable and then reaching the size of 20 MB, as a common characteristic, only in 1984 – not to mention CPU operating speeds of 6–8 MHz or less before 1986 [39, 40]. Furthermore, it took several years before microcomputer software provided the capabilities of mainframe software, reﬂecting that writing software takes time, but also that the language compilers and linkers available for the microcomputer were at ﬁrst ‘bug’ ridden, idiosyncratic, and originally designed for small, memory-undemanding programs. In at least one case, in 1982, it was necessary to ‘patch’ an existing linker in order to make it possible to convert an econometric software package from the mainframe to the PC. Nevertheless, by the fall of 1983, at least one econometric software package capable of estimating and solving (small) econometric models was available for the IBM Personal Computer and compatibles. In September 1984, the ﬁrst microcomputer-based economic forecasting service was introduced at the annual meeting of the National Association of Business Economists, combining a 250+ equation Wharton Quarterly Econometric Model of the United States with the MODLER software [209]. The solutions for a 12-quarter forecast horizon took less than 4 minutes. This software had the same capabilities as its mainframe version [56]; in particular, it could then be used to create, maintain, and solve econometric models of as many as 1000 equations. By the end of 1985, the other packages available for the ‘PC’ included AREMOS, AUTOBOX, PcGive, RATS, Shazam, Soritec, and Stata, as well as limited versions of both SAS and SPSS. Even earlier, a few, relatively limited packages had been implemented on both a Tandy machine and the Apple II [204], including interestingly enough a program called ‘Tiny TROLL,’ created by Mitch Kapor at MIT, parts of which were then incorporated into the VisiCalc spreadsheet package and subsequently also inﬂuenced aspects of the development of Lotus 1-2-3, and later other packages, such as Excel. In order to chart the subsequent evolution of econometric software during the present microcomputer age, it is possible to proceed by tracing the broad outlines of the computational developments of the past 20–30 years. The computational shift during the 1980s, from the creation of software and systems on large institutionally based machines to the use of the personal computer as the locus of such work, can be viewed as responsible for the range of econometric software that exists today. The personal computer, because of its affordability, wide distribution, and steadily increasing capabilities, not only provided an important developmental context but also became the basis of an extensive market for this software. The 1960s may have been the time that economists generally ﬁrst began
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to learn to use the computer, but pervasively it was in the later 1980s that computer use began to become truly widespread. The comparative degree of market extensivity is even more obviously apparent today, given the ubiquity of the notebook, or laptop, computer, and otherwise the sheer number of personal computers commonly found in ofﬁces and homes, not to mention such things as the recently accelerating convergence of television and computer technologies. Of course, in addition, the development of the Internet as an effective successor to the more local, mainframe-based wide-area networks of the 1970s has obviously also had a signiﬁcant impact, particularly from the second half of the 1990s, especially on the distribution of economic data and information. Consequently, although it is possible to talk in terms of nearly 60 years of evolution, in truth the impetus for the development of today’s number and variety of econometric software packages is more recent. Their present characteristics are essentially the direct result of a combination of relatively modern circumstances, among them being the introduction of the microcomputer in the 1970s and 1980s, the simultaneous expansive development of econometric techniques since the 1960s, and most recently the increasingly common adoption of a graphical interface, often while preserving macro language capabilities, in conjunction with the more and more widespread use of the Internet since the 1990s. Among the effects, the broadening and deepening of econometrics – and, more generally, quantitative economics – especially during the past 30 years, has had a signiﬁcant impact on the range of the present-day properties of these programs, resulting in considerable diversity. For example, functionally classiﬁed, today they can be placed in categories that include basic regression, advanced estimation, and econometric modeling languages. Considered in terms of characteristic functionality and interface, they can be classiﬁed as ranging from those deﬁned by speciﬁc-selection, menu-oriented econometric features to algebraic quasi-natural-language econometric modeling and programming languages that provide even the capacity for an individual user to create new techniques [204]. Simultaneously, substantive changes in hardware have of course occurred during the past 20 years. As indicated, the personal computer in 1987 operated at 6, 8 or 10 MHz; today, many modern notebooks operate at or near 2 GHz or better. The 1985 computer ordinarily contained at most 640 kB of easily accessible memory; the modern variety can contain even as much as 1 GB or, in an increasing number of cases, even more. Furthermore, in 2009, the microcomputer has now progressed to the point of commonly incorporating (in a single chip package) two to four processing units and having other characteristics that make it more and more difﬁcult to distinguish conceptually between the types and capabilities of large and small machines in a meaningful way that does not involve mind-numbing detail. What is certainly true is that the microcomputer found either on the desktop or on an airline tray table is now the locus of the vast proportion of all the empirical analysis that is done by economists. In almost every sense, the composite history of the electronic stored-program computer is now present in the modern personal machine.



1.3



The existing characteristics of econometric software



To this point the focus has been upon the developmental characteristics of econometric software during the past nearly 60 years. It might seem that, on the one hand, there are historical examples and, on the other, modern examples – and that the historical examples
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are interesting only historically. To a degree, this is a reasonable characterization: a number of econometric software packages were created, used for a period of time, often years, and then dispensed with. However, it is not entirely correct. Although none of the packages used in the 1950s is still employed today, certain of those from the 1960s continue to be used, although in modern form. In particular, AUTOBOX, B34S, Microﬁt, MODLER, Mosaic, PcGive, TSP and WYSEA all began to be developed then and, in certain cases, still incorporate some original source code. Furthermore, the majority of these programs continue to be developed by their original principal developers. Others, including AREMOS, FP, IDIOM, LIMDEP, ModelEasy+, RATS, SHAZAM, and Soritec, each originally came to life on mainframes in the 1970s, as did SAS, SPSS, and other well known statistical software packages. In some cases, these too continue to be developed by their original developers. All these programs were converted to microcomputers, generally beginning at various times during the period 1980–85. In contrast, REG-X began to be developed on a Tandy microcomputer in 1979, was moved to a minicomputer, and then to the PC in the 1980s. Yet others, including EViews (as MicroTSP), Gauss, and Stata, began to be developed on the microcomputer in the 1980s, joined by Betahat, EasyReg, Ox, and the present-day incarnation of TROLL in the 1990s. Of all the existing, recognized programs, only Gretl began to be developed in the present century, albeit on the basis of ‘inherited’ code, although there are also certain Gauss- and Ox-based special applications that have been created during the past few years. Gauss and Ox are themselves classiﬁable as high-level econometric programming languages. Taken as a group, the packages just mentioned constitute the econometric software packages used by economists today. Quite clearly, the majority of them date from before 1980, so that their history and the history of the ‘automatic’ stored-program computer are rather extensively intertwined. This intertwining is also indicated by these packages’ collective hardware history: their development spans the cycles of hardware change since all but the earliest times. For example, the ﬁrst use of the computer by economists at the University of Pennsylvania included the use of the UNIVAC, the immediate design successor to the EDVAC [52, 197], although this is arguably incidental. However, links to the second generation are ﬁrm. At least three of the existing packages began to be developed on second-generation computers, and several more on third-generation ones. The fundamental distinguishing hardware characteristic of the second-generation computer was the original introduction of the transistor, which occurred ﬁrst in 1959 with the IBM 7090/94 [214]. Another machine, the IBM 7040, was effectively an IBM 7090 ‘lite.’ The IBM 1130 and 1620, used in several cases by economists, were second-generation, small mainframes principally designed for scientiﬁc use. The CDC 6400, used in at least one case, can also be described as a second-generation mainframe machine, although it is also architecturally compatible with the earlier CDC 6600, designed by Seymour Cray, which is commonly regarded as the ﬁrst supercomputer. Interactive econometric computing began in 1970 on a Digital Equipment PDP-10, a type of machine also later used by Bill Gates and Paul Allen (www.pdpplanet.com). The IBM 360 was a third-generation machine and in a number of cases was used by econometric software developers, as were also its successors, the IBM 370 and the 3090. Other econometric software developers, especially those in the UK, even if they did not actually cut their teeth on the ﬁrst EDSAC, can nevertheless date their earliest work to the use of the Atlas, particularly the machines at the Universities of Cambridge and London, or even the EDSAC 2 or Titan [226]. More recently, econometric
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software has involved the use of Apple, Tandy, the Victor 9000, the RS/6000, several Sun machines, and multiple generations of the IBM PC and compatibles. The inference to be drawn is that econometric software enjoys a long and rich hardware patrimony, one that has been only partially described here. However, until very recently, as has been discussed, the design and development of econometric software packages has been part of the econometric deep background. Only certain individual developers have ventured into print to any signiﬁcant degree [19, 63, 64, 113, 115, 160, 163, 202, 203, 208, 209, 225, 230, 244]. Furthermore, although the user guides and reference manuals commonly provided with individual programs often provide some aspects of their history, these accounts tend to be presented selectively, ordinarily without technical details. The most readily available historical description of the existing econometric software packages, albeit still somewhat limited, is found in a compendium published in 2004 [211]. This compendium comprises edited accounts by each of the current principal developers of each of the existing packages, with certain exceptions to this rule; the exceptions occur mainly in the case of historically signiﬁcant programs that are no longer maintained today. Other, more selective, descriptions of particular econometric software packages available in 1983 and earlier can be found in an article of that date by Arne Drud [56], articles in a special issue of the Journal of Economic Dynamics and Control [130], and in minimally descriptive compilations of statistical software by Ivor Francis and others [83].



1.3.1 Software characteristics: broadening and deepening It is said that the past is a foreign country, but if the detailed, step-by-step record is now difﬁcult to recover, it is possible to describe the salient modern characteristics of these packages, using for reference an earlier interactive survey made in 2003. This survey was taken in conjunction with the compilation of a special volume on econometric computing, published simultaneously in the Journal of Economic and Social Measurement (2004, vol. 29) and as a book, which includes the compendium mentioned earlier [212]. In that context, a number of the operational characteristics of the individual packages are documented using summary charts. As a practical matter, as indicated earlier, recall that it was in the ﬁrst few years of the 1960s that research-driven computer use noticeably began. At that point, the transition from using desktop calculators to the electronic computer at ﬁrst occurred simply as a modal transfer: calculations previously made on the calculator began to be made instead using the computer [52, 87, 225]. After that ﬁrst step came the rather slow process of incorporating into this computer use both more comprehensive data management and more than simple parameter estimation methods. The earliest recognizable econometric software, as mentioned, commonly took the form of separate, usually single purpose, programs classiﬁable individually as data management, data transformation, and regression programs, the latter in their original form not always easily distinguished from the ‘statistical’ programs of that day. To the degree that evident differences existed in the mid-1960s, the most obvious characteristic of econometric software was less of a tendency to include stepwise regression and more to include simultaneous equation techniques, such as limited information maximum likelihood or two-stage least squares. It was the late 1960s before programs became more than rudimentary in operating style and before econometricians even began to think about something as conceptually sophisticated as software design.
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In contrast, during the past 25 years, reﬂecting the impact of personal computers, econometric software packages have become clearly distinguishable, both from other types of software and from each other. Among themselves, as a general property, individual programs have become functionally more self-contained, combining parameter estimation capabilities with data transformation facilities and at least a minimal degree of more generalized data management and display capabilities, a number of packages increasingly integrating as well such capabilities as nonlinear multi-equation model solution facilities. Since 1995, there has also been a noticeable tendency to adopt the prevailing standards of the so-called ‘graphical user interface’ (GUI), associated with both Microsoft Windows and the Apple operating systems, although just as noticeably it has also been common for econometric software to continue to offer command-line control, usually in the form of a scripting or macro capability. Characteristically, today almost all are able to operate by manipulating econometric objects using a keyword-based command language, even if most operate primarily using menus and icons. It is also common for a package to permit its users to collect command elements into a text ﬁle, as a macro. The reason is the repetitive nature of many of the operations performed, for example, requiring the ability to make data transformations repeatedly as new observations are acquired, or to rerun regressions. The ability to recycle commands issued earlier and to form these into macros to perform substantial tasks easily and repeatedly is a desirable trait of an econometric software package. The particular econometric software developments during the past 50 years can be classiﬁed in various ways. Certain of these represent a widening or broadening of econometric techniques, tests, and other operations implemented in software. Others represent a capital deepening process, in the sense of more sophisticated implementations that, in some cases, took the form of more complete algorithms that subsume the capability to perform any of a multiplicity of techniques, or perhaps some combination of these simultaneously. In other cases, they took the form of combining in the same program a sequence of operations that involved a high degree of mutual integration, such as permitting parameters to be estimated as a ﬁrst-stage operation, followed by the very nearly automatic creation of model equations, and then incorporating those estimates, as a next stage, leading ﬁnally to the creation of a functionally complete model, capable of being solved. Such broadening and deepening can be considered to be algorithmic in nature. However, another aspect of this software development took the form of the creation of progressively more sophisticated interfaces. One type of interface is the human interface, functionally related to the way in which the user of a program both controls the operations performed and either perceives or comprehends the results. As discussed earlier, in the 1960s, sometimes even in the 1970s, program control was effected by choices made using numbers located in ﬁxed ﬁelds on punched cards or paper tape. This type of control has long since been replaced by the use of the WIMP (windows, icons, menus, and pointing methods) graphical interface and even earlier by the use of free-form, if still stylized, command languages. The results obtained may, in turn, be displayed in tabular form, or as graphs, or as other perceivable objects, such as an equation or a list of equations. Comprehension, as opposed to simple perception of the program’s output, obviously can be aided by interface design, even if there has been considerably less attention paid by econometric software developers to this aspect of the human interface than to enabling simple perception.
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Another type of interface is the machine interface, the way in which a given computer either receives input from or sends output to one or more other machines. The idea of this interface began increasingly to be a consideration at the beginning of the 1970s, when it became feasible to connect not only one computer to another, but also individual users to machines remotely from a dumb terminal via a telecommunications link, either dial-up or dedicated. Peer-to-peer machine linkages were often difﬁcult to achieve in those days, for computers were commonly designed to operate stand-alone, not as either intelligent or dumb correspondents; connections then generally required some type of master–slave protocol. More recently, the machine interface has of course taken the form of either a local-area network (LAN) or a wide-area network (WAN) connection, the latter including both the Internet and other machine-to-machine linkages. For econometric software developers, these have generally been behind-the-scenes innovations, since making these linkages is an operating system task. Consequently, these developers have not ordinarily been involved in the establishment of machine interconnection protocols as such. However, once such connections began to be made, remote data retrieval and database management began to become much more important environmentally [11, 12, 104, 205, 206, 213], even if today it is still most common for econometric software to be designed simply to read in data from some type of text ﬁle or an Excel or some other spreadsheet ﬁle, rather than to query a relational or other database system using SQL (Structured Query Language) or other procedural language. Mary Morgan [182] and Qin Duo [199] have each considered carefully the process of the development of econometric theory and the way in which the ideas of Frisch, Haavelmo, and Koopmans, among others, and the work of Tinbergen, Klein, Goldberger, and others during the early days of macroeconometric model building combined to establish both econometric practice and its received theoretical support at the beginning of the 1960s. Qin’s assertion (p. 65) that ‘estimation can be seen as the genesis of econometrics, since ﬁnding relationships has always been the central motive and fulﬁlment of applied modeling activities’ expresses well what can be regarded as a motivating thought behind the beginning efforts to employ the electronic computer more generally in the ﬁrst few years of the 1960s. However, the operative philosophical position in those years was often that expressed in 1958 by Haavelmo [97, p. 351], that ‘the most direct and perhaps most important purpose of econometrics has been the measurement of economic parameters that are only loosely speciﬁed in general economic theory.’ Of course, this measurement often took place without sufﬁciently taking into account his clearly stated qualiﬁcation (p. 352) that the quantiﬁcation of economic phenomena had in the preceding 25 years appropriately come to be interpreted to extend ‘not only to the measurement of parameters in would be “correct” models, but to the ﬁeld of testing, more generally, the acceptability of the form of a model, whether it has the relevant variables, whether it should be linear, and many other similar problems.’ The methodology debates at the end of the 1970s and into the 1980s stand as testimony to the continued lack of testing as a practice, as has been evaluated elsewhere [210]. In the early 1960s, the electronic computer, as it became progressively more commonly available, represented to economists the potential to perform computations not feasible previously. Eisenpress’s creation in 1959 of a program that implemented limited information maximum likelihood was followed in 1962–63 by the efforts of Zellner and Stroud, referred to earlier, to implement the two- and three-stage least squares [257] and seemingly unrelated regression equations [256] techniques. This work marks the ﬁrst
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time that particular estimation techniques were both introduced in the literature [254, 258] and implemented contemporaneously in software that could be used by others. A short time after that, in 1963–64, Mike Wickens programmed full information maximum likelihood, based upon a later published formulation by James Durbin [59] that, among other things, utilized Newton–Raphson convergence and demonstrated that the second iteration of the process generated three-stage least squares estimates. Elsewhere, during this time, there were other econometricians who implemented sophisticated estimation techniques in software; much of this work took place in Canada, the UK, the USA, and New Zealand [31, 136]. In most cases, these efforts can be seen to be motivated by the desire to make these calculations speciﬁcally for the sake of it. Other efforts in the middle to late 1960s, including follow-on work in New Zealand [25, 26, 194], as well as the program development that took place at the Brookings Institution in Washington, DC [57, 58, 159], and that at the Wharton School of the University of Pennsylvania [67–69, 197, 216], represented much more the need to support the estimation, construction, and use of macroeconometric models. However, as this was the takeoff period of econometric software development, representing the ﬁrst dispersed attempt to create a software infrastructure, the effect in almost all cases was generally broadening, rather than deepening, as more and more estimation and even model solution techniques became embodied in software. A broadening also took place in the 1970s, which in many cases and in a similar way also at ﬁrst represented the separate efforts of individual econometricians, yet has since resulted in the general availability of packages such as AUTOBOX, B34S, BRAP, FP, IDIOM, LIMDEP, MicroFit, PcGive, RATS, and SHAZAM. Characteristically, during the 1970s, these appear to have been developed, or in certain cases expanded, either as an individual reaction to the unavailability (or simply the local absence) of appropriate software or else to solve some perceived econometric problem. Especially in the case of MicroFit and PcGive, this work sometimes took the form of software development that over the years increasingly incorporated misspeciﬁcation tests and other evaluative features. Most of this broadening, beginning then and extending to the present day, effectively took the form of the addition of econometric techniques. However, this accretion represented not simply more techniques able to be applied in a given macroeconomic time-series context, but instead, in certain cases, the development of software to be used in a different data or economic environment, such as cross-section or microeconomic. The greater availability of survey data, both cross-section and panel, as well as econometricians’ advocacy of Bayesian, time-series analysis, and other speciﬁc methodologies, or new areas of investigation, such as ﬁnancial theory, provided some of the initial broadening stimulus in the 1970s. In the 1980s and 1990s, the market possibilities provided by the microcomputer and, in later years, the Internet, added extra stimulus. However, some of these packages, even in their early days, broadly supported the applied research of economics departments and groups of economists at such diverse places as Auckland, the Brookings Institution, Chicago, Cambridge, Harvard, the London School of Economics, Minnesota, MIT, Pennsylvania, Princeton, and Wisconsin. The phenomenon of software deepening is both most evident and easiest to describe in the case of programs developed for research teams associated with large-scale econometric model projects. The need to manipulate and display substantial quantities of data in conjunction with the creation and use of such models, starting in the mid-1960s, led increasingly during the 1970s to the creation of large-scale economic database management
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systems, both separately and as subcomponents of such packages as EPS, FP, MODLER, Mosaic, TROLL, and XSIM [205]. More broadly, the computer and more intensive data processing generally led to the greater availability of data of all types. However, from the 1960s to the later 1980s, data series used in research often needed to be acquired in hard-copy form and then keypunched. The associated expense obviously provided an incentive to develop ways to move the data once in machine-readable form from one place to another with a minimum of effort, as well as to manipulate the observations easily. Models containing 300 or more equations only became possible because of the computer hardware and software advances that began in the 1960s, although at ﬁrst models of this size strained the technology. In the early 1970s, to create a 200-equation model was commonly held to require a year’s effort on the part of a team of 10–12 people [165]; in 1987, in contrast, one person working a week could estimate, compile, and successively solve a 300-equation model [43, 203]. The objects that are associated with macroeconometric models containing hundreds or even thousands of equations consist of data series, which explains the development of not only database management capabilities, but also equations, multiple tables, graphical displays, and other such items that also need to be managed effectively. In addition, there was a need to incorporate labor-saving features: the manual coding of individual equations itself was time consuming, but in addition likely to result in transcription errors. Otherwise, and in common with other types of software, deepening also took the form of the creation of program components capable of performing a variety of selected operations given a particular input stream [111]. As indicated earlier, this intensiﬁcation process can be considered either as an internal program phenomenon, as just brieﬂy described, or else in connection with the development of human command interfaces that make possible the more sophisticated control of a program’s operation.



1.3.2 Software characteristics: interface development As discussed earlier, and in greater detail in another place [203], one of the evolutionary characteristics of econometric software was the early development of explicit econometric modeling languages, which began in the late 1960s. The employment here of the term ‘language’ refers to the command structure as a human interface, which permits the user of this type of software to describe to the software the operations to be performed using an algebraic syntax and vocabulary, together with keywords and variable names – for example, resulting in transformation commands (and identities) such as Y = C + I + G + (X − M). Here, the variable names (Y , C, I , G, X, M) have an obvious mnemonic quality, and as command elements each constitutes a symbolic reference to a vector of observations, inasmuch as the use of the program’s command language not only directly invokes the retrieval of observations from an organized database (and perhaps subsequently the storage of results there) but also deﬁnes and causes the calculations and other operations (written in the language) that are associated with the construction, maintenance, and use of an econometric model that might contain even hundreds or a thousand or more equations. Once created, such a program can also be used more prosaically to make simple data transformations, as shown above, as well as to perform regressions, to execute a variety of analytical tasks, and to display tables, graphs, and the like, all in a
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comparatively user-friendly way. Consequently, as previously described, the development of econometric modeling languages in the 1970s was often associated with the formation of economic consulting and forecasting ﬁrms, which then made available to a wider public both software services and economic data for analysis [206]. The IBM personal computer at its introduction in 1981, with its original DOS (Disk Operating System) command-line user interface, can easily be seen to be immediately compatible with the type of command-line operation associated with earlier econometric modeling languages developed for use with time-sharing mainframes in the 1970s. Furthermore, the interactive operation of time-sharing operating systems, which normally provided the context of the early development of such modeling languages, was functionally mirrored by the single user operating systems of the microcomputer. Therefore, from the ﬁrst, the microcomputer provided a new, yet also quite familiar, environment. What this machine in addition soon made available to each user, beginning in 1982, was a pixel-based screen display that permitted graphical displays of a superior type previously only rarely available to users of mainframe computers; this type of screen provided the environment for the development of the modern graphical user interface (GUI). Incidentally, the particular circumstance that caused the IBM personal computer and compatibles to be selected by almost all econometric software developers in the early 1980s, rather than the Apple, Tandy, or other microcomputers, may reﬂect the early availability for this machine of Fortran and other algebraically oriented compilers, in addition to the inclusion in its technical speciﬁcations of a numeric coprocessor chip, the 8087, which permitted faster ﬂoating-point numeric calculations. For many years, the Apple machines, in particular, provided attractive frosting but almost no cake – with the exception of its display, only in the present century has the Apple ﬁnally become hardware competitive. Of course, the personal computer and modeling languages were independent developments, even if the microcomputer environment, taken together with the subsequent widespread use of this computer, caused a fundamental change in the degree of computer use worldwide. Considered alone, econometric modeling languages represent a logical extension of the development of high-level programming languages that began in the mid-1950s. Both the parsed evaluation of alphanumeric commands and the translation of arithmetic/algebraic expressions, usually involving the conversion of inﬁx notation (for example, a + b) into reverse Polish (for example, ab+) or some other operative syntax that permits stack-based processing, constitute operations that are – or can be seen to be – common to both compiler design and econometric modeling languages. In turn, linker operation and the functional integration of a sequence of operations so as to marry the output of an earlier one to the input requirements of a later one are logically generally analogous in their essential characteristics. During the 1970s, there was almost always a noticeable difference between the human interface of the econometric software packages typically used by academic economists and that experienced mainly by business and other non-academic economists, who used the econometric modeling language type of interface just described. This difference in part reﬂects that, during the 1970s, batch processing mainframes and minicomputers were much more commonly available in academic environments than were computers with time-sharing operating systems. The typical self-programming academic econometrician in the 1970s might, in any case, have had little incentive to develop a sophisticated language interface for a program, compared to the incentive to focus upon econometrically interesting algorithms, but in a card (or paper tape) oriented batch environment there was
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even less reason. AUTOREG, B34S, LIMDEP, and most other such programs were originally developed with an algorithmic focus, rather than the interface. As indicated, programs such as Damsel, EPS, MODLER, and XSIM were more human interface biased in their development. The combination of differences in developer incentives and their environments explain the particular diverse characteristics and almost bipolar orientation of econometric software development during the 1970s. However, it is also pertinent that, until about 1978, much of the design and development of econometric software occurred under relatively isolated conditions. As indicated, there was a time in the early 1970s that journals, in particular Econometrica, appeared ready to publish articles and notes about software, but for whatever reason this was a short-lived, Prague spring. With certain exceptions [19, 63, 64], it was only at the end of this decade that program descriptions and algorithmic details noticeably began to appear in the disciplinary literature [51, 115, 130, 132, 151, 188, 227]. Otherwise, econometric software and its documentation ordinarily passed from hand to hand, even if user guides to statistical programs had begun to appear in university bookstores. In the days before microcomputers, software purchases were commonly made organizationally, usually by people who worked in computer centers and spoke of ‘statistical,’ rather than ‘econometric,’ software; in addition, it was decidedly uncommon for software of any type to be prominently marketed at economic association and society meetings. Even as late as 1983, computational methods were ordinarily considered separately from any explicit consideration of their algorithmic computer implementation, and the citations that appeared in the formal economics and econometrics literature were often not directly related to any such implementation [200], a practice not unknown even today. These circumstances of econometric software development before 1985 are relevant to the consideration of particular developments since. Furthermore, at the risk of stereotyping, it is useful to consider certain of the resulting properties of econometric software as the microcomputer began to be used widely, in about 1985. In particular, whatever the speciﬁc differences between programs in the 1970s, at the time the microcomputer began to be used by economists, it was almost universally characteristic of econometric software packages that they each offered speciﬁc, program-dependent user choices. In the case of the econometric modeling languages, the user might be able to choose to create a possible variety of models, but the parameter estimation facilities were for the most part given. Some degree of ﬂexibility might exist that would allow distinguishable techniques to be combined, such as two-stage least squares and autoregressive corrections. To the degree an economist was willing to program, such packages also might offer greater capabilities, but essentially the typical users made their choices as if from a menu. The same was true of the other existing packages. However, in 1985, a new type of software began to become available, the earliest example familiar to economists being Gauss [119]. It is possible to argue that too sharp a distinction has just been made, that the econometric modeling languages already offered capabilities similar to those of these new packages, albeit described in the depths of thick manuals, but it is useful to ignore this particular ﬁne point in order to focus on the difference in orientation of these two types of econometric software package. Packages such as AREMOS, MODLER, and XSIM are examples of econometric modeling languages (EML) [203], as has been described, but Gauss, Ox, and possibly other similar packages are effectively econometric programming languages (EPL). The critical difference is the object the user works with: an econometric modeling language characteristically has as its
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objects speciﬁc, well deﬁned econometric techniques, to include estimators with explicit names. Other objects take the form of time-series variables, model equations, and models, but also a range of variable transformations, deﬁned in terms of algebraic and arithmetic operators, and, as well, also implicit functions. In contrast, an econometric programming language is deﬁned by its mathematical and, in some cases, statistical objects. These objects include matrices, vectors, operators, implicit functions, a looping syntax, and a particular grammar, among other characteristics. As its name implies, an econometric programming language is a programming language, but one that is speciﬁcally oriented to the use of econometricians and economists. Generally, it is also a higher-level language than Fortran, C++, and other commonly recognized computer programming languages. An aspect of its high-level nature is that the user is ordinarily not expected to be familiar with computer operating systems and other aspects of the particular use of a computer programming language. However, it is difﬁcult to make hard and fast distinctions. Clearly, there is a potential class question that could be raised concerning exactly how to distinguish an econometric programming language from any other programming language of a sufﬁciently high level. Similarly, as indicated earlier, an econometric modeling language can contain an econometric programming language as a subclassiﬁcation. Sufﬁce it to say that these are fuzzy sets. However, ignoring such classiﬁcation complexities, econometric software can today be categorized into various types. First are the standard estimation packages that provide an economist with the ability to perform a given set of econometrically deﬁned operations, operations that are speciﬁcally deﬁned by the software developer. Notice that the operational characteristic in this case consists of the user selecting from a set of options, possibly using a menu. There is next a mid-range, which most obviously includes the econometric modeling languages, with the characteristic that the economist is required not only to make certain selections but also to control how particular operations are performed: he or she must form equations, combining variables and operators and possibly implicit functions, and thereby build a model. These models can be solved or simulated. The results can be plotted or produced as tabular displays. Advanced estimation packages (AEP) or generalized estimation packages (GEP) that offer a selection of choices and incorporate a macro language capability should also be included in this classiﬁcation, as offering a subset of capabilities and features. Finally, the econometric programming language in turn offers less in the way of prefabricated statistical and mathematical objects, but more scope to create new econometric, statistical, and mathematical forms. It might also be possible to infer that an econometric programming language is most suited for use by econometricians, as creators of emerging techniques, as opposed to applied economists, who are more likely to use established methodologies, hence another type of package. Obviously, these sharp distinctions are most meaningful when considering polar examples of these package types. Considering the human interface aspects of the modern econometric software packages, the classiﬁcations just described can be considered to imply substantial progress, inasmuch as the ideal might be to present economists with the capability to perform their research in the most immediately intuitively obvious way. For certain analysts, interested only in the use of standard econometric techniques, it is clearly beneﬁcial for econometric software packages to be available that are easy to learn to use and involve little effort to apply. For others, the capability to learn an econometric language that is language compatible with the material presented in textbooks and journal articles would appear
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to offer much, even if this capacity might also imply the need to specify explicitly the calculations made in each case. More generally, it might seem possible to infer from this description that this apparent movement towards a complete econometric programming language represents for economists what the development of CAD/CAM (computer-aided design/computer-aided manufacturing) has meant for architects, designers, engineers, and others, namely the creation of a productive environment in which it is possible both to design a new entity and at the same time to establish constructively its speciﬁc characteristics. In an engineering context, the CAD component can be imagined to permit the production of a design for a particular object; the CAM component ideally then permits the design itself to control the machine, or machines, that produce this object. Alternatively, it might be possible to see these econometric software developments as implying potentially much the same type of near-term functional improvement in econometric practice as modern word processing software has brought to document production, namely, in this case, a screen representation that is the same visually as the ﬁnal printed document, a characteristic that usually goes by the name ‘what you see is what you get’ (WYSIWYG). All this sounds good, but there are certain aspects of econometric software that make these concepts less than immediately applicable. In the ﬁrst place, in the case of econometric software, there is no necessity for there to be a direct correspondence between what appears on the screen and the computations that are made. Users of this software generally do not and will not know the algorithmic details of the computations performed, for the simple reason that individual developers do not ordinarily publish these details. Furthermore, whatever the user speciﬁes in the form of a command, there is no necessary relationship between this command and the calculations performed by the software. At issue here is not just the user’s ability to specify the characteristics of an arithmetic or algebraic operation, which may be supported, but also the way in which various conditions are evaluated, such as, for instance, the degree of convergence in the context of an iterative nonlinear process, or the user’s freedom to set initial values and other control parameters [172, 173]. However, fundamentally, whatever the user provides as a set of commands will be interpreted by the software package used, acting as an intermediating agent. The actual calculations then performed will be determined and controlled by the software developer. Furthermore, at least in certain cases, it can be argued that it is desirable that the user of the package not be allowed to control precisely how the program does what it does: the user cannot be presumed to be a knowledgeable numerical analyst nor a skilled programmer.



1.3.3 Directives versus constructive commands In certain respects, the discussion has come full circle since the introductory section of this chapter. Implicitly it was argued there that, over the past 30–40 years, specialization has occurred, with economists in effect ceding responsibility for the design and development of econometric software to a minority of econometricians. One of the implications of the modern development of this software – namely, the creation of econometric programming languages – would appear on the face of it to provide any economist (once again?) with the capability, in effect, to design and develop his or her own software, but now in a way that avoids the complexities, yet achieves the goal of allowing that economist to determine the constructive characteristics of whatever applied econometric research
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project he or she might wish to imagine. The one objection that has been made to this idea is the argument just posed that, in any case, the designer and developer of any econometric programming language used is essentially able to remain in complete control as an intermediating agent. The normative question that naturally arises is this: To what degree should the designer/developer exert this control? In order to consider this question properly, a certain amount of background information is necessary. It may be useful to begin by considering what distinguishes a directive from a constructive command. A directive command, or simply a directive, as this term will be used here, can take any of a number of forms. For example, in order to direct a program to perform an ordinary least squares regression of a named dependent variable, such as CE, on one or more other named regressors, the user might in one case issue the commands: dependent: CE, regressors: YPD, CELAG1; in another: CE = F (YPD, CE(−1)); or, in a third: reg. command:



CE = c1 ∗ YPD + c2 ∗ CE(−1) + c3.



All three directive types are found in the command languages of existing econometric software packages. It is also true that, in some cases, pulldown or dropdown menus will be used in order to identify, progressively, the dependent and regressor variables. All directive forms are constructively equivalent, inasmuch as, by deﬁnition, none does anything except direct that a certain type of operation be performed. In each case, the command’s meaning and the particular corresponding default operation will have been established by the program’s designer; that is, the meaning of the directive is completely established by the syntax and vocabulary of the program used. However, as illustrated, in some cases a directive can have constructive features, either seemingly or actually; for example, in the second command above, the term CE(−1) obviously constitutes the directive that the variable named CE is to be retrieved from the program’s data storage component and then, constructively, lagged by one period before the observations on this variable are used as one of the regressors in the implied regression. Alternatively, in the third case, the directive would seem to indicate constructively that the regression is to be linear in parameters. Nevertheless, notice that none of these directives is linked automatically to a speciﬁc estimator, except by default. In contrast, a textbook consideration of the so-called general linear model and ordinary least squares regression will commonly begin with a statement like: ‘Consider the linear speciﬁcation y = Xβ + u, where y ∈ T are the observations on the dependent variable, X ∈ T ×k are the observations on k regressor variables, β ∈ k are the unobserved constant parameters, and u ∈ T are the unobserved disturbances.’ Constructively, the most direct approach to performing such a regression is to compute the sums of squares and cross-products of all the relevant variables and then load them
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into a matrix. Conventionally – as shown in almost any modern econometrics textbook [46, 94, 129], and even in many older ones [88, 128, 236] – this matrix can be formed so that the cross-products of the dependent variable with the regressor variables border those of the regressor variables alone, producing the matrix:    X X X y . yX yy The next procedural step is simply to invert the interior matrix, X X. The speciﬁc way that this is done can matter constructively. In particular, if the inversion process is programmed so that, as it takes place, the operations are extended to the rightmost column of the original bordered matrix, this inversion can be performed in a way [91] that causes that column simultaneously to become the estimated values of the parameters, denoted by b:   −1  (X X) b , yX yy where, of course, b is constructively deﬁned (in textbooks) as: b = (X X)−1 X y. At ﬁrst glance, it might appear that the same result is obtained whichever of these two possible routes is taken to obtain the estimates, but inasmuch as few, if any, program command languages are designed to permit the user to choose between them, if a user is allowed to specify the estimator constructively, the estimates are almost certain to be obtained in the manner implied by the textbook deﬁnition of b. After all, what is the user’s alternative, in practice? That is, other than by programming at the most fundamental level, how is the user to specify constructively the precise algorithms involved, not only in this simple case but generally? Equally determinant, where in the econometrics textbook literature will he or she discover the alternative algorithms that might be used? However, when programming, the extra matrix multiplications implied by the textbook deﬁnition of b are not computationally efﬁcient if carried out explicitly: most importantly, they can result in additional rounding error, compared to the simultaneous generation of the inverse and the parameter estimates. In this and other important cases, an almost inevitable consequence is that the textbook mathematical statement of an econometric calculation will not necessarily directly correspond to the best algorithmic statement of its computational logic. The result can be an operational divergence in both the statistical and numerical properties of the econometric calculations [232]. However, in many cases (although not all), the possibility of this divergence can be traced to the general circumstance that the ﬁnite memory space that can be allocated for the representation of any given number inevitably allows only a ﬁnite set of the real numbers to be represented by the computer without approximation, leading to approximation error even before the ﬁrst calculation is made. Incidentally, with reference to these calculations, please note that this discussion ignores many details that should be examined were the complete story to be told, including truncation errors that occur when representing derivatives and integrals ﬁnitely and other possible formulation-related approximation errors [201]. It is important to understand why the property of ﬁniteness is important and, as well, that memory space is inevitably limited by competing claims. It is not difﬁcult
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to appreciate why number representation space limitations were necessarily severe for the ﬁrst electronic computers, with as little as 1 kB of total memory; clearly, the ability then to create anything approaching even a minimally useful program implied serious restrictions. However, the effective space gain implied by the growth of random access memory (RAM) memory to 32 kB, 64 kB, or even 640 kB during the next 40 years was less than might appear at ﬁrst sight, once account is taken of the concomitant increase in the amount of work done by the typical program, especially one designed to be used by many different people. In the early 1960s, for whatever particular reason, the space used to represent a given real number was commonly limited by default to 32 binary digits, which allowed a ﬂoating-point representation of only ﬁve or six decimal digits of precision for the fractional part. This so-called single-precision standard, although capable of being increased, has continued to be a common default. One of the reasons is that only in the 21st century has the RAM available on the typical computer increased to the point that it has become possible to imagine writing comprehensive computer programs without the need to consider carefully offsetting storage space issues each step of the way. Yet, even today, the properties of computers are still limited by decisions made in 1980, or even before – at a time when 1 GB of RAM per user seemed prospectively stupendous. However, even ignoring these history-determined restrictions, it is not reasonable to suppose that any time in the near future that programs can be written without taking some account of space restrictions. A given computer might have 1 GB or even 2 GB of RAM, but overall memory limitations still exist. They exist as a consequence of a continuing battle for space among programs, as programs have become more capable, space demanding, and numerous, not to mention the need to consider such things as execution speed requirements. Even the operating system, possibly incorporating an Internet browser, is a program that competes with others for space or at least operation time, which is functionally much the same thing in a virtual machine world. Similarly, each program’s interface code competes for space with its analytically oriented code. Likewise, the number of observations on each economic variable competes for space against the number of variables that can be operated on at any one time. Any ﬂoating-point number essentially consists of two space-taking parts, a fractional part and an exponent. Quite clearly, it is always possible in principle to choose an exponent that will map any real number into the open set (−1, 1) to provide a decimal fraction as the fractional part value, which then removes the need to cope with the decimal point itself. For example, consider the number 3345 647, which can be stated, in terms of the fractional part, as 0.334 565 if it is represented to six places. The exponent is obviously 107 . Except as a result of a programming error, an economist is unlikely to encounter an observation in his or her work the scale of which is greater than the machine’s default limiting size for exponents, especially as the modern microcomputer, properly utilized, actually supports the IEEE numeric standard. However, the number of digits of precision available to represent the fractional part is necessarily limited, and this problem arises irrespective of whether one considers single-precision numbers, double-precision numbers, or for that matter numbers of any ﬁnite-precision number n. In addition, also reﬂecting this ﬁniteness, error can be introduced by the need to convert between the decimal numbers that are input as data and the base 2 values used internally by the machine. If n is ﬁnite, approximation error is inevitably involved. In the case of linear ordinary least squares parameter estimates, or linear parameter estimates more generally, the fundamental lurking danger is the degree to which the data



CHARACTERISTICS OF ECONOMETRIC SOFTWARE



33



used might be highly collinear. The problem is the ease with which, in this event, the calculations can result in computed values that have no meaningful precision whatsoever, possibly resulting from intermediate values that are effectively random numbers. To monitor this circumstance, the condition number, deﬁned as the ratio of the largest to the smallest singular values of the matrix to be inverted, can be computed and displayed [17, 22]. In the presence of high collinearity, the calculation of the sums of squares and cross-products matrix can produce values that are affected by rounding and truncation errors, which are exacerbated in particular by the process of matrix inversion, so that the accuracy of the ﬁnal results – parameter estimates and the derived misspeciﬁcation statistics – becomes highly sensitive to the input values [100, 232]. A speciﬁc manifestation is what is known as ‘catastrophic number cancellation,’ which can occur when one large number is subtracted from another, both of which numbers agree in their n leading digits, leading to an extreme loss of signiﬁcant digits and error propagation. For a more detailed discussion of this problem, see, for instance, Golub and Van Loan [90], particularly chapter 2, or Householder [123], chapter 1. Another problem posed by ﬁnitely precise number representation is that comparisons can only discriminate approximately between numbers: for ﬂoating-point real values x and y, it is not meaningful to ask if x = y exactly, but only if x − y ≤ , where  is some suitably chosen small number. One of the implications is that, even in the linear case, computations such as the inversion of a matrix must be carried out with due regard for the effect of the data used, as a matter of conditioning, as well as the fact that in the end the solution is always approximate rather than exact [118, 228]. To the mathematical economist, there is ordinarily a sharp conceptual difference between a linear and a nonlinear problem. To the economist as a numerical analyst, the computational difference between a linear and a nonlinear problem is essentially that the latter requires additional calculations, with each successive iteration typically introducing additional rounding and approximation errors – although, of course, nonlinear problems can additionally involve other speciﬁc computational issues [173]. Curiously enough, error propagation is not necessarily likely to be particularly great in the case of multiplication, division, or taking square roots, but simply adding operands of different sign can, in extreme cases, lead to catastrophic cancellation [228, pp. 11–12]. All this can be considered in much greater detail, but the main point is that truly precise calculations do not occur within an electronic computer – the name of the game is the minimization of calculation error, not its absolute elimination. A classic study of the computational problem of error accumulation is that by Harold Hotelling [122], but see also Wilkinson [250], Belsley et al. [22], and most recently McCullough [170] and Stokes [229, 232]. For a consideration of the algorithmic properties of simultaneous equation estimators, see for example Kontoghiorghes et al. [80, 142, 145]. Longley’s 1967 study [155] of the numerical accuracy of regression programs ﬁrst brought to the attention of econometric software developers and others the problem of rounding error in the context of single-precision ﬂoating-point numbers. There has since been a signiﬁcant amount of study of appropriate numeric methods, most recently by Stokes [232], who also addresses data storage precision and alternative matrix inversion techniques. The methods for matrix inversion are determined by the characteristics of the data: in particular, near-singular matrices should use the QR or singular-value decompositions applied directly to the data matrix, rather than the usual Cholesky factorization of X X. However, it is often not evident in advance just how collinear the data are. At
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one time, this uncertainty created a conundrum; for instance, in the 1960s, in the case of mainframes, and the 1980s, in the case of microcomputers, there were concerns about the demands placed upon the capabilities of existing CPUs by highly accurate matrix inversion techniques. Today, in contrast, although still depending of course upon the size of the matrix, most situations can be taken in one’s stride inasmuch as most of the estimation problems that the economist is likely to encounter day to day will involve small to moderate-sized matrices that are unlikely to tax the latest computers. The omission of textbook treatments and considerations of these issues provides an important reason why command-line directives, rather than constructive commands, should predominate. However, in addition to the knowledge requirement that constructive commands pose, there is also what might be called the problem of computational completeness, alluded to earlier. Textbook presentations provide only partial coverage of the relevant range of formulas and calculations. Programming ordinary least squares, or any other parameter estimation method, in the most generally reliable manner requires information difﬁcult to ﬁnd in the literature. For example, how should one treat special cases, such as the suppression of the intercept, which, among other things, affects the validity of certain diagnostic statistics that are ordinarily displayed with the parameter estimates? Or, how should the program react if the user chooses to regress a variable on itself or omits entirely all regressor variables? How should one treat missing observations, either at the extremes or in the interior of the range? These events are not necessarily the result of sensible actions by the program user, but rather are actions that, if not dealt with gracefully, can cause the program to crash, or possibly, without warning, produce incorrect or inappropriate results. Ideally, any action that the user chooses to make should produce a meaningful response by the program, either an intelligible error message or a sensibly performed action. There is also the more general, not yet fully explored, question of the characteristics of the supplementary statistics, alluded to earlier. An existing, recently discovered problem with current econometric software packages is that they often present supplementary statistics that are eclectically named; for instance, one program’s ‘White test’ is another’s ‘Breusch–Godfrey’ [210]. Or one program might display a particular statistic in log form that is presented by another in level form. Often, each of these values numerically implies the other, once their relationship is understood, but the user is not necessarily told which is being presented. Or one program might omit the ‘inessential constant’ from the calculation of a statistic, whereas another includes it. The following question therefore arises: What nomenclature should be adopted for a particular set of supplementary statistics so as to make them instantly intelligible to the reasonably knowledgeable user, and, beyond this, what speciﬁc values should be presented in each case, assuming the underlying calculations have indeed been accurately made? Although in certain cases some values have been found to be miscalculated, usually, at least in the case of ordinary least squares (OLS), the problem is one of presentation, not calculation. However, so far, except for certain special cases [34, 172], only OLS-related statistics have been evaluated and, of course, OLS is just one estimation method, so that this judgment is provisional. It is pertinent to note that, except in rare instances, such as the footnote on p. 269 of the 2003 edition of Greene’s textbook [94], such issues have not been addressed in modern econometrics textbooks, seemingly leaving readers the freedom to assume that they can blithely self-evaluate econometric software simply on the basis of its interface modernity or other subjective criterion.
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Additionally, there is the matter of which set of supplementary statistics a program should provide. Although it is possible to identify a common set of supplementary statistics that are generally provided as basic by existing econometric packages, eclecticism reigns beyond this basic set. Many programs allow the user to select from additional supplementary statistics, among those they are programmed to calculate optionally. There is therefore the open question: Should the average applied economist be presumed to know which statistics to choose to display, or should a program’s designer make a default selection in advance? Should there also be provision for the selection to change, based upon the particulars of the situation? Which statistics are mutually compatible and which are potentially contradictory? Which statistics are better in the case of small samples? And what is a small sample? These are questions that are in part design questions, and in part transcendental questions that may have no real answer, at least at present, but they are nevertheless questions that must be answered, well or badly, during each package’s design process. Some existing packages allow their users to generate still more supplementary statistics, or even additional parameter estimators, among a variety of other options. Indeed, if any program simply permits the values of the residuals and the ‘predicted’ values of the dependent variable to be saved, the knowledgeable user can create numerous additional misspeciﬁcation test statistics, the primary question then being the ease with which this can be done. The design issue is only in part that of which facilities are consciously provided, even if the choices made in advance by a program’s designer cannot help but limit or promote the subsequent choices of its users. However, whichever particular design choices have been made and implemented, the effect in the aggregate will be to affect how applied economics research is performed. For almost any product on the open market, there are always some ‘after market’ options that become available, but most products are used ‘as is.’ In practice, few programs are radically reconﬁgured during use, even when written to permit this. What may be critical here is the degree to which programs are designed to be user enabling, for those who create econometric software packages do not in fact exercise ﬁnal control: it is in principle possible for any economist to create anew his or her own econometric software package from the ground up. It might therefore be argued that packages should be created for those who are themselves most unlikely to program – but the implications of such an argument need to be carefully considered before it is made in earnest.



1.3.4 Econometric software design implications It is evident from this limited discussion that there are many detailed questions of econometric software design that have yet to be either satisfactorily answered or even widely admitted to need careful consideration. However, there are nonetheless at least two possible general precepts of econometric computing. The ﬁrst is that it involves the development of algorithms that permit the calculations to be made that are speciﬁed by econometric theory, where these are sufﬁciently broadly deﬁned so as to include all the operations that are described in the economics literature. Of course, that literature includes what has been referred to earlier as the mainstream economic and econometric journals, which have a practical importance and relevance to economists. At the same time, there is a more broadly deﬁned literature, equally respectable, that may include, in addition or instead, journals published by the Association for Computing Machinery, statistical
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organizations around the world, and others in the context of which the design of econometric software might well be seen as being more universally deﬁned. In this context, there will be certain computations and operations that are regarded as being speciﬁcally econometric in nature, but these may not be algorithmically unique nor in themselves uniquely econometric. In particular, an atomistic view of the computations performed by an econometric software package, in terms of such operations as matrix inversion, the solution of a set of nonlinear equations, and the calculations that underlie the production of misspeciﬁcation statistics, are each quite able to be interpreted as subject matter to be considered in the context of this other, ostensibly non-econometric, literature. Should econometric software in fact be deﬁned by the data used, in line with the suggestion made by Granger, quoted earlier? Should it be deﬁned instead by the particular set of calculations that are performed, recognizing that this is an especially fuzzy set? Recall from the earlier discussion the properties of the data ‘that are not considered in standard statistics texts or are not sufﬁciently emphasized there for economists.’ It is not altogether a churlish question to ask where in the econometrics literature one goes to ﬁnd a discussion of the particular properties of economic data. It is certainly evident where one might go to ﬁnd a discussion of the general properties of time-series data, and of the cointegration and other tests that might be applied to particular examples to attempt to discover their speciﬁc statistical properties, but it is not obvious how this information should best be utilized to design a software package that makes these tests particularly applicable to economic data, especially in a way that enables the effective testing of any given dataset. Are the properties of economic data merely statistical? Similarly, it is clear from what has been said so far that it is broadly possible to identify something called ‘econometric software,’ but at the same time it is also clear that there is not necessarily a checklist that can be constructed that uniquely deﬁnes its properties, either of solely its own software type or in comparison with the properties of some other type of software, such as ‘statistical software.’ It is tempting to suggest that the absolutely indispensable requirement of econometric software is the provision for parameter estimation based upon regression techniques, but of course there are many statistical software packages that also include regression as a technique. As an alternative, it is possible to assert that what distinguishes econometric software is the provision of parameter estimation techniques that provide for the estimation of the parameters of simultaneous equations, but if this idea is carried too far the ﬁnal result would be to exclude software packages that are commonly used by economists ‘as if’ econometric software packages. What is evident in all of this is that the econometrics literature and econometrics software do not necessarily make a particularly well matched couple. The collective characteristics of the existing econometric software packages actually extend much more broadly than does the subject coverage of the mainstream econometrics literature, either the textbooks or the journals literature. Furthermore, although there is likely to be a present feeling on the part of econometric theorists that it is econometric theory that deﬁnes the appropriate operative content of econometric software packages, in fact what is beginning to occur is that the software is beginning to deﬁne the frontiers of econometric theory. Of course, it is incorrect to say that this is beginning to occur. It began to occur some years ago, but the collective capacity of these software packages to deﬁne both operational econometrics and the frontiers of econometric theory is only just on the verge of becoming widely recognized. In this regard it might be possible to argue that what is happening,
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perhaps to the horror of the most fastidious, is that theory is being overrun by practice, but the simple truth is that the development of an operative econometric software package requires that choices be made. Those choices, for good or ill, then become econometric practice. In some particular cases, such as in the case of PcGive, the bit has actually been taken between the teeth. From the perspective of this program’s principal designer, David Hendry, the software has become the teaching agent. Hendry openly asserts that ‘we see our PcGive books as textbooks with a strong computational bent (and use them that way), rather than manuals’ [109]. The effect is to present the user of this software with the particular set of techniques that are offered by the software, thus excluding from consideration any techniques not offered. But, at the same time, as textbooks, the PcGive guidebooks provide a direct pedagogic mechanism, thus marrying econometric theory with operative econometrics. More generally, it is only to the degree that the developers of econometric software severally and collectively incorporate particular techniques that the average applied economist becomes able to use them. How these techniques are implemented, and which techniques are implemented, shape applied economic research. Yet the whole story has not so far been told. In the early days, econometric software packages were designed so as to offer their users a choice from among a given collection of techniques and facilities, even if the user might be at liberty to recode. In contrast, today, considering polar cases, it is possible to characterize econometric software either as offering the user a choice among a selected set of techniques, often using a WIMP interface, or else as a high-level language that is deﬁned in terms of matrices, loops, and other programming language constructs and that permits the user to specify the calculations to be performed. Growing out of the development of the econometric modeling languages in the 1970s, but of course also affected by the general development of computer software everywhere, including operating systems and computer programming languages, the provision of a high-level language interface and programming language constructs widened the scope and increased the ﬂexibility of applications software for both econometric software and other end-user programs. Of these polar examples, the ﬁrst type provides the user with a minimal actual need to confront the particular computational characteristics of the computer, but at the cost of accepting an intermediated choice of input and output conventions, as well as techniques. The second ostensibly provides the user with the capability to control the computational environment, but at the same time does not impose the responsibility to deal directly with the computer’s actual operating system. The word ‘ostensibly’ is used here as a reminder, to indicate that the user may actually have little or no control over the precise way in which calculations are performed. As discussed earlier, in reality, whatever commands he or she issues are always interpreted by the program and then translated into the operational commands actually obeyed by the program. It is a misunderstanding of the context to think of any software package as necessarily freely enabling the user. Fundamentally, on the one hand, there is absolutely no point in such intermediation if the user actually takes on the developer’s freedom and responsibility: he or she may as well start from scratch. On the other hand, if the user of a particular program is not able by using it to ignore the various numerical analytical issues that deﬁne best practice, why use an applications program at all? This tension between accepting intermediation and writing a program from scratch began in 1957 when Fortran relieved the users of that day of the need to program in machine or assembly language. It is likely to continue in the foreseeable future.
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It is an interesting question how the economist is affected by the various developer solutions to the three earlier identiﬁed research problems of data acquisition and management, user interface, and the particular econometric techniques the existing packages make available. There are at least two classes of users of econometric software. One of these consists of academic economists, who tend to use small datasets that tend to be ﬁxed for extended periods of time, essentially during a particular research project. These economists appear to tend to place a premium on the particularity of the techniques offered and may also prefer to be seen to be using noticeably ‘cutting edge’ techniques. The topical ‘mix’ that these economists represent may also be changing over time, with ﬁnancial theory progressively becoming more represented. The other class consists of business economists (or at least non-academic economists), who characteristically are often responsible for monitoring and analyzing the performance of one or more economic entities or economies. These economists may use either small or large datasets, but seldom those that are ﬁxed over time. They often have similar training to academic economists, but may not be quite as sensitive to the need to be seen to be using the academically most fashionable techniques. Instead, they may place a premium on ease of use and upon the ability to acquire data and produce results rapidly. They may be less sensitive to the modernity of the interface. The desires of these two classes of users, among others, create the dynamic for the future development of econometric software, and it may also be possible to see the existing packages as reﬂecting the speciﬁc historical demands of these groups or, it has been argued [166-169, 171, 175, 208], even an indifference to software that is both accurate and carefully designed. The classiﬁcation of econometric software developers is equally interesting. One characteristic, commonly unrecognized, is that those econometricians who develop this software, as a group, include a relatively high proportion of econometrics textbook writers, or if not textbooks speciﬁcally, then books on econometric methodology. Furthermore, although not always in a formalized way, there has additionally been some tendency in recent years for particular econometrics textbooks to become tied in some fashion to particular econometric software packages. In other cases, as indicated earlier, there is a perceptible tendency for the manuals of particular packages to take on at least some the characteristics of textbooks, not always unintentionally. Furthermore, in certain cases, econometrician developers are editors of economics or econometrics journals, or else serve on the advisory boards of journals or are otherwise linked in some fashion to particular journals. Overall, there is a strong tendency for at least one of the people closely associated with each econometric software package to hold an academic post, possibly reﬂecting the need for a day job if one happens to develop econometric software, which may also signal the condition of the market for this software. In short, even though it is generally true that the development of econometric software is a path neither to riches nor to academic tenure, it is wrong to think of this activity as being an intensely commercial, academically unrelated business. However, it also needs to be recognized that economists, and econometricians, do not use only ‘econometric software,’ even apart from Word and Excel. Econometrics, as it is portrayed in textbooks, may be principally concerned with parameter estimation and related issues, and may tend not to include formally such computational issues as the solution of simultaneous equation models, even in the case of those models estimated using standard econometric techniques. But, as has been discussed above, such limitations do not necessarily impose software restrictions. Articles published in journals such
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as Computational Economics and the Journal of Economic Dynamics and Control that involve the use of software will often involve the use of Matlab, Mathematica, R, or S-Plus, which originate outside the discipline of economics, lack econometric estimation facilities as such, although these can be self-programmed using the facilities of these languages, and therefore often can solve systems of equations that can be identiﬁed as econometric models [18, 20, 133]. Certain types of models, such as computable general equilibrium (CGE), may involve the use of other software packages, like GAMS (General Algebraic Modeling System), which is currently classiﬁed as being ‘speciﬁcally designed for modeling linear, nonlinear and mixed integer optimization problems,’ that ﬁt within the classiﬁcation of quantitative economics software or operations research, but not econometric software strictly. What have been called calibrated macroeconomic models (CMM), and particularly the real business cycle models of Kydland and Prescott, may use unidentiﬁed software of a proprietary nature. The aforementioned reticence of economists to identify publicly the speciﬁc software used in their research makes it difﬁcult to be certain about all the details. These software packages have capabilities in common with econometric modeling language software, such as AREMOS, MODLER, TROLL, WYSEA or WinSolve, or with econometric programming languages, such as GAUSS or Ox, to the extent that, if the distinguishing capabilities are deﬁned algorithmically, there may not be any greater degree of functional difference between ‘non-econometric’ and econometric software packages than between econometric modeling packages, econometric programming languages, and other econometric software packages. This is particularly the case if account is taken of the fact that the code to estimate parameters is actually a small proportion of the code of packages such as AREMOS, MODLER, or TROLL. There are particular procedures used by macroeconometric model builders, such as what are called type 1 and type 2 ‘ﬁxes’ or ‘ragged edge’ solutions, that may not be provided by Matlab or GAMS, for instance, that serve therefore as distinguishing features, but apart from these differences, at least certain algorithmic characteristics may be quite similar. Because of such classiﬁcation difﬁculties, the recently published compendium [211] of econometric software was based upon the way in which software developers self-classiﬁed their software, not just properties capable of being objectively deﬁned. This approach is not a perfect solution to the problem of classiﬁcation, but it does permit inferences to be drawn about econometric software following from developers’ stated intentions. Furthermore, over time, packages designer-identiﬁed as econometric are more likely to characterize econometric practice than packages such as Matlab or S-Plus. Of course, as suggested earlier, to the degree that economists use the latter type of package, econometric practice may be broadened by the implied non-disciplinary inﬂuence.
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Conclusion



This chapter is intended to convey that econometricians can take pride in the progress to date, but, at the same time, that there is a need for a better and more general appreciation of the process of software development and of the relationship of this to the future development of econometrics. A possible natural comparison lies in the contrast between physics and engineering, or even pure and applied mathematics. That these are false comparisons is, however, easily seen. Physics as a set of abstract principles is not affected by the degree
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to which physical structures are built, nor are the principles of mathematics affected by any application, even if it is also true that as disciplines both physics and mathematics are inevitably human, thus worldly, endeavors. In contrast, as a subdiscipline of economics, econometrics exists as the direct result of original attempts to explain the observed. Its subject matter is expressly deﬁned by this history. Anyone who takes the time to mark the difference between the early econometrics textbooks of Klein, Tinbergen, and Tintner, through the mid-years of Christ, Goldberger, and Johnston, to the present day cannot but be struck by the degree to which what have been perceived as real-world problems have conditioned the evolution of the subject. For example, the work of Weiner and Kalman, Box and Jenkins, although perhaps adopted originally somewhat out of context by econometricians, at inception fundamentally represented attempts to explain respectively signal propagation, machine operation, and the implications of autoregressive processes. Similarly, the work of Engle, leading to the examination of (generalized) autoregressive conditional heteroskedasticity (ARCH and GARCH) phenomena, both in its application to ﬁnancial theoretic problems and for its inspiration, depends upon an original real-world context. The work of Granger, Klein, Sargan, Stone, Theil, Tinbergen, Zellner, and others could also be considered in this light. Item by item, including the relative shift from the macroeconomic estimation methods emphasis of the early textbooks to both the modern emphasis on diagnostic tests and the consideration of methods related to microeconomic cross-section or panel data applications, what has been driving the development of econometrics has been empirical observation, albeit sometimes at a slight remove. With these thoughts in mind, what is evident from the historical literature, in the form of well known articles by Leamer [152], Lucas and Sargent [156, 157], and Sims [221], among others [92, 103], is the possibility that at least some of the heat and noise of the methodology debates of the 1970s and 1980s reﬂected a lack of reality grounding, a degree of misperception of the actual computational realities of the 1960s and 1970s, as compared to the inﬂated computational expectations that arose during that period [66]. Even if defensibly based on a visceral concern for the applied econometric evaluation process in those days, a concern that remains, possibly in a revised form, even today, much of that methodology discussion arguably lacked suitable supportive speciﬁcity, in at least some cases representing what has recently been described as an excess of ‘theory without measurement’ [66] that then gave rise to a distaste for confronting the hard realities too closely. It may be indicative that, recently, Granger, in his Econometric Theory interview [193], expresses certain misgivings about the ‘whole evaluation process – both in econometrics and in economics generally. I want to know how people evaluate the theory and how people evaluate a technique and how to value the model.’ He goes on to observe that ‘a lot of literature is losing the viewpoint that we are here to learn about the actual economy,’ and furthermore that at least some economists are ‘. . . playing games when they write papers.’ Later (p. 62) he reﬂects that he ‘would like to see much more use of relevant economic theory in model building’ and notes that [he is] ‘worried that the Econometrics Society includes both economic theorists and econometricians and that in their meetings the two sides never talk – or virtually never talk. There are few joint sessions involving both theorists and econometricians.’ In such an environment, it has been easy for the profession to ignore such seemingly mundane matters as the design of econometric software and its impact and to push all considerations of such issues into the deep background. Yet Granger’s words suggest the underlying importance of a better general understanding of the computational process.
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The accuracy of econometric software B. D. McCullough



2.1



Introduction



Generally speaking, econometric textbooks convey the impression that all econometric software functions equally well all of the time. Nothing could be farther from the truth. The literature documents numerous errors in econometric software and, yet, textbook writers remain silent on this point. Textbook writers convey the impression that one need only use an econometric software package, any econometric software package, to perform the calculations presented in the text. They never mention that different packages can give different answers to the same problem. Why not? The only logical conclusion is that they do not regard the topic of econometric software accuracy as pertinent to econometrics. Many developers take the same approach: they offer nothing other than their most solemn assurance that their software is accurate. A few software developers offer tangible proof of the accuracy of some of their procedures, but such developers are a distinct minority. This chapter takes the position that the above-mentioned textbook writers and most software developers are wrong: it is not safe to assume that econometric software is accurate (McCullough, 2000a). This topic is important even for the economist who will never write any code, so that he may guard against using inaccurate software. The literature does not contain many examples of inaccurate software for one primary reason: many software failures appear ‘reasonable’ and the user does not know that he has encountered an incorrect answer. Only an attempt to replicate the results would uncover Handbook of Computational Econometrics  2009 John Wiley & Sons, Ltd
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the error, and there is precious little replication in economics despite much evidence that replicable economic results are the exception rather than the rule (Dewald et al., 1986; McCullough et al., 2006, 2008). This lack of replication occurs because authors generally do not make their data and code available to other researchers even when the journal requires it (McCullough and Vinod, 2003a). Moreover, journals generally do not publish failures to replicate; though four notable exceptions are the replication sections at Journal of Applied Econometrics, Studies in Nonlinear Dynamics and Econometrics, Journal of Economic and Social Measurement, and Indian Journal of Economics and Business. Further, researchers do not receive much professional credit for replication. Nonetheless, it is very easy to ﬁnd inaccurate software; more of it would be found if only more researchers were looking. The primary method of searching for errors in econometric software is to solve the same problem using two or more packages. This will be done on a large scale only when replication in economics is commonplace. For this reason, replication and reliable econometric software are necessarily intertwined. See Anderson et al. (2008) for an extended discussion of these issues. In Section 2.2 we present several examples of unreliable econometric software. In Sections 2.3 and 2.4 we discuss entry-level and intermediate methods for assessing the reliability and accuracy of econometric software, and show their efﬁcacy in uncovering inaccurate software. Section 2.5 offers suggestions on how the present state of affairs can be improved.



2.2



Inaccurate econometric results



The formulas that are presented in econometrics and statistical texts are not necessarily those that should be used to implement these methods in a computer program. To make ideas more clear, consider calculation of the sample variance by two different methods:  2   xi − ( xi )2 /n ¯ 2 (xi − x) 2 2 sa = , sb = . n−1 n−1 The second formula, sb2 , is the well known ‘calculator formula’ often presented in textbooks because it requires only one pass through the data. It is ill suited for use in computer programs because it is much more likely to give an inaccurate answer than the usual formula, sa2 . Nonetheless, many software developers have used it over the years. One cannot even argue that this is done for a ‘speed versus accuracy’ tradeoff because there exist other one-pass algorithms that are less prone to inaccuracy (Chan et al., 1983). Elaborating on the ‘speed versus accuracy’ tradeoff is instructive. There is a constant tension in programming between speed and accuracy. Often, the more accurate method is slower, but users value speed. It is reasonable for developers to offer both methods and to allow the user to choose the method that suits him or her best. For example, if performing a Monte Carlo with a particular dataset, the user might ﬁrst determine that both methods give the same answer and then use the faster method in his algorithm. If the two methods gave different answers, the user would have to implement the slower (and presumably more accurate) method and wait longer for the results. Consider calculating the sample variance on three observations: 90 000 001, 90 000 002, and 90 000 003. The correct answer is obviously unity. Nonetheless, applying the calculator method using a PC yields an answer of 2. Why? A typical PC
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has ﬁnite precision, i.e. it (usually) can only carry 15 digits through calculations. Note that 90 000 0012 = 8100 000 180 000 001, which has 16 digits and thus has exhausted the PC’s precision. Try typing all 16 digits into your computer and then displaying the result: you will get 8.10000018e + 15. Summing the squares of the three numbers on a PC produces the incorrect 24 300 001 080 000 016 instead of the correct 24 300 001 080 000 014. When this incorrect number has subtracted from it the quantity ( xi )2 /n, the answer is 4, which when divided by n − 1 (=2) yields the incorrect answer of 2. When the correct number has subtracted from it the quantity ( xi )2 /n, the answer is 2, which when divided by n − 1 = 2 yields the correct answer of 1. This example illustrates two important concepts. First, we see that applying the calculator formula to these data on a PC results in an incorrect answer due to rounding error. In sharp contrast, the usual method of calculating the variance ﬁrst subtracts the mean, so smaller quantities are squared and the computer’s precision is not exhausted so quickly. Second, we see that two mathematically equivalent ways of expressing a quantity are not necessarily numerically equivalent, a recurrent theme in statistical computing. This theme applies to many statistical procedures, including linear least squares. The least squares estimator for linear regression is well known to be b = (X X)−1 X y. This is what the estimator looks like, but this is not how it should be computed, because inverting the X X matrix is highly susceptible to accumulated rounding error (see McCullough and Vinod, 1999, section 2.5, for a brief introduction). Directly inverting the X X matrix is like squaring in the calculation of the sample variance, resulting in accumulated rounding error and attendant inaccuracy. Numerical analysts have developed ways to solve for b without inverting X X; for example, both the QR decomposition and the singular-value decomposition methods can solve for b without inverting X X. These matters are made clear in Kennedy and Gentle’s (1980) seminal text on statistical computing, and were well known in the numerical analysis literature a decade earlier (Golub and Reinsch, 1970), but it is surprising how many developers and the majority of econometricians are unfamiliar with the principles of statistical computing. Since so many programming languages are available to economists, many economists program their own specialized procedures without being aware of the principles of statistical computing. To see this, it is necessary only to consult the user-created code archives for almost any econometric programming language: it is not hard to ﬁnd matrix commands used to compute least squares estimates as beta = inv(tr(x)∗ x)∗ tr(x)∗ y. Such lines of code are but inaccurate results waiting to happen. We next give a speciﬁc example of algebraically equivalent formulas producing completely different results.



2.2.1 Inaccurate simulation results Simulation is an established part of econometrics (e.g. Gourieroux and Montfort, 1997). Here we take an astonishing example from the agent-based simulation methodology because it so vividly demonstrates how fragile econometric calculations can be. The ‘Santa Fe Stock Market’ (SFSM) by LeBaron et al. (1999) is a popular agent-based model that is used to generate ‘realistic’ stock prices and volumes. In the best tradition



58



THE ACCURACY OF ECONOMETRIC SOFTWARE



of scientiﬁc research, LeBaron made his objective-C code freely available. It was later adapted to the simulation package SWARM version 2.21 (Johnson, 2002) in a program dubbed the ‘Artiﬁcial Stock Market’ (ASM). In the SFSM and the ASM, equation (4) of LeBaron et al. (1999, p. 1496) was implemented as  demand = −



 trialprice ∗ intratep1 − forecast + position , divisor



which Polhill et al. (2005) called the ‘baseline version.’ They rewrote this as ‘version 1’:  trialprice ∗ intratep1 forecast − + position . demand = − divisor divisor 



The casual user of software would not think that rewriting an equation in an algebraically equivalent form would have much effect on the ﬁnal computed result. But Figure 2.1 stands in stark contrast to such a thought. Using Johnson’s ASM software to generate ‘volume traded’ over 4000 periods, the baseline version computes (t∗ i−f)/d+p while version 1 computes t∗ i/d−f/d+p. After about 2000 periods they are no longer equal. The highlighted regions in Figure 2.1 indicate where accumulated rounding error completely contaminates the computation and the two series diverge. It is trivial to see that the baseline version requires fewer ﬂops (ﬂoating-point operations), but this does not mean that it is the more accurate of the two methods. We can be fairly conﬁdent that both methods provide a correct answer up to period 2000; after that, it’s anybody’s guess which answer is correct – or whether either answer is correct! Only a full error analysis that takes into account the actual data used in the calculations can determine whether either the baseline version or version 1 is correct. Imagine taking any complex simulation and rewriting all the equations in algebraically equivalent forms. What would the likely result be? Examples such as the above are exceedingly difﬁcult to ﬁnd, not because they are necessarily rare but because so little source code is available for inspection. A moment’s reﬂection reveals that cases such as this probably are not rare, and the practitioner’s only defense is to take Stokes’ (2004) advice and use more than one package to solve any problem. He solved the same probit problem using several packages and obtained several answers. The reason for this is that the data for this particular problem were ‘completely separated’ – there exists a linear combination of the independent variables that perfectly predicts the binary dependent variable. This situation, rarely mentioned in econometrics texts (but see Davison and MacKinnon, 2004, pp. 458–9), leads to non-existence of the maximum likelihood estimate. Observe that this non-existence did not prevent several packages from declaring that a solution had been found.



2.2.2 Inaccurate GARCH results The generalized autoregressive conditional heteroskedasticity (GARCH) model is presented in almost every econometrics text, and included as a procedure in almost every econometric software package. Its ubiquity and simplicity – compared to other nonlinear estimation problems, e.g. full information maximum likelihood (FIML) – makes it an excellent vehicle for presenting many of the issues with which this chapter is concerned.
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Figure 2.1 The effect of accumulated rounding error. An example from Polhill et al. (2005) shows how two algebraically equivalent computations can lead to disastrously disparate results. The shaded areas show where accumulated rounding error begins to swamp the calculations. The basic GARCH(1,1) model is given by yt = µ + t



2 where t |t−1 ∼ N (0, ht ) and ht = α0 + α1 ˆt−1 + β1 hˆ t−1 .



(2.1)



The conditional likelihood is given by Lt (θ ) =



T  t=1



lt (θ )



1 1 t2 where lt (θ ) = − ln ht − . 2 2 ht



(2.2)
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Since this is a nonlinear estimation problem, starting values are necessary to begin the typical iterative solution method. Speciﬁcally, starting values are needed for µ, α0 , 2 α1 , β1 , ˆt−1 , and hˆ 0 . Not only does the iterative process of ﬁnding the maximum of the likelihood function need a place to start, it is also necessary to terminate the iterations at some point when the iterations have converged to (what is hopefully) the solution. One such convergence criterion is the successive differences of the value of the likelihood function. On each iteration we expect the value of the likelihood function to increase but, when the increases get very small, e.g. 1E−3 or 1E−7, it is perhaps reasonable to stop the iterative process. While almost all econometric textbooks discuss GARCH models, not one informs the reader that any answer obtained depends on both (1) the software package used and (2) how it is used. Robert F. Engle won the Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel for his GARCH work, and his tutorial ‘GARCH 101’ (Engle, 2001) published in the Journal of Economic Perspectives well illustrates both these points. Engle (2001) estimated a GARCH model to calculate the value at risk (VaR) for a million dollar portfolio. He ran his software at default and obtained one answer. Running nonlinear optimization software at default is not a good way to obtain a good solution to a nonlinear optimization problem; this point is discussed in detail in Section 2.4.1. If a Nobel Laureate does it, no one else can be faulted for not knowing that it is not a good idea. Econometrics texts typically make no mention that different algorithms can give different answers to the same nonlinear estimation problem, nor do they mention that one particular algorithm can give many different answers depending upon various options such as the convergence criterion. If Engle had simply decreased the convergence tolerance from the default 1E−3 to 1E−7, he would have obtained a different and much better answer. More speciﬁcally, his parameter estimates would have changed from µ = 1.40E−6, α1 = 0.0772, β1 = 0.9046 to µ = 1.09E−6, α1 = 0.0654, β1 = 0.9202. Note that these are two markedly different sets of estimated coefﬁcients will produce markedly different forecasts. Further, if he had used other packages, he would have obtained yet other answers. Which of these many answers is correct? This example is discussed in detail in McCullough and Vinod (2003b). If these fundamental questions of software accuracy can plague the work of a Nobel Laureate, they can befall anyone. To continue with the GARCH theme, McCullough and Renfro (1999) solved the same problem using seven packages and got seven results – see Tables 2.1 and 2.2. The t statistics for the coefﬁcients were even more disparate than the coefﬁcients. Table 2.1 GARCH estimates. Package X1 X2 X3 X4 X5 X6 X7



µ



α0



α1



β1



−0.00540 −0.00608 −0.00624 −0.00619 −0.00613 −0.00919 −0.00619



0.0096 0.0098 0.0108 0.0108 0.0107 0.0098 0.0108



0.142 0.144 0.153 0.152 0.153 0.144 0.153



0.821 0.818 0.806 0.806 0.806 0.818 0.806
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Table 2.2 GARCH t statistics. Package X1 X2 X3 X4 X5 X6 X7



µ



α0



α1



β1



−0.64 −0.72 −0.74 −0.74 −0.73 −1.08 −0.67



8.01 3.80 8.13 8.15 5.58 8.09 1.66



11.09 5.80 10.95 10.97 7.91 10.77 2.86



53.83 26.34 48.64 48.61 36.96 45.90 11.12



Even abstracting from the vagaries of nonlinear estimation, a major reason for the disparate results is that the various package were maximizing different likelihoods. The original GARCH article (Bollerslev, 1986) neglected to explain some important details of the problem and the software developers simply had to guess at what Bollerslev did. McCullough and Renfro (1999) presented a benchmark based on the work of Fiorentini et al. (1996). Fiorentini et al. (FCP) provided the code for their implementation of the GARCH model, and FCP took especial pains to ensure the accuracy of their work. On what basis did McCullough and Renfro (1999) decide that the FCP code was of ‘benchmark quality’? First, Calzolari and Panattoni (1988) had already proven that they could write benchmark-quality code when they provided a benchmark for FIML estimation. These FIML results were used successfully by Silk (1996) to ﬁnd ﬂaws in packages and were also easily reproduced by software developers. Having mentioned one method of system estimation, for completeness we note that Zellner and Thornber (1966) long ago remarked on different packages giving different answers to two- and three-stage least squares estimates of Klein’s model I, and there is apparently no published resolution of the problem. Developers were easily able to reproduce the FCP GARCH benchmark results (naturally, these communications with developers took place prior to publication of the benchmark). Indeed, the effects of the FCP GARCH benchmark were quickly noticeable. Only a couple years later, when Brooks et al. (2001) applied the benchmark to nine packages, they found that seven of the packages could hit the benchmark. A plausible explanation why some packages still did not hit the benchmark is not that their nonlinear solvers were weak, but that they chose to maximize their own idiosyncratic GARCH likelihoods rather than the standard one. A most curious aspect of these idiosyncratic GARCH likelihoods is that the developer usually neglects to make explicitly clear what likelihood is being maximized. This obscurantism has the beneﬁt that no one can say that the package’s nonlinear optimization routine is bad, and these developers can get away with it because, sadly, practically no practicing economists take pains to ensure that their results are accurate, as long as they get a result. Think of the hundreds of articles ﬁlled with GARCH results that were published before the software standardized on the FCP GARCH benchmark. Do these articles constitute a cohesive body of knowledge? Stylized ‘facts’ uncovered with one package that gave one answer might well be refuted by another package that gave a different answer. As another example of different packages giving different answers to the same problem, consider the case of autoregressive moving average (ARMA) estimation, which has
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been around much longer than GARCH. Newbold et al. (1994) showed that several packages give several answers to the same problem. To this day, there is no benchmark for ARMA estimation, and it is still a widely used procedure. The same is true for multivariate GARCH (Brooks et al. 2003). Indeed, given the lack of benchmarks for complicated econometric procedures and the susceptibility of ﬁnite-precision arithmetic to rounding error (recall the ASM example, which began this section), it would be hard to believe that obtaining different answers to the same problem was not the rule rather than the exception. Even for linear procedures, we cannot be conﬁdent that software provides correct results. McCullough and Vinod (1999, p. 636) showed that four then current packages give four different answers to the problem of calculating a correlation matrix – including correlation coefﬁcients greater than unity! How could software developers botch the calculation of the correlation coefﬁcient? The fact is, they did! Forty years ago Longley (1967) worked out by hand the solution to a linear regression problem, gave the problem to several packages, and got several different answers. Most software developers quickly converged on the ‘Longley benchmark’ though there were some exceptions. While the Longley data were severe for the computational capabilities of that era’s computers, modern computers can easily handle the Longley data. However, in the present day there are still problems that severely stress modern computers.



2.2.3 Inaccurate VAR results Yet more demanding problems have emerged that severely stress modern computers, e.g. vector autoregression (VAR) models with a design matrix comprising large numbers of highly correlated variables. To explore this issue, we brieﬂy examine three failed replication attempts of published work. In each case, it was possible to determine that one of the packages was giving a correct answer. Neither the identities of the packages nor the solutions are revealed, because they are not germane to the discussion. What is relevant is that different packages give different answers to the same problem. The basic pth-order VAR model is given by yt = c + 1 yt−1 + 2 yt−2 + · · · + p yt−p + t ,



(2.3)



where yt is a vector of variables. Suppose that p = 3 and yt comprises three variables Xt , Yt and Zt , so the VAR consists of a system of three equations. In the ﬁrst equation, Xt would be regressed on a constant, three lags of Xt , three lags of Yt , and three lags of Zt . The other two equations would have the same right-hand side, with two different left-hand sides: Yt and Zt . See Hamilton (1994, chapter 11) for complete details. Consider the estimation of regression coefﬁcients in a three-variable, three-lag VAR as shown in Table 2.3. This problem was taken from a textbook and given to two software packages. Both packages give the same (correct) answer to linear regression problems, yet they differ in the VAR estimates, which also are the result of linear regression. The estimates are in the same vicinity, but one package is clearly very weak (from a numerical perspective, this is not really a particularly stressful problem). How is it that the VAR routine produces incorrect answers when the usual regression routine produces correct results? The software developer of the package with the bad VAR algorithm would not comment. This is possibly due to a computational shortcut estimating several
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Table 2.3 Regression coefﬁcients for X. Independent variable



Package A1



Package B1



0.848 0.510 0.097 0.268 0.076 0.216 0.175 −0.020 0.009 0.002



0.953 0.514 0.089 0.269 0.065 0.231 0.192 −0.020 0.008 0.002



constant X(−1) X(−2) X(−3) Y (−1) Y (−2) Y (−3) Z(−1) Z(−2) Z(−3)



equations at once, and a failure to realize that accuracy would suffer for the sake of convenience. Specialized algorithms have been developed for handling VAR models (Foschi and Kontoghiorghes, 2003; Gatu and Kontoghiorghes, 2005), but it is unclear how many econometric software package have implemented these better algorithms. Another standard tool in the VAR methodology is the ‘variance decomposition,’ which requires the calculation, at various forecast steps, of the proportion of variation in one variable attributable to another. This can produce an expression like yT +h − yT +h|T = 0 T +h + 1 T +h−1 + · · · + h−1 T +1 , whose kth element is yk,T +h − yk,T +h|T =



h−1 



(ψk1,n 1,T +h−n + · · · + ψkK,n K,T +h−n ),



n=0



and thus resulting in a forecast error variance σk2 (h) =



h−1  n=0



2 2 (ψk1,n + · · · + ψkK,n )=



K 



2 2 (ψkj,0 + · · · + ψkj,h−1 )≡



j =1



K 



ϒ(j, k, h).



j =1



Now, ϒ(k, j, h) can be interpreted as the contribution of variable j to the h-step forecast of the kth variable. The percentage of the kth variable’s h-step forecast variance attributable to the j th variable is given by ωj k (h) =



ϒ(j, k, h) . σk2 (h)



Of course, the variance decomposition depends upon the ordering of the variables. Consider the variance decompositions produced by two packages given in Table 2.4. It seems difﬁcult to believe that the above equations could not be correctly programmed, but it is the only plausible explanation. The developer in question would not comment on his method for computing the variance decomposition. The problems with VAR procedures also extend to the impulse response function, as shown in Table 2.5. In this case the discrepancy could be tracked down deﬁnitively.
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Table 2.4 Proportion of variation in X due to Y at various forecast steps. Step



Package A2



Package B2



0.3 2.3 2.6 2.7



0.3 1.8 2.0 2.2



1 5 10 20



Table 2.5 Impulse response of X to a one-unit impulse in X. Period 1 2 3 4 5 6 7 8 9 10



Package A3



Package B3



0.38465 0.21348 0.15071 0.21536 0.19300 0.17019 0.17625 0.16997 0.16102 0.15830



0.40481 0.22466 0.15861 0.22664 0.20311 0.17911 0.18548 0.17888 0.16946 0.16659



Observe that the ratio of the responses for package A3 to those of package B3 is uniformly 0.950. This suggests some sort of constant difference between the two sets of estimates. The basis of the impulse response function is the Cholesky decomposition of the covariance matrix. The covariance matrix u can be estimated two ways: ˆu = 



T  1 uˆ t uˆ t T − Kp t=1



T 1 ˜ and u = uˆ t uˆ t . T t=1



Reverse engineering the results was simple and revealed that X1 bases its impulse ˜ u while X2 bases its impulse response calculations on  ˆ u. response calculations on  Why package X2 employs a degrees-of-freedom correction for an asymptotic methodology is unclear. It could be motivated by higher-order asymptotics (e.g. Kiviet and Phillips, ˜ u or  ˆ u would 1998), but one would think that whether the calculations are based on  be noted in the reference manual. Cointegration models suffer from the same problem as VAR models – analyzing several highly correlated time-series variables – and a similar comparison of the cointegration procedures of various packages would be of great interest, particularly due to the existence of special numerical considerations. The standard cointegration analysis is simply the solution of a generalized eigenvalue problem. Doornik and O’Brien (2002) take advantage of the special structure of the cointegration procedure to provide an algorithm that is more reliable than the usual methods. It would be especially interesting to see which software packages have incorporated this recent development.
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As we have just seen, the fact that economists typically work with highly correlated variables has implications for which types of algorithms should be used in econometric software. This arises in cases such as the computation of partial autocorrelation coefﬁcients, which are commonly used in the identiﬁcation of ARMA models. Econometrics texts typically advocate a solution using the Yule–Walker equations; but by now we know that econometric texts are not to be trusted on matters numerical. The Yule–Walker equations work well for variables that are uncorrelated, but for highly correlated variables they are unreliable, and other methods such as the Burg algorithm or regression are preferred. Even the ﬁrst edition of Box and Jenkins (1970, p. 65) warned against the use of the Yule–Walker equations, but software developers took little note of this warning. For calculation of partial autocorrelation coefﬁcients, few packages offer anything other than the Yule–Walker method. RATS and TSP are exceptions, as both offer the Burg method. Over the years additional evidence against the Yule–Walker equations has accumulated, but most software developers have paid little heed. This case is fully described in McCullough (1998a). Not all discrepancies between packages indicate that there is an error somewhere, though much can be learned from investigating these discrepancies. Sometimes, especially for more complicated procedures, the differences can be attributed to different implementation choices made by developers, including different default options. Other times the differences can be attributed to the fact that there exist more than one consistent estimator for a parameter. Bruno and DeBonis (2004) used the same panel data problem with three different packages and obtained three different answers. Realizing that the documentation was unclear on this point, Bruno and DeBonis decided to consult with the developers and, in this way, they were able to trace the discrepancy to the fact that all three packages employed different small-sample formulas for the between-regression variance. They then conducted a Monte Carlo study to determine which of the three was the best. A developer who used an inferior estimator changed his software to employ the better estimator. Herein lies an important point: the interaction of the users and the developers leads to better software; the developers cannot perform simulations on all possible estimators to determine which to include in their packages. Realistically, this model of using more than one package to solve a problem will not become popular until more journals require authors to deposit their data and code in an archive as a condition of publication and stand ready to publish replication attempts. But the point is clear: more replication will lead not only to better published articles, but also to better software. Developers do respond to benchmarks. This has been mentioned already in the context of the FIML and GARCH benchmarks, but more generally has been documented by Keeling and Pavur (2007), who re-evaluated the packages evaluated by McCullough (1999a) and found that errors have been corrected. Having demonstrated that there is a deﬁnite need for software to be evaluated, we now turn to the existing methods of evaluation.



2.3



Entry-level tests



Leland Wilkinson developed the statistical package SYSTAT and, to demonstrate its capabilities (as well as expose ﬂaws in other packages), he wrote Statistics Quiz: Problems Which Reveal Deﬁciencies in Statistical Programs in 1985; it was circulated in mimeo
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Figure 2.2 Correct graph on left, incorrect on right. form. It can be considered an elementary collection of tests. It consists of six small suites of tests: (i) reading an ASCII ﬁle; (ii) handling real numbers; (iii) handling missing data; (iv) analysis of variance; (v) regression; and (vi) operating on a database. Statistics Quiz has three virtues: it is simple; if an error is revealed there is a well known solution to the problem; and it examines things that are taken for granted. For example, if a researcher plots a variable, he or she rarely checks to make sure that all the observations are in fact plotted. If a program performs calculations in double precision but hands them off to a graphics program that is written in single precision, funny things can happen, as shown in Figure 2.2. How many researchers have ever tested their data import capabilities, especially from Excel ﬁles? One popular package trumpeted its then new ‘Excel data import’ facility. However, unbeknown to users, it would only read the ﬁrst 32 characters of a string, truncating the rest. Matching on a string variable whose entries differed only in column 33 and beyond would produce disastrous results. The need to do this is more common than one might think – consider matching on business names or locations. Some packages read in data in single precision by default, and this can have a tremendous effect on the accuracy of the ﬁnal results, as shown in McCullough (1999b) and discussed in great detail in Stokes (2005). Missing data is another area in which researchers commonly assume that they know what the package is doing, yet packages differ greatly in how they handle missing values. Statistics Quiz has been applied to several statistical packages (Sawitzki, 1994a, b) and econometrics packages (McCullough, 2004a), each time uncovering errors. In addition to Figure 2.2, these errors include incorrect standard deviations, correlation coefﬁcients, and regression coefﬁcients. Another interesting discrepancy is when a number can be calculated two ways, via either a ‘do-loop’ or a vectorized calculation, and two different answers are produced; Statistics Quiz has uncovered this type of error, too.



2.4



Intermediate-level tests



McCullough (1998b) proposed a set of intermediate-level tests to assess software in three areas: estimation, statistical distributions, and random number generation. Estimation is
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assessed using the ‘Statistical Reference Datasets’ (StRD) developed by the US National Institute of Standards and Technology (NIST). The accuracy of statistical distributions, e.g. the normal distribution or Student’s t distribution, is compared to answers returned by a software program, ELV, designed speciﬁcally for this purpose by Kn¨usel. The random number generator (RNG), which in its basic form produces uniform numbers between zero and unity, had been tested by Marsaglia’s (1996) DIEHARD battery of randomness tests. DIEHARD has since been supplanted by a much better program, TESTU01 (L’Ecuyer and Simard, 2007). However, having a good uniform RNG is no assurance that other random numbers, e.g. the random normal, are correct. Each of these three areas is discussed in turn.



2.4.1 NIST Statistical Reference Datasets The StRD were developed by the NIST to provide reference values for assessing the accuracy of some statistical routines. Speciﬁcally, they provide test datasets and solutions in four areas: univariate summary statistics (nine tests), one-way analysis of variance (11 tests), linear regression (11 tests), and nonlinear least squares regression (27 tests). Complete details on applying these tests are given in McCullough (1998b) and McCullough (2000b). NIST determined the solutions to the linear problems by carrying out computations to 500 decimal digits. Carrying so many digits through the calculations effectively eliminates rounding error. NIST then presents the ‘certiﬁed values’ (i.e. solutions) to 15 digits. For the nonlinear problems, solutions were obtained carrying 32 digits through the calculations using different algorithms and making sure that the algorithms agreed on a solution; the certiﬁed values are given to 11 digits. Note that NIST took two different approaches to solving the linear and nonlinear problems. That raises the following question: ‘Which is better, using several different algorithms or using extra precision?’ The answer is that it depends. In the linear case, it was clear that only one algorithm was necessary – the algorithm is not iterative. The nonlinear algorithms, however, could conceivably ﬁnd different answers (or no answer at all!), and so assurance that one algorithm had found the ‘correct’ answer could be gained by having another algorithm ﬁnd that same solution. If all software packages were able to solve all of the problems, the StRD would be uninformative. Therefore each suite had three difﬁculty levels of problems: lower, average, and higher. Various packages failed tests in all four suites. It is important to clarify what is meant by ‘failure.’ Murray (1972, p. 107) describes two ways that a nonlinear solver can fail: ‘The ﬁrst is miserable failure, when an exasperated computer ﬁnally prints out a message of defeat. The second is disastrous failure, when the computer and trusting user mistakenly think they have found the answer.’ Another necessary clariﬁcation has to do with what constitutes a ‘reliable’ solution. An answer with a sufﬁcient number of correct digits is reliable, as is a ‘miserable failure.’ A miserable failure is a reliable solution because the user has not been misled. Perhaps surprisingly, even the univariate tests have revealed errors in packages. Of course, we have seen the sample variance to be one such test. Errors have also been found in calculation of the autocorrelation coefﬁcient. Packages have a wide variety of deﬁnitions and implementations for this seemingly straightforward concept. Here are two
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markedly different methods: 



n i=1 (yi



− y) ¯ 2 , n−1 N −1 (xt − x¯(1) )(xt+1 − x¯(2) ) r2 = N −1 t=1 ,  −1 2 1/2 [ t=1 (xt − x¯(1) )2 ]1/2 [ N t=1 (xt − x¯ (2) ) ]



r1 =



(2.4) (2.5)



where x¯(1) is the mean of the ﬁrst N − 1 observations and x¯(2) is the mean of the last N − 1 observations. The errors in computing this statistic are most often found when applying it to just three observations. Technically, with just three observations, the program should produce a number, but instead it often produces an error message. The analysis-of-variance tests have shown that even major statistical packages such as SAS and SPSS (McCullough, 1999a) have employed bad algorithms that return incorrect answers for one-way analysis-of-variance problems, and these routines had been in the packages for years. Similarly, linear regression routines that return incorrect results have been found in other packages. For all the linear problems, well known solutions exist and it is just necessary for the developers to implement these algorithms. Nonlinear estimation is a different case entirely. More than any other suite in the StRD, the nonlinear suite reveals ﬂaws in software packages. The packages that perform better usually do so with analytic derivatives, whether automatically computed by the package or user supplied. The nonlinear problems come with two sets of starting values, Start I and Start II, which are ‘far’ from and ‘near’ to the solution, respectively. Generally, if a solver can ﬁnd a solution from Start I it can do so from Start II. If a solver fails from Start II, it will also fail from Start I. Therefore, when reporting results, a reasonable strategy is to make an attempt to solve from Start I, and report Start II results only if there is a failure from Start I. A good nonlinear solver offers a variety of options (though there are solvers that offer no options!), e.g. algorithm, convergence tolerance, and convergence criterion–these matters are addressed fully in McCullough and Renfro (2000) and McCullough (2004b). These options have default settings set by the developer. The ﬁrst lesson of the StRD nonlinear suite is: do not rely on the default options. The solver may incorrectly return ‘convergence achieved’ instead of the correct ‘solution not found’ but, if the options are varied, a better solution can be achieved. We have seen all this in the context of Engle’s GARCH tutorial. If one can achieve a variety of successful convergence messages from a variety of options, how can the user tell which one is the correct one? Some solvers will offer a ‘failure to improve solution’ warning when the solver can proceed no further. A useful approach is to make the tolerance so small that this warning is produced, and then back off a bit until obtaining a ‘convergence achieved’ message. Of the variety of successful convergence messages, this one is the most likely to be valid. Of course, it could represent a disastrous failure. How one can guard against disastrous failure will be discussed shortly. The StRD nonlinear suite has uncovered bad algorithms in many packages. For example, it has been shown that the Solver in Microsoft Excel has a marked tendency to stop at a point that is not a solution and to declare that it has found one – see McCullough and Wilson (1999) and see Berger (2007) for an important clariﬁcation. Of the 27 problems, Solver never fails to ﬁnd a ‘solution’ but 11 of them are incorrect – see
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McCullough (2004b) for an extended example of the Excel Solver repeatedly ﬁnding an incorrect solution. McCullough (1999a) shows that SAS returns incorrect answers to three of the problems. SAS overhauled the NLIN procedure, adopting the Bates and Watts (1981) relative offset measure to determine convergence (this is arguably the best criterion for nonlinear least squares, and it is rarely implemented). Vinod (2000) ﬁnds problems with GAUSS that were rectiﬁed when Yalta (2007) reanalyzed the package a few years later. Overall, the application of the StRD nonlinear tests has conﬁrmed the superiority of analytic derivatives to numerical derivatives. TSP has had analytic derivatives since the 1970s, and packages such as GAUSS and EViews have added automatic differentiation engines to their packages in recent years. The StRD nonlinear problems can also be used to assess the quality of unconstrained maximization routines, though we are unaware of any package except GAUSS for which this has been done, and that was because GAUSS does not have a nonlinear least squares solver. A nonlinear least squares problem has a special structure and so specialized algorithms have been constructed. Let the sum-of-squares residuals function F (x) be given by 1 1 fi (x)2 = f (x)22 , 2 2 n



F (X) =



(2.6)



i=1



where fi (x) is the ith component of f (x). Let J (x) be the Jacobian of f (x) and let Gi (x) be the Hessian of fi (x). Then g(x) = J (x) f (x), 



G(x) = J (x) J (x) + Q(x),



(2.7) (2.8)



 where Q(x) = ni=1 fi (x)Gi (x). From Equation (2.8) it can be seen that the Hessian is a very speciﬁc combination of ﬁrst- and second-order information, and this special structure of the nonlinear least squares problem can be exploited by algorithms with names like ‘Gauss–Newton algorithm’ and ‘Levenberg–Marquardt algorithm.’ General unconstrained optimization algorithms and other problems that are typically solved using these algorithms, e.g. nonlinear maximum likelihood problems, do not have this special structure. Hence, if a user has a choice between solving a nonlinear least squares problem with either a nonlinear least squares algorithm or a general unconstrained optimization algorithm, he or she should always use the former. Some developers are unaware of this, and do not offer nonlinear least squares algorithms, instead solving nonlinear least squares problems with a general unconstrained optimization routine. To develop these issues, we consider the RAT43 problem from the StRD. The equation to be estimated is y=



β1 , [1 + exp(β2 − β3 x)]1/β4



(2.9)



with the two sets of starting values given in Table 2.6. This is a nonlinear least squares (NLS) problem, and we ﬁrst solve it from start 1 using the NLS solver of package A5. As can be seen in the second row of numbers in Table 2.7, the software returns several accurate digits for each coefﬁcient. We next transform the problem from nonlinear least squares to nonlinear maximum likelihood
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Table 2.6 Starting values for RAT43 problem.



start 1 (hard) start 2 (easy)



β1



β2



β3



β4



100 700



10 5



1 0.75



1 1.3



Table 2.7 Solutions to RAT43 problem.



correct NLS MLE w. σ 2 , start 1 MLE w/o. σ 2 , start 1 MLE w. σ 2 , start 2 MLE w/o. σ 2 , start 2



β1



β2



β3



β4



699.64 699.64 423.30 423.27 699.36 700.68



5.28 5.28 −132858.48 −5.37 5.35 5.08



0.76 0.76 12997.87 2.50 0.77 0.74



1.28 1.28 92908.33 11.75 1.30 1.22



estimation (MLE) and solve using an unconstrained maximization routine, beginning from start 1 using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm. Note that the MLE formulation includes estimation of the error variance, so while the NLS formulation requires the estimation of four parameters, the MLE formulation requires the estimation of ﬁve. The solver declares convergence even though all the digits are incorrect. If the error variance is concentrated out of the likelihood (the ‘w/o. σ 2 ’ row in Table 2.7), the solver again returns the ‘converged’ message, this time to another incorrect solution. If the MLE formulation is solved from start 2, the solver again declares convergence and yields one or two digits of accuracy for most coefﬁcients. A curious result of this exercise is that concentrating out the error variance makes the MLE more accurate from start 1 (far from the solution), but less accurate from start 2. So it is perhaps not always true that concentrating out parameters leads to more accurate estimation of the remaining parameters. What can be learned from this scenario? We have conﬁrmed the folk wisdom that solving an unconstrained maximization problem is harder than solving a NLS problem. More importantly, we have cast doubt on the position of most textbooks that when a solver declares convergence a solution has actually been obtained. What is a user to do? Certainly, a user should not set about programming his or her own nonlinear solver. Experts have done a much better job of this, including the attendant debugging. Rather, the user should ﬁrst avail himself of the steps in the next paragraph. McCullough and Vinod (2003a, 2004) argue that when a solver declares convergence, the researcher’s task is just beginning: he or she has to verify that the proposed solution is, in fact, a solution. They provide a four-step methodology for verifying the solution from a nonlinear solver: (i) Examine the gradient. Is it zero? (ii) Inspect the solution path. Does it exhibit the expected rate of convergence? (iii) Check that the ﬁnal Hessian is well conditioned and negative semi-deﬁnite. (iv) Proﬁle the likelihood to ensure that the quadratic approximation is valid.
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Many software packages are not equipped to verify the solution from a nonlinear solver. For example, some packages do not make either the gradient or the Hessian available to the user; hence these cannot be examined. Other packages do not have the capacity to proﬁle the likelihood. This is especially true of ‘mouse click’ econometric packages, where users ‘do econometrics’ simply by pointing and clicking with a mouse. If the above four-step procedure does not produce a viable solution, the user should abandon that econometric package and use a package that is dedicated to solving nonlinear problems. These packages are much more powerful than the methods that are programmed into econometric software packages.



2.4.2 Statistical distributions Statistical distributions are used for more than calculating p-values. They are the basis of Edgeworth expansions, size and power calculations, and ratios of tail areas that are so important in ﬁnance and many more applications. Errors in the calculation of statistical distributions have been found in algorithms for the incomplete beta function (Brown and Levy, 1994), in several noncentral statistics (Bablok, 1988), and in the distributions of many packages (e.g. Kn¨usel, 1995, 1998; McCullough, 1999a, b). These errors have implications for applied work. As an excellent example, Zeileis and Kleiber (2005) attempted to port the GAUSS code for Bai and Perron’s (2003) structural change models to R. In resolving a discrepancy between the GAUSS and R outputs, they discovered inaccuracies in the tails of the GAUSS function for the log of the normal cumulative distribution function (CDF). Consequently, Bai and Perron’s structural change software produced inaccurate answers. Numerical details on calculating statistical distributions can be found in Kennedy and Gentle (1980, chapter 5) and Gentle (2003, chapter 5). Code for accurate computation of statistical distributions is easily obtainable on the Internet, e.g. Barry Brown’s DCDFLIB available in Fortran and C++ from Statlib. Software developers typically present statistical distributions as black boxes, with no demonstration of accuracy (or the limits thereof) or even any mention of what algorithm is used. A software developer should, in the documentation, inform the user of how accurate the function is. Here we note a common developer’s error: failing to calculate both tails of a distribution. While it is mathematically true that P (X ≤ x0 ) = 1 − P (X > x0 ), we know that what is true mathematically is not necessarily true numerically. Consider calculating p = P (X > 265) for a chi-squared variate with 100 degrees of freedom. Many software packages incorrectly return p = 1.1102E − 16. The reason for this inaccuracy is that these packages compute the upper tail probability by complementation. In the present case, this means that, if a user asks for P (X > 265), behind the scenes the program actually calculates P (X ≤ 265), and the returns the quantity 1 − P (X ≤ 265). Now, P (X ≤ 265) will be very close to unity, and subtracting this quantity from unity leaves the answer completely corrupted by rounding error. In contrast, a package with reliable statistical distributions will calculate upper and lower tails separately. The package R has this option. By default it calculates the lower tail, but setting an option ‘lower tail = FALSE’ means that R will calculate the upper tail directly, and not by complementation. Hence, the R command ‘pchisq(265,100,lower.tail=FALSE)’ returns the correct answer 7.211905E−17. Since the software developers provide no evidence of reliability of their statistical distributions, it is all the more important for them to be tested. Kn¨usel’s ELV program
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provides a method for doing so – as does the program Mathematica (McCullough, 2000c). McCullough and Vinod (1999, section 6) describe in detail how to use ELV for this purpose. Testing statistical distributions is extremely tedious and time consuming. The basic measure of accuracy in this case is the relative error. The result of testing should describe the limits inside which the distribution possesses a certain degree of accuracy, for example, as follows: • The lower tail probability of the normal distribution for package X1 seems to be correct with relative error less than 1E−5 for probabilities as small as 1E−8. • The lower tail probability of the normal distribution for package X2 seems to be correct with relative error less than 1E−6 for probabilities as small as 1E−200. Observe that package X2 has a smaller relative error and is more accurate in the extreme tails than X1. Note also that this is true only of the lower tails; the upper tails still need to be examined.



2.4.3 Random numbers The use of random number generators (RNGs) in econometrics is becoming ever more widespread. They are of critical importance for Monte Carlo studies, Markov chain Monte Carlo methods, simulating solutions to a wide class of discrete choice models, and many other areas. See the edited volume by Mariano et al. (2000) for examples as well as the more recent discussion by Doornik (2006). Sufﬁce it to say that a bad RNG can render invalid any study making use of it. RNGs used in statistical and econometric software packages are not truly random, but deterministic, and are often called pseudo-RNGs (PRNGs). The most elementary form of PRNG is the linear congruential RNG (LCRNG), which is given by Xn+1 = (aXn + c) mod m,



n ≥ 0,



where X0 is a seed, m ≥ 0 is the modulus, a is the multiplier, and c (0 ≤ c ≤ m) is the increment. The numbers are made uniform on the unit interval by dividing the Xi by m. Different seeds produce different sequences. This is important for reproducibility. Also, no more than m distinct random numbers can be produced, so a large m is desirable to allow a large quantity of random numbers to be produced. The maximum number of calls to the PRNG that can be made before a sequence repeats itself is called the period p (which must be less than or equal to the modulus). The number of calls to the PRNG should be no more than a fraction of the period – Ripley (1987, p. 26) recommends no √ more than p calls, while Knuth (1998, p. 185) recommends a limit of p/1000 calls. Some modern applications require billions of random numbers, and so periods must be very large. LCRNGs generally do not have periods long enough for modern work, and they tend to fail modern tests for randomness. It has long been known that LCRNGs produce variates that are correlated in k-space (Marsaglia, 1968). If k successive random draws are used to plot points in k-space, the points will fall on k − 1 planes, i.e. the points will not completely ﬁll up the k-dimensional space. See L’Ecuyer (2006) for a discussion of these issues. Many software developers do not reveal the details of their RNGs – and these package should not be used for any serious work that requires random numbers. As an example,
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until very recently, Microsoft Excel had an unidentiﬁed RNG that was demonstrably bad (McCullough and Wilson, 1999). Some developers do not permit the user to set the seed; again, Microsoft Excel is a case in point. This makes debugging difﬁcult, because each run uses different random numbers. It also means that any results produced with that software cannot be replicated by another researcher. Absent exceptional circumstances, it also makes it impossible for a researcher to verify that the software developer actually used the claimed RNG. One such exceptional circumstance was Excel 2003. Microsoft claimed to have replaced the old RNG with the Wichmann and Hill (1982) RNG. However, Microsoft’s implementation of the RNG would produce negative numbers (McCullough and Wilson, 2005), so users could know that Microsoft deﬁnitely did not implement the Wichmann–Hill RNG (or at least, not correctly). Microsoft issued a patch and claimed that the patched RNG offered the Wichmann–Hill method, but there was no way for users to check this. Building on previous research of others, McCullough (2008) was able to show that the numbers produced by this new RNG were deﬁnitely not produced by the Wichmann–Hill algorithm, which is only a dozen lines of code. That Microsoft could twice fail to implement these dozen lines of code should make it easier for users to believe that smaller companies might also produce inaccurate procedures in statistical and econometric packages. The science literature is ﬁlled with examples of bad random generators (Coddington, 1994, 1996). Bad RNGs are not discovered often in economics for two reasons. First, many packages offer only one RNG, and short of porting the code to another package there is no easy way to rerun the program with a different random number generator. Second, there is not very much replication in economics – if more problems were solved using different packages (and different RNGs), not only would more software bugs be uncovered, but more bad RNGs would be discovered. The purpose of testing the basic RNG, which produces numbers that are uniform on the interval (0, 1), is to ensure that the numbers are uniform and that they are uncorrelated. To this end, numerous tests have been devised – see, for example, Knuth (1998, chapter 3) or Gentle (2003, chapter 2). Computer programs to implement such tests have been devised, perhaps the most popular being Marsaglia’s (1996) DIEHARD tests, which were recommended by McCullough (1998b). There were some problems with the DIEHARD software. For example, it was difﬁcult to use, requiring that the input data be formatted precisely. It did not offer many tests. The parameters of the tests were ﬁxed, and new tests could not be added. Most importantly, it would only test three million numbers. Modern tests require much more than this for effective testing. These deﬁciencies have been remedied in the new standard for testing RNGs: TESTU01 (L’Ecuyer and Simard, 2007). This package has been in existence since about 2001, and is comprehensively reviewed in McCullough (2006). Let us take an example from McCullough (2006) to show the importance of using only RNGs that have passed extensive testing. The Marsaglia Multicarry is/was a popular RNG, but it failed one of the DIEHARD tests, called the ‘mtuple’ test. Some might think: ‘So it failed one of 18 tests? It passed almost all of the tests. Why not use it?’ Consider using the Kinderman–Ramage transform for producing random normal deviates to produce a vector of 5000 normal variates. Take the maximum of this vector. Repeat 4000 times, and plot the result. Figure 2.3 shows such plots ﬁrst with input from the Marsagalia Multicarry, and then from the Wichmann–Hill (which passes all the DIEHARD tests). The effect of failing the mtuple test is dramatic: see the bands into
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Figure 2.3 The effect of failing randomness tests on the Kinderman–Ramage transform to normality. Notice the bands when the RNG is the Marsaglia Multicarry (top). The bands disappear when the RNG is the Wichmann–Hill (bottom).
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which no numbers fall. This could have a serious effect on a simulation that examined the tails of the normal distribution. Economists do not frequently use the random uniform variate, instead preferring the random normal, the random Student’s t-variate, and others. The random uniform is used to create these others, by either transformation (via the probability integral transform) or rejection methods (the desired distribution is bounded by a distribution that is easy to compute, and variates that fall outside the desired distribution are rejected). See Gentle (2003, chapter 4) for a discussion of these methods. The fact that the random uniform passes randomness tests does not imply that the other random distributions are correct. For example, Tirler et al. (2004) ﬁnd an error in the popular Kinderman–Ramage method and also propose a useful method for testing non-normal variates based on inverse transformation of the non-normal variates to uniformity, and then checking for departures from uniformity. Unfortunately, most econometric packages have the RNG hard coded and do not permit users to employ a different RNG, perhaps by linking to compiled C code. A user should always make sure that the RNG offered by an econometric package passes the TESTU01 tests – this should be mentioned in the user guide. If it is not, inquire of the developer. If a user desires a good RNG, he or she can obtain C code for a variety of RNGs from L’Ecuyer’s homepage, which can be located by a Web search.



2.5



Conclusions



This chapter has shown that it is not safe to assume that econometric and statistical software are accurate. Regrettably, there is precious little the user of this software can do to ensure its accuracy. We have surveyed the entry-level tests known as ‘Wilkinson’s tests’ as well as the intermediate-level tests proposed in McCullough (1998b) and shown them to have a successful track record in uncovering errors in statistical and econometric software. This chapter has alluded to the couple of advanced tests that exist, for FIML and GARCH. These, however, do not even begin to meet the needs of users, and there is deﬁnitive evidence of the need for VAR, ARMA, and cointegration benchmarks. In large part, it is not safe to assume that software is accurate because: the persons who invent these methods do not have to make their code available for inspection; software developers have to guess at important details in the implementation of these algorithms; and the developers themselves do not make their methods available for inspection. This vicious circle is described in detail in Anderson et al. (2008). One implication is that only using multiple packages to solve the same problem will uncover these vast differences between packages, and this will not occur until replication is commonplace in economics. It should be clear that replication does not require software companies to make their source code available. For example, in the Bai and Perron (2003) case discussed above, they wrote their procedures in GAUSS. Replication does not require that the source code for GAUSS be available so that anyone can compile it and then use the Bai and Perron code. Replication requires that Bai and Perron’s GAUSS code be available so that anyone who already has GAUSS can run the Bai and Perron code. In response to the ﬁnding in McCullough and Vinod (2003b) that authors at the ﬂagship journal American Economic Review did not honor the journal’s policy that
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authors make their data and code available for purposes of replication, the then editor Ben Bernanke (2004) announced a mandatory data-code archive for authors. Other top journals quickly followed suit, including Econometrica, Review of Economic Studies, and Journal of Political Economy. Thus, the code for methods proposed in top journals will be available. Since the code is available, it can be ported to other packages and bugs can be found, both in the code and in the software. We have seen in the case of Zeileis and Kleiber (2005) that this type of activity can uncover ﬂaws in software. It can also be used as an advanced type of benchmark, when two or more independent implementations produce the same result; Drukker and Guan (2003) (as well as the previously mentioned GARCH and FIML benchmarks) is an example of this. The only safe conduct for a user who is concerned with the accuracy of his or her software is to take Stokes’ (2004) advice, and use two (or preferably more) packages to solve the same problem. Just to be safe, perhaps it should be two (or preferably more) researchers using these two (or preferably more) packages to solve the same problem.
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Heuristic optimization methods in econometrics Manfred Gilli and Peter Winker



3.1



Traditional numerical versus heuristic optimization methods



3.1.1 Optimization in econometrics Before introducing heuristic optimization methods and providing an overview of some applications in econometrics, we have to motivate the use of such an optimization paradigm in econometrics. Obviously, optimization is at the core of econometric applications to real datasets, e.g., in model selection and parameter estimation. Consequently, econometrics is a ﬁeld with a long tradition in applying the most up-to-date optimization techniques. Maybe the most widely used technique is least squares estimation for linear models. The optimization problem in this case results in a system of linear equations that can be solved by standard techniques from linear algebra. However, in the case of ill-conditioned matrices, e.g., due to very high multicollinearity, or huge models, even this simple model might pose some numerical problems. A more demanding class of optimization problems stems from general maximum likelihood estimation. As long as the likelihood function can be considered as being globally convex, efﬁcient numerical methods are available to solve the optimization problem. However, in this class of models, the number of notorious cases with ﬂat
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likelihood functions or functions with several local optima is already quite substantial. Even a conceptually simple estimation problem such as the generalized autoregressive conditional heteroskedastic GARCH(1,1) model might sometimes result in a likelihood function that does not allow for the successful application of standard numerical approximation algorithms such as the Berndt–Hall–Hall–Hausman (BHHH) algorithm (Berndt et al. 1974; Doornik and Ooms 2008; Jerrell and Campione 2001; Maringer and Winker 2009). Some more examples will be discussed at the end of this section and in Section 3.5 together with the application of optimization heuristics. Furthermore, there exist problem instances, e.g., in model selection, where traditional numerical methods cannot be applied at all due to the discreteness of the search space (Maringer and Meyer 2008; Winker 2000; Winker and Maringer 2004). Again, discrete optimization problems might be categorized according to whether they can be easily solved, e.g., by simple enumeration of a small number of potential solutions, or not. In the latter case, the high inherent complexity of the problem might be a binding constraint to any deterministic approach. For an example of proven high complexity, see the aggregation problem studied by Chipman and Winker (2005). The few examples listed above and some more provided below just represent an indication of the increasing number of modeling and estimation problems in econometrics that do not satisfy the necessary conditions for guaranteed convergence of traditional optimization methods. For such problem instances, the unreﬂecting application of standard methods might fail to provide sensible results. Unfortunately, for many applications of this type, there does not exist a simple way to ﬁnd out whether a result provided by a standard method is a sensible one. Thus, how can applied econometric work deal with the situation of optimization problems that are highly complex from a computational point of view? The ﬁrst approach would be to ignore the problem and to apply standard methods as if no problems existed. Although this approach is certainly not advisable, it can often be observed in applications, either due to ignorance about the real complexity of the optimization problem or due to a priori beliefs that the solution obtained by a standard method might nevertheless be useful in these cases. Second, one might try to simplify the speciﬁcation or estimation problem until traditional methods can be applied successfully to the simpliﬁed problem. This option often had to be chosen in the past as a compromise due to a lack of computational resources. However, using this way out one sacriﬁces the potential gains resulting from the use of the more complex – and, hopefully, more adequate – model and risks instead relying on a simpliﬁed – and, consequently, misspeciﬁed – problem formulation. In fact, the rapid increase in computing power allows the almost routine use of optimization heuristics, which is the third – and often best – option. As there is no free lunch in optimization either, this solution also comes at some cost. In fact, one trades away a deterministic solution for a stochastic one. Fortunately enough, econometricians are used to thinking in terms of stochastic outcomes and might take into account this additional source of randomness. Given that this aspect has been covered only marginally in reports on successful applications of optimization heuristics, the present contribution will provide an extended analysis on the implications of the additional stochastic component resulting from the use of heuristics for econometric analysis in Section 3.3.
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3.1.2 Optimization heuristics Before introducing a few more examples of optimization problems that cannot be tackled by classical methods, but might be suitable for the successful application of heuristics, the term ‘heuristic’ or heuristic optimization method should be deﬁned. Obviously, heuristic optimization methods differ from classical tools, but what exactly should we call an optimization heuristic? Often the term ‘heuristic’ is linked to algorithms mimicking some behavior found in nature, e.g., the principle of evolution through selection and mutation (genetic algorithms), the annealing process of melted iron (simulated annealing), or the self-organization of ant colonies (ant colony optimization). In fact, a large number of heuristics result from such analogies extending to the ‘great deluge algorithm’ introduced by Dueck (1993). An overview of some of these and other heuristics as well as an attempt at their classiﬁcation will be provided in Section 3.2. Here, we follow a slightly more general deﬁnition of ‘heuristic’ based on the properties of an algorithm (Winker and Maringer 2007, p. 107). First, a heuristic should be able to provide high-quality (stochastic) approximations to the global optimum at least when the amount of computational resources spent on a single run of the algorithm or on repeated runs is increased. Second, a well behaved heuristic should be robust to changes in problem characteristics, i.e., should ﬁt not only a single problem instance, but the whole class. Also, it should not be too sensitive with regard to tuning the parameters of the algorithm or changing some constraints on the search space. In fact, these requirements lead to the third one, namely that a heuristic should be easily implemented to many problem instances, including new ones. Finally, despite its name, a heuristic might be stochastic, but should not contain subjective elements. Given the above deﬁnition of heuristics, one of their major advantages consists in the fact that their application does not rely on a set of strong assumptions about the optimization problem. In fact, for the implementation of most of the algorithms discussed in the following, it is sufﬁcient to be able to evaluate the objective function for a given element of the search space. It is not necessary to assume some global property of the objective function, nor is it necessary to be able to calculate derivatives. In particular, several heuristics also allow one to tackle discrete optimization problems or are even tailor-made for this class of problems. In contrast, heuristics do not produce high-quality (or even exact) solutions with certainty, but rather stochastic approximations. However, when traditional methods fail, heuristics might still work in providing satisfactory approximations. Heuristic optimization tools have been used for some time in econometrics. Below we will provide a non-exhaustive overview of typical applications. Some applications will be presented in more detail in Section 3.5. Nevertheless, the use of optimization heuristics for tackling highly complex problems cannot yet be considered as a well established part of econometric methodology. While several reasons might be relevant for this situation, three arguments appear to be most important: 1. Lack of knowledge about the real inherent complexity of optimization problems, resulting in an inappropriate application of standard methods.
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2. Lack of access to well documented implementations of heuristics; in fact, the increasing number of different heuristics and hybrids might rather confuse a potential user. 3. Difﬁculties in dealing with the stochastic nature of optimization results obtained by means of heuristics, e.g., in an estimation setting. The ﬁrst constraint is obviously highly problem speciﬁc. For discrete optimization problems, complexity theory might help to check whether it might be expected that a problem can be tackled by classical approaches – for a short introduction to complexity issues, see Winker (2001, p. 50ff.). However, for discrete optimization problems in econometrics, not many results of this type are available so far. We are aware solely of a proof of NP-completeness for the optimal aggregation problem studied by Chipman and Winker (2005) in Winker (2001, p. 261ff.). For optimization problems on a continuous search space, the classical methods of complexity theory cannot be easily applied. In the context of maximum likelihood estimation problems, asymptotic theory might allow one to construct asymptotic tests for a global maximum (Gan and Jiang 1999). In general, a formal analysis of complexity might become quite involved and, consequently, is often beyond the scope of applied econometrics. Therefore, a more ‘heuristic’ approach is often used, namely grid search or restarting an optimization algorithm for different starting values. If this results in different values of the objective function, this ﬁnding might be taken as an indication of an optimization problem that is not well behaved enough for a standard deterministic algorithm. A slightly more general approach consists in using the implementation of an optimization heuristic to produce a benchmark. Running both a standard algorithm and a heuristic, dominance of the heuristic in terms of solution quality is a clear indicator for non-adequacy of the classical tool. Unfortunately, a similar conclusion cannot be drawn in the other direction, i.e., even if the classical method dominates the heuristic, this does not prove that the problem is adequate for being solved by classical techniques. It might be easier to deal with the second issue, i.e., the access to heuristics, guidelines for the selection of a speciﬁc heuristic, and their implementation. To this end, Section 3.2 will provide an overview of some of the most commonly used heuristics and a classiﬁcation including hybrid algorithms. Furthermore, Section 3.4 introduces guidelines for a proper implementation of heuristics and for reporting the results obtained with a speciﬁc implementation. Given that the code of the core part of any optimization heuristic hardly exceeds a few lines, these guidelines together with a growing number of successful implementations might reduce the barrier to own applications. With regard to the third issue, we should not think that we have to convince statisticians and econometricians about the rationality and feasibility of dealing with stochastic outcomes. However, by providing both a formal framework and an empirical approach for the analysis of the randomness introduced by the application of heuristics in an econometric analysis, we might clarify the issues related to this argument. Section 3.3 will cover these topics, which have not been considered so far in econometric applications of optimization heuristics to the best of our knowledge, with the exception of the contributions by Fitzenberger and Winker (2007) and Maringer and Winker (2009).
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3.1.3 An incomplete collection of applications of optimization heuristics in econometrics The ﬁrst applications of optimization heuristics in econometrics have been to problems with a continuous search space. One of the pioneering applications has been the study by Goffe et al. (1994). The authors apply an implementation of the simulated annealing heuristic to a set of test problems, including switching regression, solving a rational expectation model, estimation of a frontier cost function, and estimating the parameters of an artiﬁcial neural network. They demonstrate that using the optimization heuristic can improve the results both with regard to the best result out of a series of runs and with regard to the distribution of outcomes over this series. The switching regression problem considered by Goffe et al. (1994) has been analyzed by Dorsey and Mayer (1995) using both genetic algorithms and simulated annealing. Both Goffe et al. (1994) and Dorsey and Mayer (1995) reported results that improved the original solution proposed by Maddala and Nelson (1974). Nevertheless, the stochastic nature of the heuristics becomes quite obvious for this application, as mentioned by Jerrell and Campione (2001), who repeated the application using genetic algorithms, evolution strategies, simulated annealing, and a hybrid of the Nelder–Mead simplex and the simulated annealing algorithm. In fact, although all algorithms provide good results compared with the original solution, the algorithms never reproduced the same result for different runs. Brooks and Morgan (1995) describe the application of simulated annealing (SA) to some low-dimensional problems, including the estimation of univariate normal mixtures. They ﬁnd that SA performs better than classical algorithms. Hawkins et al. (2001) use differential evolution for a similar problem. Jerrell and Campione (2001) discuss applications to a complex GARCH model. This problem is also considered by Adanu (2006) using – among other methods – genetic algorithms and differential evolution, and by Maringer and Winker (2009) using the threshold accepting heuristic. While Jerrell and Campione (2001) just state that the algorithms do not converge repeatedly to the same value, Maringer and Winker (2009) provide an analysis of this stochastic component. The formal framework for such an approach is introduced in Section 3.3. Other recent applications of optimization problems to continuous estimation problems in econometrics include ﬁtting piecewise linear threshold autoregressive models (Baragona et al. 2004), maximum likelihood estimation for threshold vector error correction models (Yang et al. 2007), estimation of the parameters of stochastic ordinary differential equations (Alcock and Burrage 2004), and calculating joint conﬁdence bands for vector autoregressive (VAR) and vector error correction (VEC) models (Staszewska 2007). About the same time as the ﬁrst applications to continuous estimation problems were presented, Winker (1995) proposed the application of the threshold accepting heuristic for model selection in VAR models. More recently, heuristics have been repeatedly applied in the context of model selection. For example, Brooks et al. (2003) consider model selection and parameter estimation for different classes of models by means of simulated annealing, Acosta-Gonz´alez and Fern´andez-Rodr´ıguez (2007) and Kapetanios (2006, 2007) use different heuristics for selecting variables and instruments in regression
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models, Winker and Maringer (2004) extend the approach from Winker (1995, 2000) to VEC models, i.e., for modeling partially nonstationary time series, while Maringer and Meyer (2008) consider model selection and parameter estimation in the logistic smooth transition autoregressive (LSTAR) model. Further discrete optimization problems in econometrics that have been tackled by optimization heuristics include the identiﬁcation of outliers (Baragona et al. 2001) or the estimation of censored quantile regression (Fitzenberger and Winker 2007). Within the framework of econometric modeling, many more problems are likely to be solved efﬁciently using heuristic optimization methods. Among these problems we have the expectation maximization (EM) introduced by Dempster et al. (1977) or the estimation of the parameters of a mixture of distributions such as a hidden Markov model, to mention a few. In principle, any problem in statistics and econometrics that exhibits a high inherent complexity and cannot be solved with standard methods is a candidate for the application of optimization heuristics. A full enumeration of all such problems being beyond the scope of this chapter, the examples provided might still provide an idea about their variety and omnipresence.



3.1.4 Structure and instructions for use of the chapter This chapter is organized as follows. First, Section 3.2 will provide an overview of optimization heuristics that are used or might be used for econometric applications. Besides presenting several heuristics, this section also aims at classifying them. Then Section 3.3 is devoted to the issue of the additional randomness introduced to econometric modeling and estimation problems by any optimization heuristic. We will provide a formal framework for the analysis of these effects and demonstrate how they can be communicated in real applications. Section 3.4 aims at providing some key information for readers interested in implementing their own heuristic to a speciﬁc econometric optimization problem. Although these guidelines focus on the threshold accepting heuristic, most of the arguments and all the general comments on presenting results apply to other heuristics as well. In order to see the methods work, Section 3.5 provides a more detailed description of two speciﬁc applications, the ﬁrst one with a discrete search space, and the second one for a continuous parameter space related to an estimation problem. For the reader primarily interested to learn how to implement a speciﬁc optimization heuristic, we recommend having a short look at the speciﬁc subsection of the following section, and then to skip to Section 3.4. To obtain further details in the context of an actual implementation, the two examples in Section 3.5 might be helpful. Depending on whether the problem under study has a discrete or continuous search space, the reader might concentrate on Section 3.5.1 or 3.5.2, respectively. When the choice of an appropriate heuristic is also relevant, Section 3.2 should be covered completely. Section 3.3 will become relevant once an efﬁcient implementation has been obtained if the complexity of the problem is found to be high. Typically, this is indicated by different results when restarting the algorithm with different initializations of the random number generator and improving (mean) results when increasing the number of iterations/generations.
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Heuristic optimization methods are essentially computational and therefore they have been naturally introduced following the development of electronic computing devices. The ﬁrst contributions go back to Bock (1958) and Croes (1958), who developed procedures to solve the traveling salesman problem, but the most signiﬁcant advances in the domain were made in the late 1980s and 1990s when the main techniques were introduced. However, only very recently have desktop computers reached the necessary performance to make the use of these methods really appealing. It is beyond the scope of this introduction to present an overview of all the optimization heuristics developed during the past two decades. Osman and Laporte (1996) provide an extensive bibliography; see also Winker (2001, chapter 5). The next section will introduce the general concepts of optimization heuristics and provide a classiﬁcation of the numerous existing variants and combinations. It should be noted that there does not exist a unique or generally accepted way of classifying optimization algorithms and heuristics. Nevertheless, the classiﬁcation might help to identify methods that share common features and might be subject to similar strong and weak points.



3.2.1 Basic concepts Optimization heuristics, which are sometimes also labeled approximation methods, are generally divided into two broad classes: constructive methods, also called greedy algorithms; and local search methods. Greedy algorithms construct the solution in a sequence of locally optimum choices (Cormen et al. 1990, p. 329). We are interested in the second class. For a long time, local search was not considered as a mature technique, and it is only recently that the method has enjoyed increasing interest. Some reasons for the resurgence of these methods are, in particular, the dramatic increase in computational resources, the ease of implementation and their ﬂexibility, as well as their successful application to many complex real-world problems. Also, recently, more emphasis has been placed on considering the solutions obtained with these tools as point estimates and, consequently, providing information about their distribution. This contributes to a better understanding of the quality of a solution produced by heuristic methods. We will consider this aspect in more detail in Section 3.3. Local search uses only information about the solutions in the neighborhood of a current solution, and is thus very similar to hill climbing, where the choice of a neighbor solution locally maximizes a criterion. The classical local search method for minimizing a given objective function f (x) can be formalized as presented in Algorithm 1. Algorithm 1



Pseudo-code for the classical local search procedure.



1: Generate initial solution x c 2: while stopping criteria not met do 3: Select x n ∈ N(x c ) (neighbor to current solution) 4: if f (x n ) < f (x c ) then x c = x n 5: end while
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Hill climbing uses information about the gradient for the selection of a neighbor x n in statement 3, whereas local search algorithms choose the neighbors according to some random mechanism. This mechanism as well as the criteria for acceptance in statement 4, which are speciﬁc for a particular heuristic, deﬁne the way the algorithm walks through the solution space. The stopping criterion often consists in a given number of iterations. Local search methods are generally divided into trajectory methods, which work on a single solution, and population-based methods (some of which are also called evolutionary algorithms by some authors), where a whole set of solutions is updated simultaneously. In the ﬁrst class we ﬁnd threshold methods and tabu search, whereas the second class consists of genetic algorithms, differential evolution methods, and ant colonies. All these search methods have particular rules for either or both the choice of a neighbor and the rules for acceptance of a solution. All methods, except tabu search, allow uphill moves, i.e., accept solutions that are worse than the previous one, in order to escape local minima. We give a brief sketch of these methods. For a description with more details, see, e.g., Winker (2001).



3.2.2 Trajectory methods The deﬁnition of ‘neighborhood’ is central to these methods and generally depends on the problem under consideration. Finding efﬁcient neighborhood functions that lead to high-quality local optima can be challenging. For some guidelines on how to construct neighborhoods, see Section 3.4.1. We consider three different trajectory methods (see Hoos and St¨utzle (2005) for an introduction to stochastic local search algorithms). Jacobson and Y¨ucesan (2004) present an approach for a uniform treatment of these methods under the heading of generalized hill climbing algorithms. 3.2.2.1 Threshold methods (TM) The following two methods deﬁne the maximum slope for uphill moves in the succeeding iterations. The ﬁrst method uses a probabilistic acceptance criterion, while the maximum threshold is deterministic for the second. Simulated annealing (SA) This reﬁnement of the local search is based on an analogy between combinatorial optimization and the annealing process of solids. Similar to the classical local search, an improvement of the solution for a move from x c to x n is always accepted. Moreover, the algorithm accepts also a move uphill, but only with a given probability (implemented using a uniformly distributed pseudo-random variable u in statement 6 of Algorithm 2). This probability depends on the difference between the corresponding function values and on a global parameter T (called temperature) that is gradually decreased during the process. In Algorithm 2, the rounds are implemented in statement 2 and the reduction of the probability by means of the parameter T is implemented in statement 8. The stopping criterion is deﬁned by a given number of iterations or a number of consecutive iterations without change/improvement for the current solution x c .
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Pseudo-code for simulated annealing.



Generate initial solution x c , initialize R max and T for r = 1 to R max while stopping criteria not met do Compute x n ∈ N(x c ) (neighbor to current solution) Compute = f (x n ) − f (x c ) and generate u (uniform random variable) if ( < 0) or (e − /T > u) then x c = x n end while Reduce T end for



Threshold accepting (TA) This method, suggested by Dueck and Scheuer (1990), is a deterministic analog of simulated annealing in which the sequence of temperatures T is replaced by a sequence of thresholds τ . As for SA, these threshold values typically decrease to zero while r increases to Rmax . Statement 6 in Algorithm 2 then becomes if < τ then x c = x n



and in statement 8 we reduce the threshold τ instead of the temperature T (see Winker (2001, pp. 137–147) for implementation details). 3.2.2.2 Tabu search (TS) Tabu search (Glover and Laguna 1997) is particularly designed for the exploration of discrete search spaces where the set of neighbor solutions is ﬁnite. The method implements the selection of the neighborhood solution in a way to avoid cycling, i.e., visiting the same solution more than once. This is achieved by employing a short-term memory, known as the tabu list and which contains the solutions that were most recently visited. In statement 3 of Algorithm 3 the construction of set V may or may not imply the examination of all neighbors of x c . Algorithm 3



Pseudo-code for tabu search.



1: Generate current solution x c and initialize tabu list T = ∅ 2: while stopping criteria not met do 3: Compute V = {x | x ∈ N(x c )}\T 4: Select x n = min(V ) 5: x c = x n and T = T ∪ x n 6: Update memory 7: end while



The simplest way to update the memory in statement 6 is to remove older entries from the list. The stopping criterion is deﬁned by a given number of iterations or a number of consecutive iterations without improvement for the current solution x c .
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3.2.3 Population-based methods In contrast to the trajectory methods, these approaches work simultaneously on a whole set of solutions called the population. Therefore, population-based methods might be more efﬁcient with regard to exploring the whole search space at the cost of a higher computational load and more complex structures. 3.2.3.1 Genetic algorithms (GA) This technique was initially developed by Holland (1975). For a more comprehensive introduction to GA, see Reeves and Rowe (2003). Genetic algorithms imitate the evolutionary process of species that sexually reproduce. Thus, genetic algorithms might be considered the prototype of a population-based method. New candidates for the solution are generated with a mechanism called crossover, which combines part of the genetic patrimony of each parent and then applies a random mutation. If the new individual, called child , inherits good characteristics from its parents, it will have a higher probability of survival. The ﬁtness of the child and parent population is evaluated in the function survive (statement 10 of Algorithm 4) and the survivors can be formed either by the last generated individuals P  , by P  ∪ {ﬁttest from P  }, by only the ﬁttest from P  or the ﬁttest from P  ∪ P  . Algorithm 4



Pseudo-code for genetic algorithms.



1: Generate initial population P of solutions 2: while stopping criteria not met do 3: Select P  ⊂ P (mating pool), initialize P  = ∅ (set of children) 4: for i = 1 to n do 5: Select individuals x a and x b at random from P  6: Apply crossover to x a and x b to produce x child 7: Randomly mutate produced child x child 8: P  = P  ∪ x child 9: end for 10: P = survive(P  , P  ) 11: end while



The genetic algorithm ﬁrst accepts a set of solutions (statement 3) and then constructs a set of neighbor solutions (statements 4–10, Algorithm 4). In general, a predeﬁned number of generations provides the stopping criterion. 3.2.3.2 Ant colonies (AC) This heuristic, ﬁrst introduced by Colorni et al. (1992a, b), imitates the way ants search for food and ﬁnd their way back to their nest. First, an ant explores its neighborhood randomly. As soon as a source of food is found, it starts to transport food to the nest, leaving traces of pheromone on the ground, which will guide other ants to the source. The intensity of the pheromone traces depends on the quantity and quality of the food available at the source as well as on the distance between source and nest, because for a short distance more ants will travel on the same trail in a given time interval. As the ants preferably travel along important trails, their behavior is able to optimize their
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work. Pheromone trails evaporate and once a source of food is exhausted the trails will disappear and the ants will start to search for other sources. For the heuristic, the search area of the ant corresponds to a discrete set from which the elements forming the solutions are selected, the amount of food is associated with an objective function, and the pheromone trail is modeled with an adaptive memory (see Algorithm 5). Algorithm 5 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11:



Pseudo-code for ant colonies.



Initialize pheromone trail while stopping criteria not met do for all ants do Deposit ant randomly while solution incomplete do Select next element in solution randomly according to pheromone trail end while Evaluate objective function and update best solution end for for all ants do Update pheromone trail (more for better solutions) end for end while



3.2.3.3 Differential evolution (DE)
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Differential evolution is a population-based heuristic optimization technique for continuous objective functions that was introduced by Storn and Price (1997). The algorithm updates a population of solution vectors by addition, subtraction and crossover, and then selects the ﬁttest solutions among the original and updated population. The initial population of nP randomly chosen solutions can be represented by a matrix P (0) of dimension d × nP , where d is the dimension of the domain of the function: nP



1 2 P(0) = ... d



The algorithm constructs nG generations of the population. A new generation is (0) obtained in three steps. For each solution P·,i , i = 1, . . . , nP , represented by a column (v) (u) and P·,i from of matrix P (0) , the algorithm constructs two intermediate solutions P·,i (0) (0) (0) three randomly selected columns P·,r1 , P·,r2 , and P·,r3 . Note that the standard notation for one of the intermediate solutions P (u) uses the symbol (u), which is not related to (1) the uniform random variable u used in the acceptance step. The ith solution P·,i of the (0) (v) (u) new generation is assembled from elements from P , P , and P . These particular steps are summarized in Algorithm 6. The parameter F in statement 7 determines the length of the difference of two vectors and thus controls the speed of shrinkage in the exploration of the domain. The parameter CR together with the realization of the uniform random variable u ∼ U(0, 1) in statement 9
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Algorithm 6 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13:



Pseudo-code for differential evolution.



Initialize parameters nP , nG , F, and CR (1) Initialize population Pj,i , j = 1, . . . , d, i = 1, . . . , nP for k = 1 to nG do P (0) = P (1) for i = 1 to nP do Generate r1 , r2 , r3 ∈ {1, . . . , nP }, r1 = r2 = r3 = i (v) (0) (0) (0) Compute P·,i = P·,r 1 + F × (P·,r2 − P·,r3 ) for j = 1 to d do (u) (v) (u) (0) if u < CR then Pj,i = Pj,i else Pj,i = Pj,i end for (u) (0) (1) (u) (1) (0) if f (P·,i ) < f (P·,i ) then P·,i = P·,i else P·,i = P·,i end for end for



(0) (v) (u) determines the crossover, i.e., the probability for elements from P·,i and P·,i to form P·,i (different strategies for the crossover are suggested in www.icsi.berkeley.edu/ ∼storn/). These two parameters are problem speciﬁc. Suggested values are F = 0.8, CR = 0.8, and nP = 10 d for the population size. For these values, the algorithm generally performs well for a large range of problems. In statement 9 it is important to make sure (u) (v) that at least one component of P·,i comes from P·,i , i.e., that there exists j such that (u) (v) = Pj,i . Pj,i



3.2.3.4 Particle swarm optimization (PS) Particle swarm (PS) is a population-based heuristic optimization technique for continuous functions that was introduced by Eberhart and Kennedy (1995). The algorithm updates a population of solution vectors, called particles, by an increment called velocity. Figure 3.1 illustrates the updating of the position of a particle Pi(k) from generation k to generation k + 1. Two directions are considered: the direction from the current position of the particle to the best position so far found for the particle (Pi(k) → Pbest i ); and the direction from the current position to the best position so far for all particles (Pi(k) → Pbest gbest ). The two directions are then randomly perturbed by multiplying them with a parameter c and a uniform random variable u ∼ U(0, 1) (cf. statement 7 in Algorithm 7). A suggested value for the parameter c is 2. The sum vi of these two randomized directions falls
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Figure 3.1 Updating the position of a particle Pi(k) with velocity vi(k) .
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into a region characterized in the ﬁgure by a circle. The current velocity vi(k+1) is then obtained by updating vi(k) with the increment vi . Algorithm 7 summarizes the particular steps for the updating of the population of nP particles in nG succeeding generations. Algorithm 7 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16:



Pseudo-code for particle swarm.



Initialize parameters nP , nG and c Initialize particles Pi(0) and velocity vi(0) , i = 1, . . . , nP Evaluate objective function Fi = f (Pi(0) ), i = 1, . . . , nP Pbest = P (0) , Fbest = F , Gbest = mini (Fi ), gbest = argmini (Fi ) for k = 1 to nG do for i = 1 to nP do vi = c u (Pbest i − Pi(k−1) ) + c u (Pbest gbest − Pi(k−1) ) vi(k) = v (k−1) + vi Pi(k) = Pi(k−1) + vi(k) end for Evaluate objective function Fi = f (Pi(k) ), i = 1, . . . , nP for i = 1 to nP do if Fi < Fbest i then Pbest i = Pi(k) and Fbest i = Fi if Fi < Gbest then Gbest = Fi and gbest = i end for end for



3.2.4 Hybrid metaheuristics In a general framework, optimization heuristics are also called metaheuristics (however, apart from this section, we do not follow this convention, but instead use the term ‘heuristics’ synonymously), which can be considered as a general skeleton of an algorithm applicable to a wide range of problems. A metaheuristic may evolve to a particular heuristic when it is specialized to solve a particular problem. Metaheuristics are made up by different components and if components from different metaheuristics are assembled we obtain a hybrid metaheuristic. This allows us to imagine a large number of new techniques. The construction of hybrid metaheuristics is motivated by the need to achieve a good tradeoff between the capabilities of a heuristic to explore the search space and the possibility to exploit the experience accumulated during the search. A more general notion of a hybrid heuristic would also allow for combining a metaheuristic with classical optimization tools, e.g., gradient methods. In order to get a more compact view of the possibilities and types of hybrid metaheuristics one can imagine, we will present a short and informal classiﬁcation of the different metaheuristics, describe the basic characteristics of the different components, and give examples of hybrid approaches. This presentation builds on Talbi (2002), Taillard et al. (2000) and Birattari et al. (2001). 3.2.4.1 Basic characteristics of metaheuristics In the previous sections, we demonstrated that different metaheuristics use different strategies for the selection of a neighbor solution and for the acceptance of such a neighbor
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solution. We will now enumerate some of the most important features of these strategies, and then provide a ﬁgure where we show what particular feature is used in the metaheuristics presented. • Trajectory methods. The current solution is slightly modiﬁed by searching within the neighborhood of the current solution. This is typically the case for threshold methods and tabu search. • Discontinuous methods. The full solution space is available for the new solution. The discontinuity is induced by genetic operators (crossover, mutation) as is the case for genetic algorithms, ant colonies, differential evolution, and particle swarm, and which corresponds to jumps in the search space. • Single-agent methods. One solution per iteration is processed. This is the case for threshold methods and tabu search. • Multi-agent or population-based methods. There is a population of searching agents which all contribute to the collective experience. This is the case for genetic algorithms, ant colonies, differential evolution, and particle swarm. • Guided search or search with memory usage. This incorporates some additional rules and hints on where to search. In genetic algorithms, differential evolution, and particle swarm, the population represents the memory of the recent search experience. In ant colonies, the pheromone matrix represents an adaptive memory of previously visited solutions. In tabu search, the tabu list provides a short-term memory. • Unguided search or memoryless methods. heuristic.



These rely perfectly on the search



Figure 3.2 summarizes the metaheuristics and their features discussed in this section. An edge in the graph means that the feature is present in the metaheuristic. 3.2.4.2 Scheme for possible hybridization We partially reproduce the classiﬁcation presented in Talbi (2002). This classiﬁcation is a combination of a hierarchical scheme and a ﬂat scheme. The hierarchical scheme distinguishes between low-level and high-level hybridization, and within each level we distinguish relay and co-evolutionary hybridization. Features
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(TM) Threshold methods (TS) Tabu search (GA) Genetic algorithms (AC) Ant colonies (DE) Differential evolution (PS) Particle swarm



Figure 3.2 Metaheuristics and their features.
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Low-level hybridization replaces a component of a given metaheuristic by a component from another metaheuristic. In the case of high-level hybridization, different metaheuristics are self-contained. Relay hybridization combines different metaheuristics in a sequence, whereas in co-evolutionary hybridization the different metaheuristics cooperate. A few examples might demonstrate the corresponding four types of hybridization. (i) Low-level relay hybrid. As an example we could consider a simulated annealing where a neighbor x n is obtained as follows. Select a point x i in the larger neighborhood of x c and perform a descent local search. If this point is not accepted (left panel), we return to x c (not x i ) and continue (right panel).
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Iterated local search (Lourenc¸o et al. 2002) and variable neighborhood search (VNS) (Mladenovic and Hansen 1997) also fall into this class of hybrid metaheuristics. (ii) Low-level co-evolutionary hybrid. Genetic algorithms and ant colonies perform well in the exploration of the search space but are weak in the exploitation of the solutions found. Therefore, for instance, an interesting hybridization would be to use in a genetic algorithm a greedy heuristic for the crossover and a tabu search for the mutation, as indicated in Algorithm 8. Algorithm 8 1: 2: 3: 4: 5: 6: 7: 8: 9:



Low-level co-evolutionary hybrid.



... Select P  ⊂ P (mating pool), initialize P  = ∅ (children) for i = 1 to n do Select individuals x a and x b at random from P  Apply crossover to x a and x b to produce x child (greedy algorithm) (tabu search (TS)) Randomly mutate produced child x child P  = P  ∪ x child end for ...



(iii) High-level relay hybrid. Examples are the use of a greedy heuristic to generate the initial population of a genetic algorithm and/or threshold method and tabu search to improve the population obtained by the genetic algorithm as described in Algorithm 9. Algorithm 9



High-level relay hybrid.



1: Generate current population P of solutions (greedy algorithm) 2: Compute GA solution 3: Improve solution with threshold method (TM)
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Figure 3.3 Scheme for possible hybridizations. Another example is the use of a heuristic to optimize another heuristic, i.e., ﬁnd the optimal values for the parameters. (iv) High-level co-evolutionary hybrid. In this scheme, many self-contained algorithms cooperate in a parallel search to ﬁnd an optimum. For the ﬂat scheme we distinguish the following hybridizations. (i) Homogeneous versus heterogeneous. In homogeneous hybrids the same metaheuristics are used, whereas heterogeneous hybrids combine different metaheuristics. (ii) Global versus partial. In global hybrids all algorithms explore the same solution space, and partial hybrids work in a partitioned solution space. (iii) Specialist versus general. Specialist hybrids combine metaheuristics that solve different problems, whereas in general hybrids the algorithms all solve the same problem. For example, a high-level relay hybrid for the optimization of another heuristic is a specialist hybrid. Figure 3.3 illustrates this hierarchical and ﬂat classiﬁcation. 3.2.4.3 An example: memetic algorithms (MA) A typical example of a high-level co-evolutionary hybrid or – with regard to the ﬂat scheme – a heterogeneous, global, general hybrid is the so-called memetic algorithm (MA) proposed by Moscato (1989). The goal of this hybrid is to combine the advantages of threshold methods and population-based approaches. Each agent of a population individually runs a threshold method. However, in contrast to a simple restart scheme, the agents interact by competition and cooperation. Algorithm 10 provides the pseudo-code of a memetic algorithm. The agents are positioned on a circle. Then, competition is always between neighbors on the circle. Thereby, the better solution replaces the worse neighbor. Of course, it is possible to use a more subtle acceptance criterion in this step. Cooperation is quite similar to the crossover step in genetic algorithms. In this step, the solutions of agents that are distant are combined to generate new offspring replacing their parents. Again, the decision on whether to replace the parents or not might be based on some acceptance criterion. For a more detailed description and discussion of modiﬁed versions in the context of portfolio optimization, see Maringer (2005, p. 152ff.).



STOCHASTICS OF THE SOLUTION Algorithm 10 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12:
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Pseudo-code for memetic algorithm.



Initialize population while stopping criteria not met do for all agents do Perform optimization with threshold method end for Compete for all agents do Perform optimization with threshold method end for Cooperate Adjust acceptance criterion for threshold method end while



3.3



Stochastics of the solution



Given the dominating classical optimization paradigm, it is not too surprising that the analysis of the results obtained by optimization heuristics concentrates on the probability of obtaining the global optimum. In fact, some optimization algorithms allow one to derive quite general convergence results, as will be described in Section 3.3.2. However, for practical implementations, it might be more interesting to know the relationship between computational resources spent and the quality of the solution obtained (see Brooks and Morgan (1995) or Gilli and Schumann (2009)). Furthermore, often it is less the convergence of the objective function that one is interested in, but, for example, the convergence of the parameters estimated by optimizing the objective function. This aspect will be discussed in Section 3.3.3. Before turning to convergence issues, we start by providing a formal framework for the analysis of the results obtained by optimization heuristics.



3.3.1 Optimization as stochastic mapping Whenever repeated applications of an optimization method do not generate identical results, we have to deal with this type of stochastics, which is different from the stochastics resulting from random sampling. For the optimization heuristics introduced in the previous section, the generation of an initial solution (population), the selection of candidate solutions in each search step, and sometimes also the acceptance decision are responsible for this type of randomness. It should be noted that the use of classical methods might also generate additional randomness, e.g., when using randomly generated starting values. In both cases, i.e., independent from the classiﬁcation as a classical or heuristic method, the outcome of a single run of the optimization procedure has to be interpreted as a random drawing from some a priori unknown distribution. From the point of view of an applied econometrician, this additional randomness might be considered as a rather unwelcome feature of optimization heuristics as compared with standard optimization tools. However, a classical tool might well provide a deterministic



98



HEURISTIC OPTIMIZATION METHODS



solution, which might be far away from the optimal solution if it is applied to a problem that does not meet the requirements for the method to converge to the global optimum. In such a situation, it is evident that a stochastic approximation to the true optimum might be preferable to a bad deterministic result. Furthermore, econometricians are well trained in dealing with the stochastics resulting from random sampling. Therefore, it seems sensible also to consider the stochastics of the outcome of optimization heuristics in some more detail. Let ψ I,r denote the result of a run r = 1, . . . , nrestarts of an optimization heuristic H for a given problem instance with objective function f . Thereby, I denotes a measure of the computational resources spent for a single run, e.g., number of local search steps for a local search heuristic, or number of generations for a genetic algorithm. The value of the ψ I,r ). This value can be interpreted as objective function obtained in run r amounts to f (ψ H a random drawing from a distribution DI (µI , σI , . . .). It is assumed that the expectation and variance of this distribution exist and are ﬁnite. Although, for most optimization heuristics H , speciﬁc knowledge about the distribution DIH (µI , σI , . . .) is very limited for most applications, some general properties of the distribution can be derived. First, for minimization problems, the distribution will be left censored at the global minimum of f denoted by fmin in the following. Second, with increasing amount of computational resources I , the distribution should shift left and become less dispersed, i.e., µI  ≤ µI and σI  ≤ σI for all I  > I . Finally, for those applications where asymptotic convergence in probability can be proven, the distribution becomes degenerate as I tends to inﬁnity. It is beyond the scope of this contribution to develop a theory for DIH . Some ideas on how to build such a theory for the case of local search heuristics like simulated annealing and threshold accepting can be found in the convergence results presented by Aarts and Korst (1989) and Alth¨ofer and Koschnick (1991) (see also Rudolph (1997) and Reeves and Rowe (2003)). A modeling approach for ﬁnite I is presented by Jacobson et al. (2006). Applying an optimization heuristic repeatedly to the same problem instance makes ψ I,r ), r = 1, . . . , nrestarts . it possible to calculate the empirical distribution function of f (ψ This distribution function can be used to assess the properties of DIH and to estimate its empirical moments. In particular, lower quantiles will be of highest interest as estimates of the best solutions that might be expected in an application to a minimization problem. Furthermore, extreme value theory might be used to obtain estimates of the unknown global minimum (H¨usler et al. 2003). Finally, repeating the exercise for different amounts of computational resources I might allow estimation of an empirical rate of convergence. Figure 3.4 presents results from an application of the threshold accepting heuristic to the problem of lag structure selection in VAR models. For a discussion of VAR models – model selection and estimation – see Chapter 8 in this volume (L¨utkepohl 2009). Some details of the threshold accepting implementation are presented in Section 3.5.1 below. The upper left plot exhibits the empirical distribution functions of the objective function (Bayesian information criterion) for different values of I (from right to left for I = 100, 500, 1000, 5000, 10 000). As theoretically expected, the distributions move left (µI is decreasing) and become steeper (σI is decreasing) with I growing. The other three plots show kernel density estimates of the distribution of ψ I ) for different numbers of iterations. Obviously, these plots conﬁrm the ﬁndings f (ψ from the empirical distribution function. In addition, they might provide information about speciﬁc properties of the objective function. For example, the multimodal shape
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Figure 3.4 Empirical distribution of f for different values of I (based on nrestarts = 1000). The values for I in the key in the upper left panel label the curves from right to left. for the lower right plot (I = 10 000) hints towards two local minima with a large domain of attraction, whereby the ﬁrst one might be the global minimum.



3.3.2 Convergence of heuristics Given that the application of heuristics does not provide a deterministic result, it is of interest to analyze the factors determining the shape of the distribution of outcomes. Obviously, for a properly tuned heuristic, the amount of computational resources spent on a single run I should have a positive impact on the expected result. For some optimization heuristics, asymptotic convergence results are available, e.g., simulated annealing (Aarts and Korst 1989), threshold accepting (Alth¨ofer and Koschnick 1991), and genetic algorithm (Reeves and Rowe 2003, p. 111ff.). These results can be interpreted in the formal framework introduced in the previous subsection. Although the results indicate that µI and σI decrease as I tends to inﬁnity, they do not provide quantitative information, e.g., on the rate of convergence. Hence, further research is required regarding these convergence properties. In the following, we will present the results for threshold accepting obtained by Alth¨ofer and Koschnick (1991) as an example. Similar reasoning might apply for other convergent heuristics. The empirical assessment also focuses on threshold accepting, but, again, the approach might be used for other heuristics as well. First, it has to be noted that the results depend on a number of assumptions regarding the problem instance. In particular, the objective function has to satisfy certain conditions, and the search space has to be connected, i.e., it should be possible to reach any point of the search space from any given starting point by performing local search steps. Second, the results are existence results. Alth¨ofer and Koschnick (1991) prove that there exist suitable parameters for the threshold accepting implementation such that the global



100



HEURISTIC OPTIMIZATION METHODS



Table 3.1 Statistics of empirical distributions. I 100 500 1 000 5 000 10 000



µˆ I



σˆ I



p0.01



p0.05



p0.10



−3.435 −4.019 −4.148 −4.326 −4.359



0.244 0.138 0.109 0.067 0.054



−4.016 −4.365 −4.418 −4.418 −4.418



−3.835 −4.246 −4.308 −4.418 −4.418



−3.747 −4.186 −4.285 −4.418 −4.418



The results demonstrate convergence of mean, standard deviation, and quantiles for an increasing number of iterations I .



optimum of the objective function can be approximated at arbitrary accuracy with any ﬁxed probability close to unity by increasing the number of iterations. Unfortunately, ﬁnding the suitable parameter values is a different task. Under the assumptions just mentioned and formalized in Alth¨ofer and Koschnick (1991), the following convergence result is obtained. For any given δ > 0 and ε > 0, there exists a number of iterations I (δ, ε) such that, for any replication r = 1, . . . , nrestarts , ψ I,r )−fmin | 1 − δ, P(|f (ψ



(3.1)



where fmin denotes the global minimum of the objective function. When considering only the best out of nrestarts replications, a smaller number of iterations might be sufﬁcient for given values of δ and ε. Although such a global convergence result might be considered a prerequisite for considering an optimization heuristic in an econometric context, it is not a sufﬁcient property. In fact, at least two points deserve further attention. First, given that it is not realistic to spend an unlimited amount of computational resources, it is of interest to know the rate at which µI converges to fmin and σI converges to zero as I tends to inﬁnity. So far, we are not aware of any theoretical results on this issue, but we will discuss some empirical results in the following. Second, as long as σI is not zero, i.e., typically for any ﬁnite value of I , any deviation in ﬁtting the global minimum of the objective function is linked to an error in the approximation of a speciﬁc estimator. The following subsection will provide some arguments on this issue. As demonstrated in Figure 3.4, it is possible to approximate the unknown distribution function DIH by the empirical distribution function obtained from a number of replications r = 1, . . . , nrestarts . Table 3.1 exhibits mean and standard deviation as well as some lower percentiles (p0.01 , p0.05 , p0.10 ) of these empirical distributions based on nrestarts = 1000 replications for the model selection problem described above. The results demonstrate convergence of mean, standard deviation, and quantiles for an increasing number of iterations I . The numbers support the descriptive results obtained from Figure 3.4. In particular, the value of −4.418 might correspond to the global minimum. Beyond the purely descriptive approach, the empirical moments obtained allow one to estimate convergence rates. For example, estimation of the model µI = α0 + α1
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results in estimates αˆ 0 = −4.291 with an estimated standard deviation of 0.046 and a signiﬁcant positive estimate of α1 . These ﬁndings do not contradict a global minimum of −4.418. The R 2 of this simple regression model amounts to 0.981. Of course, one might consider alternative functional forms for estimating the rate of convergence. Although ﬁnding the global optimum is certainly preferred, this will not always be feasible for problems of high computational complexity given limited computational resources. Therefore, alternative measures of convergence might also be of interest. Jacobson et al. (2006) use the concept of β-acceptable solution probability in this context. In particular, one might care about the number of iterations I and/or replications ψ I,r ) ≤ β with a nrestarts that are necessary to obtain a solution fbest = minr=1,...,nrestarts f (ψ certain probability. Although it is possible to model the β-acceptable solution probability as a function of the distributions DIH , concrete numbers have to be calculated for each particular application. Furthermore, also in this case, rates of convergence might be of interest, e.g., to determine the increase of I required to obtain a given improvement either in β or in the β-acceptable solution probability for given β. Typically, an optimization heuristic is applied repeatedly to the same problem instance. Therefore, the result reported will correspond to the best out of nrestarts replications, also called restarts. Obviously, the expected value for this best result will be better than for a single run. Extreme value analysis might be used to derive results on the distribution in this situation. Then, the results of the analysis might be used to derive an optimal number of restarts. For some ideas on this issue from the application point of view, see the paragraph on restarts in Section 3.4.1 below. Given that optimization heuristics start playing a more important role in econometrics, we argue that further research on these and similar aspects of their application is highly relevant and urgently needed.



3.3.3 Convergence of optimization-based estimators When optimization heuristics are applied to estimation problems like, for example, censored quantile regression or (augmented) GARCH models, the stochastics of the optimization algorithm interferes with the stochastics of the estimators. We provide a formal description of this interference and demonstrate that, at least asymptotically, this interference favors the application of optimization heuristics. In fact, it is possible to derive joint convergence results. Let us assume that the sample size T grows to inﬁnity and that the theoretical estimator ψˆ T will converge to its ‘true’ value ψ in probability. We consider the implementation of a convergent heuristic, i.e., we might assume that the heuristic converges in probability to the global optimum corresponding to ψˆ T with I going to inﬁnity. Furthermore, we assume that the search space for ψ T is a compact set and that the estimation function is continuous. In passing, note that these conditions are sufﬁcient for the following results to hold, but not necessary. One can probably obtain the results under much weaker assumptions. Under the given assumptions, and for ﬁxed δ > 0 and ε > 0, it is possible to choose the number of iterations I as a function of T , δ, and ε such that the estimate obtained using the heuristic ψ IT satisﬁes the following inequality: ψ IT −ψˆ T | 1 − δ. P(|ψ



(3.2)



102



HEURISTIC OPTIMIZATION METHODS



Combining this result with the convergence in probability of the estimator, one obtains a joint convergence result. There exists a function I (T ) for the number of iterations such that the estimate ψ IT(T ) converges in probability to the true parameter vector ψ . Although this result is not precise with regard to the choice of I (T ), it bears some promise in cases where classical methods might not converge to ψˆ T . For a more detailed description, see Fitzenberger and Winker (2007) and Maringer and Winker (2009). As for the objective function itself, the convergence of parameter estimates might be improved when considering the best result (with regard to f ) out of a number of nrestarts restarts of the optimization heuristic. The analysis of this effect by means of extreme value theory is a topic of current research.



3.4



General guidelines for the use of optimization heuristics



The ﬁrst question to be answered for a speciﬁc application is whether to use an optimization heuristic at all and, if so, which one to employ. Unfortunately, the two questions do not allow for a general answer. Obviously, when a problem is known to be computationally complex, e.g., due to several local minima, we recommend the application of an optimization heuristic as a benchmark for classical optimization procedures. Whenever the application of the heuristic generates better results at least for some replications, this is a clear indication for the use of such methods. Then, a more careful implementation analysis should follow. In fact, given a growing availability of code for some optimization heuristics on different software platforms, their use as a benchmark might become more standard. The second choice is with regard to the heuristic itself. One selection can be based on the properties of the search space and the objective function given, as some heuristics like differential evolution (DE) are not well suited to tackle discrete optimization problems or problems with noise in the objective function. Another motivation for a speciﬁc optimization heuristic consists in previous (own) experience with a method for problems exhibiting similar characteristics. Finally, we argue that one should start with a simple general heuristic before turning to more problem-speciﬁc hybrids. Irrespective of the speciﬁc method chosen, any implementation of the algorithms presented in Section 3.2 needs particular attention with respect to a number of details, a task that is generally left to the user. For instance, in the case of a trajectory method, the neighborhood solution should be easy to generate, the deﬁnition of the neighborhood should not be too large, and the topology of the objective function not too ﬂat. Population-based methods or evolutionary algorithms perform in each iteration a mechanism of cooperation and a mechanism of self-adaption. In a genetic algorithm, information is exchanged among individuals during crossover, which can be considered as cooperation, while mutation is a self-adaptation process. It is then important that pertinent information is transmitted during cooperation. The combination of two equivalent parent solutions should not produce an offspring that is different from the parents. The preservation of the diversity in the population is also very important for the efﬁciency of the algorithm. Rather than covering the details of a large variety of methods, this section aims to provide some basic principles for the successful adaptation of heuristics in difﬁcult
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optimization problems. We present these principles for the threshold accepting algorithm with its particularly simple structure. We consider a minimization problem on a subset  of Rk : min f (x), x∈



 ⊂ Rk .



(3.3)



For applications to discrete optimization problems, see, e.g., Section 3.5.1.



3.4.1 Implementation The implementation of the threshold accepting algorithm involves the deﬁnition of the objective function, the neighborhood, and the threshold sequence. Moreover, one has to specify the number of restarts nrestarts (Algorithm 12 below provides the pseudo-code for the implementation with restarts), the number of rounds nrounds in which the threshold is reduced to zero, and the number of steps nsteps the algorithm searches neighbor solutions for a given value τr of the threshold. Then, the number of iterations per restart is given by I = nrounds × nsteps . 3.4.1.1 Objective function and constraints Local search essentially proceeds in successive evaluations and comparisons of the objective function, and therefore the performance of the heuristic crucially depends on its fast calculation. To improve this performance, the objective function should, whenever possible, be locally updated, i.e., the difference = f (x n ) − f (x c ) between the value of the objective function for a current solution x c and a neighbor solution x n should be computed directly by updating f (x c ) and not by computing f (x n ) from scratch. If possible, local updating will also improve the performance of population-based algorithms. However, local updating requires a detailed analysis of the objective function. In the ﬁelds of statistics and econometrics, we are only aware of the applications to experimental design by Fang et al. (2003) and Fang et al. (2005) making use of local updating. We use the classical traveling salesman problem from operations research to describe the idea of local updating. The problem consists in ﬁnding a tour of minimum length going through a given number of cities. Starting with some random tour, a local modiﬁcation is given by exchanging the sequence of two cities in the tour. Obviously, the length of the new tour has not to be calculated from scratch, but can be obtained from the length of the previous tour by subtracting the length of the removed links and adding the length of the new links. The speedup will be considerable as soon as the number of cities becomes large. In the presence of constraints, the search space  is a subspace  ⊂ Rk . The generation of starting and neighbor solutions that are elements of  might be difﬁcult, in particular if  is not connected. Therefore, Rk should be used as search space and a penalty term added to the objective function if x ∈ . In order to allow the exploration of the whole search space, the penalty term is usually set at small values at the beginning of an optimization run. It is increased with the number of rounds to rather high values at the end of the run to guarantee that the ﬁnal solution is a feasible one. If expressed in absolute terms, this scheme of penalty terms has to be adjusted for every application. Alternatively, one might use relative penalty terms allowing for more general implementations.
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The handling of constraints is also an issue in population-based algorithms unless all operators can be constructed in a way that guarantees that only feasible solutions can result. 3.4.1.2 Neighborhood deﬁnition The objective function should exhibit local behavior with regard to the closer neighborhood, denoted N(x c ), of a solution x c . This means that for elements x n ∈ N(x c ), the objective function should be closer to f (x c ) than for randomly selected points x r . Of course, there is a tradeoff between large neighborhoods, which guarantee nontrivial projections, and small neighborhoods with a real local behavior of the objective function. For real-valued variables, a straightforward deﬁnition of the neighborhood is given by means of ε-spheres N(x c ) = {x n | x n ∈ Rk and x n − x c  < ε}, where  ·  denotes the Euclidean metric. In the case of a discrete search space, one might use the Hamming metric instead (Hamming 1950). A drawback of this deﬁnition in the Euclidean case is that the generation of elements in N(x c ) might be computationally costly. A simpler method consists in considering hyper-rectangles, possibly only in a few randomly selected dimensions, i.e., to select randomly a subset of elements xic , i ∈ J ⊂ {1, 2, . . . , k} for which xin − xic  < ε. For many applications a choice with #J = 1, i.e., where we modify a single element of x c , works very well. 3.4.1.3 Threshold sequence The theoretical analysis of the threshold accepting algorithm in Alth¨ofer and Koschnick (1991) does not provide a guideline on how to choose the threshold sequence. In fact, for a very small problem, Alth¨ofer and Koschnick (1991, p. 194) even show that the optimal threshold sequence is not monotonically decreasing. Nevertheless, for applications in econometrics, two simple procedures seem to provide useful threshold sequences. First, one might use a linear schedule decreasing to zero over the number of rounds. Obviously, for this sequence, only the ﬁrst threshold value is subject to some parameter tuning. Second, one might exploit the local structure of the objective function for a data-driven generation of the threshold sequence. A motivation for this second approach can be provided for a ﬁnite search space. In this case, only threshold values corresponding to the difference of the objective function values for a pair of neighbors are relevant. Given the number of elements in real search spaces, it is not possible to calculate all these values. Instead, one uses a random sample from the distribution of such local differences. This procedure can also be applied to the cases of inﬁnite and continuous search spaces. Algorithm 11 provides the details of the procedure. One starts with a randomly selected point x c ∈ , chooses a randomly selected neighbor x n ∈ N(x c ), and calculates the absolute value of the difference in the objective function = |f (x c ) − f (x n )|. Next, x c is replaced by x n and the steps are repeated a certain number of times ndeltas ≥ nrounds . The resulting empirical distribution of values is shown in Figure 3.5. For very large values of the threshold, the search procedure closely resembles a pure random search. Thus, it is often useful to consider only a lower quantile of the empirical distribution
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Figure 3.5 Empirical distribution of a sequence of values. To the nrounds = 10 equally spaced percentiles on the y-axis we have the corresponding quantiles on the x-axis, which constitute the threshold sequence τ .



Algorithm 11 1: 2: 3: 4: 5: 6: 7:



Generation of threshold sequence.



Randomly choose x c ∈  for i = 1 to ndeltas do Compute x n ∈ N(x c ) and i = |f (x c ) − f (x n )| xc = xn end for Compute empirical distribution F of i , i = 1, . . . , ndeltas Compute threshold sequence τr = F −1 ((nrounds − r)/nrounds ), r = 1, . . . , nrounds



function. Then, based on these values, the threshold sequence can be computed as proposed by Winker and Fang (1997) and used in several applications afterwards. It is given by the quantiles corresponding to a vector of equidistant percentiles Pi = (nrounds − i)/nrounds , i = 1, . . . , nrounds . Figure 3.5 also provides the threshold sequence τ for nrounds = 10 for the application presented in Section 3.5.2 below. Instead of considering the local changes of the objective function along a path through the search space as described in Algorithm 11, one might consider several restarts to produce different trajectories of shorter length, or – in the limit – generate all x c randomly. Obviously, when letting ndeltas tend to inﬁnity, all three methods should provide the same approximation to the distribution of local changes of the objective function. However, we do not have clear evidence for which method is best for small numbers of ndeltas . 3.4.1.4 Monitoring the algorithm To gain insight into the way the algorithm explores the search space, we recommend producing a plot of the function values accepted in the succeeding rounds. This provides information about how the algorithm moves. Figure 3.6 exhibits such a plot for an optimization using the thresholds determined in Figure 3.5. We observe that the amplitude of the uphill moves diminishes in the succeeding rounds. In the last round, no more uphill moves exist. The deﬁnition of the threshold sequence is closely related to the deﬁnition of the neighborhood. We suggest the following rule of thumb. The standard deviation of the
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Figure 3.6 Function values for accepted steps in the local search. The vertical lines correspond to the beginning of a new round. generated distances in Algorithm 11 should be of the same order of magnitude as the standard deviation of the function values accepted in statement 8 of Algorithm 12. For the example illustrated in Figures 3.5 and 3.6, the standard deviations are respectively 2.3 and 1.5. Figures 3.5 and 3.6 give important information about whether the algorithm is appropriately parameterized. For instance, an irregular shape (almost horizontal or vertical portions) of the cumulative distribution of the values is a clear signal for a bad local behavior of the objective function. The plot of the accepted function values for the objective function will, among other things, also help to judge whether the choice for nrounds and nsteps has been appropriate. Typically, the number of steps per round nsteps exceeds the number of nrounds by far. Suggested minimum values for nrounds are about 10. However, when the total number of iterations I becomes very large, nrounds might be increased as well to obtain a closer approximation to the empirical distribution function. One might think to choose nrounds proportional to I with a low factor of proportionality in this case. Obviously, the choice of I and, consequently, for given nrounds , the choice of nsteps is problem dependent. If the evaluation of the objective function is very expensive, this parameter will be kept as small as possible. 3.4.1.5 Restarts Although the expected value µI of the result improves with an increasing number of iterations I , the discussion above indicated that it might be reasonable to split available resources for several restarts nrestarts . Although we are not aware of any theoretical result allowing for general conclusions, our experience with quite different problem instances indicate that a number of restarts nrestarts ranging between 5 and 20 might be optimal for many applications. Optimality in this context means that, for given total computational resources C, using nrestarts restarts with I = C/nrestarts iterations for each restart will result in a smaller expected value of f for the best out of the nrestarts runs than using all resources for a single run. If the restarts are executed in a distributed computing environment, the optimal allocation of computing resources has to be considered differently. Again, the question is how to choose nrestarts and I in order to minimize execution time for a given quality of the result ψ I,r ) ≤ c. fsol = min f (ψ r=1,...,nrestarts
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Figure 3.7 Empirical distribution of results f (ψ ψ ). The values for I in the key label the curves from left to right. To illustrate how this question could be answered, let us consider in Figure 3.7 ψ I ) of a heuristic for increasing values of I . the empirical distribution of results f (ψ ψ I ) of a single execution We associate a Bernoulli random variable z to the solution f (ψ I ψ ) < c and z = 0 otherwise. For I = 10 000 and c = −1.265 we have where z = 1 if f (ψ ψ I ) = −1.265 in the p = P(z=1) = 0.727, which corresponds to the percentile of f (ψ empirical distribution. We now consider the random variable x, which counts the number ψ I ) < c out of nrestarts solutions. We know that x ∼ B(nrestarts , p) of solutions satisfying f (ψ is a binomial random variable. The probability for a solution being at least as good as fsol =



min



r=1,...,nrestarts



ψ I,r ) ≤ c f (ψ



is given by π = 1 − P(x=0),



(3.4)



from which it is possible to compute the number of restarts nrestarts necessary to obtain the desired quality c with a given probability π. For x ∼ B(n, p), we have P(x=0) = (1 − p)n and the number of restarts nrestarts we seek is given by the smallest positive integer n satisfying π ≤ (1 − p)n . Table 3.2 reproduces the values of nrestarts retrieved from Equation (3.4) for π = 0.99. We conclude that I = 1000 and nrestarts = 51 would be the best choice in a distributed computing environment with at least 51 nodes, whereas I = 2000 and nrestarts = 11 is the best choice if the restarts have to be executed serially. Finally, Algorithm 12 summarizes the implementation of the threshold accepting algorithm with restarts. The algorithm behaves quite robustly within a given class of problems and therefore in statement 2 the threshold sequence does not need to be recomputed for different executions with similar data. Table 3.2 Number of restarts and iterations for a given quality of the result. I
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Algorithm 12



TA algorithm with restarts.



1: Initialize nrestarts , nrounds , and nsteps 2: Compute threshold sequence τr (Algorithm 11) 3: for k = 1 : nrestarts do 4: Randomly generate current solution x c ∈ X 5: for r = 1 to nrounds do 6: for i = 1 to nsteps do 7: Generate x n ∈ N(x c ) and compute = f (x n ) − f (x c ) 8: if < τr then x c = x n 9: end for 10: end for sol 11: ξk = f (x c ), x(k) = xc 12: end for sol 13: x sol = x(k) , k | ξk = min{ξ1 , . . . , ξnrestarts }



3.4.2 Presentation of results Accepting the differences between the classical and the heuristic optimization paradigm has some implications on the presentation of results. In particular, all relevant information has to be provided, allowing for an assessment of the quality and robustness of results. Given the novelty of heuristic optimization-based approaches in econometric applications and the still limited number of publications in this ﬁeld, we do not pretend to describe a generally accepted standard. In fact, many publications so far have provided only selective information on the procedure and its properties. Nevertheless, a few aspects seem of particular interest in this context and should be reported for any application. Therefore, the issues mentioned in the following might be considered as a guideline to ensure the distribution of a minimum of information required to assess econometric results that are based on a heuristic optimization method. 3.4.2.1 Implementation details The actual implementation of the heuristic should be completely described, including all parameter settings. If a standard implementation is chosen, a reference to the literature might be sufﬁcient. Otherwise, it is recommended to provide pseudo-code of the implementation. Some examples are given in Section 3.2. Differences from standard implementations deserve a particularly detailed description. If possible, a reason should be given for any such departure from a standard approach. 3.4.2.2 Pretesting Typically, a preliminary test phase is run to choose appropriate parameter values for the heuristic. Preferably, this testing phase should follow some structured approach, e.g., a grid search over some parameter values. The approach followed should be documented. In any case, it is relevant to report the number of runs in this preliminary phase, as they will have an impact on the quality of the ﬁnal outcomes.
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3.4.2.3 Computational resources Authors should always clearly indicate how much computational resources have been spent for each of the results presented. In general, stochastic algorithms will be run repeatedly on a single problem instance. Then, the number of restarts and the number of iterations (generations) per restart should be indicated. Furthermore, information on the distribution of the results (in terms of values of the objective function and/or other variables of interest, e.g., parameter estimates) should be provided. This might be done using standard statistics such as mean, variance, and quantiles if only a small number of restarts has been considered, or by density plots similar to the example provided in Figure 3.4 in Section 3.3.1. 3.4.2.4 Rate of convergence As long as an implementation of a heuristic does not provide the global optimum with probability close to unity, an increase in computational resources spent (iterations/generations, restarts) should improve (expected) results. Since no theoretical results are available with regard to this convergence speed, empirical information is highly valuable. It might be provided by some graphical presentation or an econometric estimate of the rate of convergence as presented for an example in Section 3.3.2. 3.4.2.5 Generality of results Finally, for comparison with other methods, results on a single problem instance are not sufﬁcient. Either multiple real problem instances should be discussed or a Monte Carlo simulation study should be conducted. In the case of a Monte Carlo analysis, problem instances might be constructed in a way to allow for a response surface analysis of the results. Again, detailed information on the setup has to be provided.



3.5



Selected applications



The selected applications presented in the following subsections are not meant to present a complete analysis of the implementation of heuristics and the results obtained. Given the page constraint, they should rather provide an illustration of some of the issues addressed in the previous sections, while not all of the requirements mentioned in Section 3.4.2 can be met. The ﬁrst example describes the discrete problem of model selection in VAR models with an implementation of the threshold accepting heuristic. This example has been used to illustrate the stochastic dimension of working with optimization heuristics in Section 3.3. The second example compares implementations of threshold accepting and differential evolution for the continuous optimization problem stemming from high breakdown point estimation.



3.5.1 Model selection in VAR models A p-dimensional vector autoregressive process Xt is given by Xt =



K  k=1



 k Xt−k + ε t ,



(3.5)
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where ε t ∼ N (0,  ). The matrices  k provide the autoregression coefﬁcients. In the following, we assume that all component time series in Xt are stationary. For a more detailed treatment of this type of multivariate time-series model, estimation issues, and interpretation of results, the interested reader is referred to Chapter 8 in this volume (L¨utkepohl 2009). Here, we assume that a maximum lag length K0 can be derived either from economic theory or from some rule of thumb based on the number of available observations. Then, for a given realization of the process (X1 , . . . , XT ), the model selection problem consists in identifying K along with those elements of  k , k = 1, . . . , K, that are nonzero in the process given by Equation (3.5). Consequently, the search space can be described by the 2 set  = {0, 1}p ×K0 , where a zero corresponds to a parameter constrained to be zero, and a one to a parameter to be estimated freely. For this model selection problem, different objective functions can be considered. Information criteria represent one standard approach by weighting the model ﬁt (as ˆ against the measured by the determinant of the ﬁtted residual covariance matrix ) number of nonzero parameters l. For the application presented in this subsection, the ˆ + (l ln T )/T is used (Schwarz Bayesian or Schwarz information criterion BIC = ln || 1978). However, using a different information criterion does not require any change of the implementation besides replacing the objective function. Given that  is ﬁnite, the optimization problem can be solved by complete enumeration of all elements of  and choosing the lag structure corresponding to the lowest value of the information criterion. However, even for modest values of p and K0 , the number of 2 possible lag structures (2p ×K0 ) precludes this naive approach. In applied research, often only a small subspace of  is considered by choosing only Kmax and allowing all elements in  k to be estimated freely for k = 1, . . . , Kmax . Obviously, for a given K0 , only K0 different models have to be compared in this constraint research space, which is feasible with enumeration. However, there is no reason to expect that the optimal lag structure in  happens to fall in this small subset. Hence, the application of a threshold method or another optimization heuristic suitable for discrete search spaces appears indicated. The deﬁnition of neighborhoods on  is straightforward using ε-spheres deﬁned by the Hamming distance (Hamming 1950). Intuitively, two lag structures with a Hamming distance of 2 just differ with regard to the constraints on two elements of the  matrices. One might reﬁne these neighborhoods, e.g., by imposing further restrictions on the elements that might be exchanged in a single step (Winker 2000, p. 92). Here, we stick to the standard case. Then, we just have to choose a value of ε large enough to avoid getting stuck in a bad local minimum and small enough to result in a guided local search. The second column of Table 3.3, labeled σ N , exhibits the standard deviation of the generated distances in Algorithm 11 for the model selection problem and different choices of Hamming distances ε. For this simulation, nsteps was set to 500 to obtain reliable estimates. As expected, this standard deviation increases with increasing size of the neighborhood. The third column, labeled σaccepted , provides the standard deviation of the function values accepted during the runtime of the algorithm for I = 5000. According to the rule of thumb discussed in Section 3.4.1, a Hamming distance of 4 appears to be an adequate choice for this problem.
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Table 3.3 Standard deviation of local changes and accepted solutions. Hamming distance 2 4 6



σ N



σaccepted



0.1706 0.2578 0.2916



0.9569 0.5961 0.7932



The threshold sequence is constructed as described in Algorithm 11 with nsteps = 100. From the ordered absolute values of differences, only the lower 30 percentile is used as threshold sequence, resulting in nrounds = 30. For the results presented in Section 3.3, a rather small problem instance with p = 3 and K = 3 has been considered. The problem instance exhibits different lag structures for the three equations and ‘holes’ such that the standard approach cannot result in a proper model selection. The model selection procedure is applied to simulated data from this process of length T = 100. For the optimization, we set K0 = 5. When considering a single realization of the process, we ﬁnd that the overall best solution is found four times for I = 500 iterations, 18 times for I = 1000, 217 times for I = 5000, and 332 times for I = 10 000 iterations when considering nrestarts = 1000 restarts. At the same time, the mean relative deviation from this best solution decreases from 22% for I = 100 to 1.3% for I = 10 000 iterations. Given the low number of observations of the realization of the process, it should not be expected that the model with the lowest value of the information criterion found by the heuristic corresponds to the true data generating process. The heuristic just delivers the best – or at least a good – approximation for the given realization. Of course, a test of the properties of the presented application has to be based on a much larger set of different model structures and realizations for a given model structure. However, this is beyond the present contribution. More details on model selection in VAR models, including a much more comprehensive set of simulations, can be found in Winker (2001, chapter 12). A generalization of the approach to nonstationary time series, i.e., in a VEC modeling context, is presented by Winker and Maringer (2004) using a model selection criterion proposed by Chao and Phillips (1999) for (co-)integrated series and the estimator proposed by Ahn and Reinsel (1990) (Bauer and Wagner (2002) propose an alternative estimator that might also be used in the context of model selection for (co-)integrated time series). According to their ﬁndings, adequate modeling of the autoregressive part of the model, e.g., by means of optimization heuristics, might have a strong impact on the correct identiﬁcation of long-run relationships.



3.5.2 High breakdown point estimation This section builds on a presentation given by M. Gilli and A. Marazzi at the 3rd IASC World Conference in Limassol, Cyprus, 28–31 October 2005. We consider the linear
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regression model  θ1   · · · xip  ...  + i , θp 



 yi = xi1



i = 1, . . . , n,



(3.6)



where θ ∈ Rp are the parameters and  ∼ N(0, σ 2 I ) is the disturbance vector. The breakdown point of an estimator is deﬁned as the smallest percentage of contamination in the data that may cause the estimator to be affected by an arbitrary bias (Hampel et al. 1986, chapter 2). The breakdown point for ordinary least squares is 0% but regression estimators with maximum breakdown point of 50% have been proposed. Unfortunately, the optimization problems corresponding to such high breakdown estimators cannot be solved as easily as is the case with least squares. Indeed, the objective functions are nonconvex and have multiple local minima. Over the past two decades, many algorithms have been proposed to solve the problem, e.g., Marazzi (1992) and Rousseeuw and Driessen (2000). These methods are based mainly on resampling techniques. More recently, the algorithms have been improved for faster execution, e.g., by Salibian-Barrera and Yohai (2006) and Rousseeuw and Driessen (2002). The resulting algorithms are complex ad hoc procedures. We demonstrate that standard heuristic optimization techniques can solve these problems easily. Atkinson and Weisberg (1991) have been among the ﬁrst to use heuristics in this context. To keep this presentation as short as possible, we concentrate on the example of the least median of squares (LMS) estimator deﬁned as θˆLMS = argmin QLMS (θ ), θ
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Figure 3.8 Structure of the data.
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Figure 3.9 Shape of function QLMS for p = 2.



where QLMS (θ ) = med(r12 , . . . , rn2 ) is the median of the squared residuals ri2 = (yi − xi,· θˆ )2 , with i = 1, . . . , n. Other estimators are the least trimmed squares and the S-estimator. To illustrate the computation of an LMS estimator, we use a data generation process that has been borrowed from Salibian-Barrera and Yohai (2006). We consider the model of Equation (3.6) where 90% of the observed variables are i.i.d. (independent and identically distributed) standard normally distributed (gray zone in the scheme in Figure 3.8) and therefore θi = 0, for i = 1, . . . , p. The remaining 10% are constituted by outliers corresponding to slopes θ2 = M/100 and θj = 0 for j = 2. The structure of the data is summarized in Figure 3.8. In the following, we generate such data for n = 100, p = 10, and M = 190, and compute the LMS estimators, which should not be affected by the outliers, i.e., none of the estimated parameters θˆi , i = 1, . . . , p, should be signiﬁcantly different from zero. Figure 3.9 illustrates the nonconvex shape of the objective function to be minimized. The left panel corresponds to data generated with the artiﬁcial model described above. From the ﬁgure, one can recognize the local minimum corresponding to estimates of θˆ2 with value M/100 = 1.9. The objective function in the right panel is related to real data from a biomedical application (Brown and Hollander 1977). We now proceed with the description of the implementation of the threshold accepting algorithm for this optimization problem with a continuous objective function. The objective function F (θ ) has already been deﬁned and is computed as ri2 = (yi − Xi,· θ )2 , i = 1, . . . , n F = med(r12 , . . . , rn2 )



and a solution θ n in the neighborhood of a current solution θ c is generated with a mechanism deﬁned as θn = θc Uniformly select i ∈ {1, . . . , p} Generate uniform random variable u ∈ [−h, h] θin = θic + u × (1 + |θic |)
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Figure 3.10 Empirical distribution of the value of the objective function of 200 solutions for TA, DE, and PS. where h has been set to 0.40. The threshold sequence is then generated following Algorithm 11 with nrounds = 10 and nsteps = 2500. Figure 3.5 shows the computed threshold sequence and Figure 3.6 the accepted function values for an execution of the threshold accepting algorithm. This continuous optimization problem can also be solved with a population-based method such as differential evolution or particle swarm. For both algorithms the objective function remains unchanged. In order to make the comparison fair, the size of the population and the number of generations has been set to nP = 100, respectively nG = 250, resulting in an overall number of function evaluations of 25 000, which corresponds to the nrounds × nsteps evaluations in the TA algorithm. The algorithm parameters for the differential evolution algorithm have been set to CR = 0.8 and F = 0.75, and c = 2 for the particle swarm algorithm, respectively. For both algorithms the initial population of solutions has been initialized in the domain θi ∈ [−3, 3], i = 1, . . . , p. Figure 3.10 shows the empirical distribution of the value of the objective function at the solution found by the threshold accepting, differential evolution, and particle swarm algorithms for 200 executions. All solutions identify the presence of outliers, i.e., none of the estimated θˆ2 approach the value M/100 = 1.9. From Figure 3.10 we conclude that for this case population-based methods (and in particular particle swarm optimization) produce slightly better solutions than TA. The very small variance of the solutions also indicates that we only need a very limited number of restarts, say 10, to obtain with high probability a solution identifying the outliers. Execution times per restart for our implementation in Matlab R2006a on an Intel U2500 1.20 GHz processor are 4 seconds for TA, 3.5 seconds for DE, and 1.5 seconds for PS. For the same parameter settings, we also tried the Matlab function devec3 of Rainer Storn, downloadable from http://www.icsi.berkeley.edu/ storn/code.html. With parameter strategy equal to 2, the function produced similar results in the same execution times.



3.6



Conclusions



In this contribution, the use of optimization heuristics in econometrics is motivated by the fact that many optimization problems in econometrics cannot be dealt with adequately using classical tools. Instead of simplifying the model, searching for alternative work-arounds or using highly speciﬁed algorithms, we propose to employ general optimization heuristics.
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The chapter provides an overview of some of the most commonly used optimization heuristics in ﬁelds close to econometrics, e.g., in statistics and ﬁnance. Furthermore, a classiﬁcation of the basic algorithms and possible hybrids provides a base for selection of the algorithms that might be most suitable for a speciﬁc problem instance. In traditional applications of optimization heuristics in operations research, engineering, and related ﬁelds, the inherent randomness of the results does not seem to play a major role. However, econometricians appear to be very anxious about this stochastic component. Therefore, a formal approach is proposed to deal with this additional source of randomness in the context of econometric applications. Obviously, our contribution provides only a few preliminary insights and might point towards issues deserving additional research. Nevertheless, the results presented indicate that it might be possible to include the randomness stemming from the application of optimization heuristics in the usual econometric analysis. Another major obstacle to a more widespread use of optimization heuristics appears to be that few standard applications are available and most algorithms require some parameter tuning for a speciﬁc problem instance. In a section devoted to implementation issues, we tried to summarize our (limited) knowledge about these issues and to provide guidelines to the potential user of such methods. According to our understanding, it is equally important for a more general use of the heuristic methods that authors and editors become more careful about the presentation of the results. Again, we presented some guidelines without claiming that they represent a complete set. The chapter is complemented by the short description of two applications in econometrics, one for a discrete optimization problem in model selection, and the second for a continuous optimization problem. The results indicate that these methods represent a valuable extension of the econometrician’s toolbox when it comes to modeling and estimating slightly more complex problems than standard linear least squares. We are conﬁdent that, given their performance, the methods will become a standard tool once a common standard for presentation and evaluation of the results and their randomness has been developed and is generally accepted.
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Algorithms for minimax and expected value optimization Panos Parpas and Berc¸ Rustem



4.1



Introduction



In many areas where optimization methods can be fruitfully applied, worst case analysis can provide considerable insight into the decision process. The fundamental tool for worst case analysis is the continuous minimax problem. In this chapter we introduce the minimax problem and discuss algorithms for its solution. Both local and global methods are discussed. A related paradigm is expected value and variance optimization of stochastic systems. We also describe an algorithm for the solution of such problems. The continuous minimax problem arises in numerous disciplines, including n-person ˇ games (Rosen 1965), ﬁnance (Rustem and Howe 2002), economics (Zakovi´ c et al. 2002), and policy optimization (Becker et al. 1986). In general, they are used by the decision maker to assess the worst case strategy of the opponent and compute the optimal response. The opponent can also be interpreted as nature choosing the worst case value of the uncertainty, and the solution would be the strategy that ensures the optimal response to the worst case. Neither the robust decision maker nor the opponent would beneﬁt by deviating unilaterally from this strategy. An important issue is the price paid for guaranteed robustness resulting from minimax. The robust policy is compared with expected value optimization and the performance of the latter when the worst case materializes. This is intended to provide a basis for Handbook of Computational Econometrics  2009 John Wiley & Sons, Ltd
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justifying the choice between robustness and expected value optimization. Our aim in this chapter is to provide an algorithmic framework for worst case analysis and expected value optimization. We describe some algorithmic approaches, and analyze the results obtained by the application of the algorithms to an economic model. For a review of algorithms to worst case analysis, we refer the interested reader to Rustem and Howe (2002, and references therein). Consider the following problem: min max{f (x, y) | g(x) = 0, x ≥ 0}, x



y∈Y



(4.1)



where Y is a compact subset of Rm , x ∈ Rn , f (x, y) is continuous in x and y, and twice continuously differentiable in x, and g : Rn → Rk is continuous and twice differentiable in x. We will denote the feasible region with Xf = {x ∈ Rn | g(x) = 0, x ≥ 0}. When the maximizer y is deﬁned on a discrete set, problem (4.1) becomes a discrete minimax problem, and algorithms for solving such problems have been considered by a number of authors, including Womersley and Fletcher (1986), Polak et al. (1991), Rustem and Nguyen (1998), and Obasanjo and Rustem (2005). The continuous problem (4.1) arises in numerous disciplines, including n-person ˇ games (Rosen 1965), ﬁnance (Rustem and Howe 2002), economics (Zakovi´ c et al. 2002), and policy optimization (Becker et al. 1986). In general, they are used by the decision maker to assess the worst case strategy of the opponent and compute the optimal response. The opponent can also be interpreted as nature choosing the worst case value of the uncertainty, and the solution would be the strategy that ensures the optimal response to the worst case. Neither the robust decision maker nor the opponent would beneﬁt by deviating unilaterally from this strategy. The solution of problem (4.1) can be characterized as a saddle point when f (x, ·) is convex in x and f (·, y) is concave in y. A survey of algorithms for computing saddle points can be found in Demyanov and Pevny˘ı (1972) and Rustem and Howe (2002). A review of solution methods for general nonsmooth problems using generalized Newton methods can be found in Pang and Qi (1993). We will discuss two algorithms for the solution of continuous minimax problems. The ﬁrst algorithm is local, while the second is global. To the authors’ knowledge, no algorithms exist for the global solution of the problem in (4.1). The algorithm presented here assumes that f and g are polynomials. The details of the algorithm were given in Parpas and Rustem (2009). In Section 4.3 we will give a self-contained introduction to the method. We will ﬁrst discuss a local algorithm, i.e. the algorithm can compute local minima of (4.1).



4.2



An interior point algorithm



We consider an algorithm in which f (x, y) is not necessarily convex in x and concave in y. Previous attempts to solve this problem have mostly focused on unconstrained problems (Demyanov and Pevny˘ı 1972; Kiwiel 1987; Rustem and Howe 2002), with notable exceptions such as Breton and El Hachem (1995), who use projected subgradient and bundle methods. An earlier attempt to solve a similar problem, with decoupled constraints (i.e. constraints that only contain either x or y), was made by Sasai (1974). Among recent work is that of Polak et al. (2003), where a smoothing technique (using
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exponential penalty functions) is applied to a ﬁnite (discrete) minimax problem. This work has been extended in Polak and Royset (2003), where the smoothing technique is applied to solving ﬁnite and semi-inﬁnite min–max–min problems. The approach presented here uses an interior point methodology and an adaptive penalty merit function to encourage feasibility and descent. It differs from the above in the general framework as well as the choice of the barrier and merit functions. The algorithm combines the desirable aspects of semi-inﬁnite programming with descent steps for the max function based on subgradients and a merit function. Semi-inﬁnite programming performs well when the set of maximizers Y (xk ), at some xk , is stable in that the maximizers do not change at every iteration. Additionally, maximizers are used to generate subgradients. Helpful descent steps can then be performed provided that a sufﬁcient number of maximizers are known, so that the merit function can be reduced further. If Y (xk ) changes radically at every iteration, as in the case when f (x, y) is concave in y and there usually is a different unique maximizer corresponding to every x, a gradient-based descent direction can perform signiﬁcantly better. As also mentioned in Zhou and Tits (1996), there are clearly computational difﬁculties regarding a step size strategy to be overcome, and these are discussed later. However, semi-inﬁnite programming steps and a subgradient-based approach can complement each other rather well in accumulating maximizer information and in expediting progress through descent directions, respectively. The semi-inﬁnite programming formulation (4.1) is given by min {τ | f (x, y) − τ ≤ 0, ∀y ∈ Y },



x∈Xf ,τ



(4.2)



which has an inﬁnite number of constraints corresponding to the elements in Y . In the formulation above we assume that Y is a compact subset of Rm , x ∈ Rn , f (x, y) is continuous in x and y, and twice continuously differentiable in x, and g : Rn → Rk is continuous and twice differentiable in x. Other recent contributions in this area are by Lawrence and Tits (1998) and Stein and Still (2003), where sequential quadratic programming and interior point techniques are considered for generalized semi-inﬁnite problems. One strategy for problems with an inﬁnite number of constraints is through discretization. Under this framework, the original problem is replaced by a problem with a ﬁnite number of constraints. There are a number of discretization schemes, exchange methods, or methods based on local reduction (Hettich and Kortanek 1993). Polak (1997) discusses discretization and ﬁner consistent approximations of the original semi-inﬁnite problem through epigraphs and epiconvergence, which we also introduce later in this chapter. Convergence is established through a sequence of solutions to the discretized problems, assuming that such sequences have an accumulation point. The present approach augments the discretization scheme by a procedure to generate a descent direction and a merit function to stabilize progress towards the solution. This allows a direct convergence result for the algorithm. The convergence analysis of the algorithm can be found in Rustem et al. (2008b). Let x i denote the ith element of vector x. The penalty formulation to ensure feasibility regarding the inequality constraints on the slack variable is realized using a barrier function such as − log(x i ). The framework for solving the problem is closely related to the interior point literature (e.g. Akrotirianakis and Rustem 2005; El-Bakry et al. 1996).
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The transformed minimax problem, for x > 0, is given by    n   i  log(x )g(x) = 0 . min max f (x, y) − µ x



y∈Y



(4.3)



i=1



We deﬁne the augmented objective function as  c log(x i ), P (x, y; c, µ) = f (x, y) + g(x)22 − µ 2 n



(4.4)



i=1



and the merit function  as the maximum of the augmented objective (4.4), (x; c, µ) = max P (x, y; c, µ). y∈Y



(4.5)



The algorithm discussed below solves problem (4.1) and is based on a sequence of optimization problems characterized by penalty parameter c ≥ 0 and barrier parameter µ ≥ 0. To establish ﬁrst-order necessary conditions for the solution of (4.1), we deﬁne the max function (x), (x) = max f (x, y),



(4.6)



y∈Y



and the following set of maximizers at x: Yˆ (x) = {y ∈ Y | f (x, y) = (x)}.



(4.7)



Given the maximizers y ∈ Yˆ (x) and using the fact that the maximum over a set of scalars is equal to the maximum over their convex combination, (4.3) can be equivalently expressed as     n   β y f (x, y) − µ log(x i )g(x) = 0 , (4.8) min max x



β∈B



i=1



y∈Yˆ (x)



y



where β is the element of β corresponding to maximizer y and     y y  β = 1, β ≥ 0 . B = β



(4.9)



y



A similar reasoning can be applied to the merit function (x; c, µ):  (x; c, µ) = max β y P (x, y; c, µ).



(4.10)



y∈Yˆ (x)



We summarize the three deﬁnitions related to the objective function: (x) = max f (x, y), y∈Y



 c log(x i ), P (x, y; c, µ) = f (x, y) + g(x)22 − µ 2 n



i=1



(x; c, µ) = max P (x, y; c, µ). y∈Y



(4.11)
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4.2.1 Subgradient of (x) and basic iteration Problem (4.6) poses several difﬁculties. First, (x) is in general continuous but might not be differentiable. In accordance to Bertsekas (1975), when  has multiple maximizers for a given x, we say that the function has a kink at this point. At a kink, the maximizer is not unique and the choice of subgradient to generate a search direction is not simple. Second, (x) may not be computed accurately, as it would require inﬁnitely many iterations of an algorithm to maximize f (x, y). We generate descent directions for (4.5) using maximizers from the set Yˆ (x). The use of local, or an insufﬁcient number of global, maxima cannot ensure a monotonic decrease in (x). In order to overcome the above issues, the proposed algorithm uses semi-inﬁnite programming steps that: (i) involve the solution of a discrete minimax problem; (ii) are initiated to complement the interior point algorithm descent procedure and to prevent the penalty parameter increasing indeﬁnitely; and (iii) have an additional role in the epiconvergent (see discussion below) procedure to glean information about maximizers and construct an effective algorithm robust to the existence of single or multiple maximizers. To clarify the relationship between the original problem (4.1) and the approximation (4.22), we restate these using the following epigraphs: E = {(x 0 , x) | x ∈ Xf , x 0 ≥ (x)},



(4.12)



Ei = {(x , x) | x ∈ Xf , x ≥ Yi (x)}.



(4.13)



0



0



Given the epigraphs E and Ei in (4.13), the problems (4.1) and (4.22) can be reformulated as follows: min x 0 ,



(4.14)



min x 0 .



(4.15)



(x 0 ,x)∈E



and (x 0 ,x)∈Ei



It can be seen, from (4.14) and (4.15), that the two problems differ only in the constraint set. For the sequence of problems (4.15) to approximate (4.14) well, Ei must converge to E. Deﬁnition The sequence of approximating problems (4.15) epiconverges to the problem (4.14) if the epigraphs Ei converge to the epigraph E in the following sense: lim Ei = lim Ei = E. The main consequence of epiconvergence is the convergence of the procedure established in Polak (1997) and Rockafellar and Wets (1998). The subdifferential of the max function (x) can be expressed as:  ∂(x) = conv{∇x f (x, y) | y ∈ Yˆ (x)} = β y ∇x f (x, y). (4.16) y∈Yˆ (x),β∈B
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Similarly, the subdifferential of the merit function is: ∂(x; c, µ) = conv{∇x P (x, y; c, µ) | y ∈ Yˆ (x)}.



(4.17)



We call elements of the subdifferentials given above subgradients. For non-unique maximizers y ∈ Yˆ (x), by Caratheodory’s theorem (Rockafellar 1997), a vector ∇ (x; c, µ) ∈ ∂(x; c, µ) can be characterized with at most (n + 1) vectors ∇x P (x, y; c, µ) ∈ ∂(x; c, µ) so that  c β y ∇x f (x, y) + ∇g(x)t g(x) − µX−1 e, (4.18) ∇(x; c, µ) = 2 y∈Yˆ (x),β∈B



where e is a vector of ones, and X−1 is the diagonal matrix, deﬁned as   1 1 1 X−1 = diag 1 , 2 , . . . , n . x x x Similarly, we have 



∇(x) =



β y ∇x f (x, y).



(4.19)



y∈Yˆ (x),β∈B



Note that, using the deﬁnition above, ∇(x) is a vector. The determination of β y is discussed later. A discussion on the optimality conditions for minimax problems can be found in Rustem and Howe (2002). A problem that the set Yˆ (x) poses is that it can be of inﬁnite cardinality. For example, the problem min max (x − 1)2 y x∈R −2≤y≤2



(4.20)



has an inﬁnite number of solutions, as every pair (x ∗ , y ∗ ) = (1, y) is a solution. To avoid such problems, we use the discretization described below. Instead of using the whole set of maximizers at x, Yˆ (x), starting with y0 ∈ arg max f (x0 , y) y∈Y



we deﬁne the sets Yi ⊂ Y so that Y0 = {y0 }, yi ∈ arg max f (xi , y), y∈Y



Yi = Yi−1 ∪ yi ,



(4.21)



i = 1, 2, . . . .



Now, it is possible to deﬁne a ﬁnite set of maximizers at the current point xk : Y (xk ) = {y ∈ Yk | f (xk , y) = (xk )}. Note that Yk contains at least one maximizer from Yˆ (xk ) and therefore Yk ⊂ Yˆ (xk ). Table 4.1 summarizes the various maximizer concepts introduced in this work.



AN INTERIOR POINT ALGORITHM



127



Table 4.1 Maximizer concepts. Set



Deﬁnition



Yˆ (x) Yk



Yˆ (x) = {y ∈ Y | f (x, y) = (x)} set of potential maximizers accumulated from x0 to xk



The cardinality of Y (xk ) is denoted by nmax = |Y (xk )|. For any compact set Yi ⊂ Y , let Yi (x) ≡ maxy∈Yi f (x, y). Then, for any x ∈ Rn , we have Yi (x) ≤ (x) = Y (x). The original problem (4.1) is approximated with a ﬁnite number of maximizers: min Yi (x),



x∈Xf



i = 0, 1, 2, . . . .



(4.22)



The difﬁculties associated with (x) and possible large numbers of maximizers are addressed through a number of methods based on the characterization of maximizers of f (x, y). Another related difﬁculty is the potentially costly evaluation of (x) during line search, required to ensure global convergence. A class of algorithms, including Demyanov and Maloz¨emov (1990), Hager and Presler (1987) and Zhou and Tits (1996), are based on approximating (x) by progressively increasing the number of discretization points. The algorithm presented here invokes Caratheodory’s theorem (Rockafellar (1997)), to characterize the search direction with a small number of maximizers that would ensure convergence. In Rustem and Howe (2002) they consider an algorithm that deﬁnes a direction of progress for (x) based on the maximizers at x corresponding to the minimum norm subgradient of ∇x f (x, ·) and a Hessian approximation. The algorithm extends the ﬁrst-order approach of Panin (1981) and Kiwiel (1987) to quasi-Newton descent directions, and also attempts to deal with the problem of multiple maximizers. The Lagrangian associated with (4.3) is   n  L(x, y, λ; µ) = max f (x, y) − µ log(x i ) − λt g(x) . (4.23) y∈Y



i=1



Consider the diagonal matrix X = diag(x1 , x2 , . . . , xn ) and the column vector e = [1, 1, . . . , 1]t ∈ R n . The ﬁrst-order optimality condition for the problem (4.3) is given by ∇(x) − µX−1 e − ∇g t (x)λ = 0,



g(x) = 0,



(4.24)



where ∇(x) is a subgradient of (x), and its evaluation is considered in the next section. Invoking the nonlinear transformation z = µX−1 e yields F = [∇(x) − z − ∇g t (x)λ, g(x), XZe − µe]T = 0,



(4.25)



where F = F (x, λ, z; µ) and Z is the diagonal matrix Z = diag(z1 , z2 , . . . , zk ). These equations represent the perturbed optimality conditions for problem (4.1). We note that F = F (x, λ, z; 0), x ≥ 0, z ≥ 0, represent the optimality conditions. Returning to
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the original problem with equality and non-negativity constraints, (4.1), we deﬁne the Lagrangian Lec (x, z, λ) = (x) − zt x − λt g(x),



(4.26)



where z ∈ {v ∈ R n | v ≥ 0} is the multiplier vector corresponding to x ≥ 0. The Lagrangian (4.26) is deﬁned over a set of maximizers. Its subgradient is deﬁned as the convex combination of the gradients corresponding to the set of maximizers. A consistent Hessian deﬁnition, mentioned below, is based on the convex combination of the Hessians corresponding to the maximizers.1 The primal–dual interior point algorithm is essentially the Newton or quasi-Newton method for solving approximately the perturbed conditions (4.25) for a ﬁxed value of µ. The Newton system for (4.25) above is      Hk −∇gkt −I xk ∇(xk ) − zk − ∇gkt λk      0 0   λk  = −  gk (4.27)  ∇gk , Zk 0 Xk zk Xk Zk e − µe where Hk is a positive deﬁnite approximation of the Hessian of the Lagrangian (4.26). The Hessian Hk is approximated using the updating formula suggested by Powell (1978). Using matrix–vector notation, (4.27) can be expressed as ∇Fk wk = −Fk , where wk = (xk , λk , zk ), wk = ( xk , λk , zk ), and Fk = F (xk , λk , zk ; µ). The solution of (4.27) is given by −1 t xk = −1 k ∇gk λk − k hk ,



λk = zk =



−1 t −1 −[∇gk −1 k ∇gk ] (gk − ∇gk k hk ), −zk + µXk−1 e − Xk−1 Zk xk ,



(4.28) (4.29) (4.30)



where k = Hk + Xk−1 Zk , and hk = ∇(xk ) − µXk−1 e − ∇gkt λk . Introducing two new matrices, Mk and Pk , given by t Mk = ∇gk −1 k ∇gk



−1 t and Pk = (I − −1 k ∇gk Mk ∇gk ),



(4.31)



the ﬁrst two equations of the system (4.29) can be written as −1 −1 −1 xk = −Pk −1 k (∇(xk ) − µXk e) − k ∇gk Mk gk



λk =



−Mk−1 (gk



−



∇gk −1 k hk ).



(4.32) (4.33)



Starting from an initial point w0 , the algorithm generates a sequence {wk }: wk+1 = wk + αk wk ,



k = 0, 1, 2, . . . .



(4.34)



In order to maintain feasibility of wk+1 , the algorithm needs to ensure that xk+1 , zk+1 > 0. In Zhang and Tapia (1992) and Zhang et al. (1993), a single step size is used for all variables. In Yamashita and Yabe (1996), different step size strategies are suggested. The algorithm in this paper uses a merit function with an adaptive penalty parameter and 1



The algorithm utilizes a positive deﬁnite approximation to this Hessian.
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αk = (αxk , αzk , αzk ), where αxk and αzk are different step sizes for the primal x variables and dual pair λ, z, respectively. The algorithm generates a descent direction based on a subgradient of (x) and an approximate Hessian, in the presence of possible multiple maximizers of (4.5) or (4.6). It uses a switching scheme between a continuous minimax-based interior point algorithm incorporating a minimum-norm subgradient and a discrete minimax formulation appropriately incorporating epigraphs to determine potential multiple maximizers. The overall iterative process is in two stages. First, (4.3) is solved for µ ﬁxed – this is the inner iteration. Once (4.3) is solved, µ is reduced, the convergence criterion is checked (outer iteration) and, if necessary, another inner iteration is performed. 4.2.1.1 Computing subgradients of (x) In general (x; c, µ) is continuous but may have kinks, so it might not be differentiable. At a kink, the maximizer is not unique and the choice of subgradient to generate a search direction is not simple. The quasi-Newton direction in this chapter is based on the combination of the gradients corresponding to the multiple maximizers that ensures descent. The quadratic approximation to P (x, y; c, µ) in (4.4) at xk is given by Pk ( xk , y; c, µ) = P (xk , y; c, µ) + x t ∇x P (xk , y; c, µ) + 12  xk 2Hk .



(4.35)



We consider two approaches for determining β. The ﬁrst is motivated by the selection of the worst case descent direction based on a combination of possible maximizers y ∈ Y (xk ). In the presence of multiple maximizers, the new direction wk (βk ) is computed β β such that wk (βk ) = −(∇Fk k )−1 Fk k , where     β y ∇x f (xk , y) + ck ∇gkt gk − µXk−1 e βk = arg max xk (β)t β∈B



 + 12  xk (β)2Hk ,



y∈Y (xk )



(4.36)



which is a concave maximization problem in β. The direction xk , which is conditional on the given βk , is given by    y −1 −1 −1 xk (βk ) = −Pk k βk ∇x f (xk , y) − µXk e − −1 (4.37) k ∇x gk Mk gk , y∈Y (xk ) β



where Fk is deﬁned as   T y β Fk k = βk ∇x f (xk , y) − zk − ∇x gkt λk , gk , Xk Zk e − µe .



(4.38)



y∈Y (xk )



The solution to problem (4.36) is unique when the vectors ∇x f (xk , y), y ∈ Y (xk ), are linearly independent. Otherwise, a minimum norm βk is determined. The second approach to determining β is given by y



βk = 1, for some y = yk+1 ∈ Y (xk ),



(4.39)



y βk



(4.40)



= 0, ∀y = yk+1 , y ∈ Y (xk ).
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Table 4.2 Choices for ∇x (xk ) and ∇x (xk ; ck , µ) with y ∈ Y (xk ). ∇x (xk )



wk



∇x (xk ; ck , µ)



∇x f (xk , yk+1 )  y y βk ∇x f (xk , y)



wk (1) = −(∇Fk k )−1 Fk k β β wk (βk ) = −(∇Fk k )−1 Fk k



β =1



β =1



∇P (xk , yk+1 ; ck , µ)  y y βk ∇P (xk , y; ck , µ)



Thus, xk (1) corresponds to one element of βk being unity and the rest null. The choice of the corresponding maximizer is yk+1 = arg max { xk (1)t [∇f (xk , y) + c∇gkt gk − µXk−1 e] + 12  xk (1)2Hk }. y∈Y (xk )



(4.41)



The motivation for this choice is the selection of the worst case descent direction among β=1 the maximizers. Hence, for such yk+1 we have Fk . Consider, therefore, two possible directions w(1) and w(βk ), depending on the subgradient ∇(x) used. The direction w(1) is easier to compute, as it does not entail the solution of the quadratic programming problem (4.36). We deﬁne two characterizations of ∇P (xk , ·, ck , µ). One corresponds to the maximizer yk+1 responsible for the worst case descent direction and the other corresponds to multiple maximizers, y ∈ Y (xk ). These are given by ∇P (xk , yk+1 ; ck , µ) = ∇x f (xk , yk+1 ) + 12 ck ∇g(xk )t g(xk ) − µXk−1 e,  y  y βk ∇P (xk , y; ck , µ) = βk ∇x f (xk , y) y∈Y (xk )



(4.42)



y∈Y (xk )



+ 12 ck ∇g(xk )t g(xk ) − µXk−1 e.



(4.43)



These two characterizations of ∇P (xk , ·, ck , µ) lead to two possible subgradient choices for ∇(xk ) and ∇(xk ; ck , µ). These are summarized in Table 4.2 together with the corresponding wk . In the rest of this chapter we ignore the argument β and use wk , except when distinguishing between wk (1) and wk (βk ). The new maximizer yk+1 is chosen as a maximizer of the following augmented quadratic approximation to (x; c, µ): yk+1 = arg max{Pk ( xk (1), y; c, µ) − C[(xk ) − f (xk , y)]2 }. y∈Y



(4.44)



But if there exists a C ≥ 0 such that (xk ) − f (xk , yk+1 ) = 0, this ensures (4.41).



4.2.2 Primal–dual step size selection To determine the new iterate xk+1 we adopt Armijo’s rule (Armijo 1966) to ensure sufﬁcient decrease in the merit function. The maximum allowable step size is determined by the boundary of the feasible region. The pseudo-code for choosing the subgradient of (x), the penalty parameter c, and the merit function is presented in Algorithm 3 below. Step size determination for the dual variables z uses the information provided by the new primal iterate xk+1 , in order to ﬁnd the new iterate zk+1 . This is a modiﬁcation of the
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strategy suggested by Yamashita and Yabe (1996), Yamashita (1998), and Akrotirianakis and Rustem (2005). i While the barrier parameter µ is ﬁxed, we determine a step αzk along the direction i i zk , for each dual variable zk , i = 1, 2, . . . , n, such that the box constraints are satisﬁed: i = max{α > 0 : LBik ≤ (xki + αxk xki )(zki + α zki ) ≤ UBik }. αzk



(4.45)



The lower bounds LBik and upper bounds UBik , i = 1, 2, . . . , n are deﬁned as LBik = min{ 12 mµ, (xki + αxk xki )zki }, UBik = max{2Mµ, (xki + αxk xki )zki }, where the parameters m and M are chosen such that     χˆ l (1 − γ )(1 − γ /(M0 )µ )χl > 0, , and M ≥ max 1, 0 < m ≤ min 1, µ µ



(4.46)



(4.47)



where χl and χˆ l are set in Algorithm 3, γ ∈ (0, 1), and M0 is a positive large number. These two parameters are always ﬁxed to constants that satisfy (4.47) while µ is ﬁxed. The values of m and M change when the barrier parameter µ is decreased. i The common dual step length αzk is the minimum of all individual step lengths αzk with the restriction of being always not more than unity. The step size for the dual variables y can be either αyk = 1 or αyk = αzk . Merit function (4.5) penalizes infeasibility and measures progress towards the optimal solution. There are, however, two issues regarding (4.5). First, penalty parameter c might grow unacceptably, potentially leading to numerical instability. Second, the algorithm may not have the required number of maximizers to generate a descent direction. The two problems are detected through a single observation based on the descent property of the direction x(β). If x(β) cannot ensure descent, it is necessary to either increase c or generate further maximizers. The latter is achieved by performing individual steps of semi-inﬁnite programming. This requires the solution of the following discrete minimax problem, at the kth iteration, deﬁned as min max {f (x, y)}.



x∈Xf y∈Y (xk )



(4.48)



4.2.3 Choice of c and µ The set {(x∗ (µ), λ∗ (µ), z∗ (µ)) : µ > 0}, which contains solutions of the perturbed optimality conditions (4.25) for different values of the barrier parameter, is called the central path. Since the perturbed optimality conditions approximate the optimality conditions of the original problem as µ → 0, the points in the central path converge to a solution of the initial problem. The central path can thus be thought of as the route, followed by primal–dual interior point algorithms, towards the solution of a nonlinear optimization problem. The distance of the current point from the central path is measured by the Euclidean norm of the perturbed optimality conditions. The barrier parameter µ plays an important role in interior point methods. By decreasing the parameter to zero, the algorithm converges to the optimal solution. Again, there
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are a number of different strategies for reducing the barrier parameter (El-Bakry et al. 1996; Gay et al. 1998). We adopt the strategy originally developed for nonlinear programming in Lasdon et al. (1995), Gay et al. (1998), and Akrotirianakis and Rustem (2005). This barrier selection rule has performed very effectively in Akrotirianakis and Rustem (2005), and is presented in Algorithm 1. Algorithm 1: Barrier parameter update rule Step 0. Initialize: x = xk , λ = λk , z = zk , c = ck , µ = µl , r1 = 0.85. Step 1. If F (x, λ, z; c, µ)2 > 0.1ηµl , go to Step 4. Step 2. If µl ≤ 10−4 , µl+1 = min{r1 µl , 0.01r1k+2σ F (x, λ, z; c, 0)2 }, go to Step 5. Step 3. µl+1 = min{r1 µl , 0.01r1k+σ F (x, λ, z; c, 0)2 }, go to Step 5. Step 4. µl+1 = min{0.95µl , 0.01(0.95)k F (x, λ, z; c, 0)2 }. Step 5. Return (to Algorithm 3). It has been shown in El-Bakry et al. (1996) and Gay et al. (1998) that the direction wk deﬁned by (4.29) is a descent direction for F (x, λ, z; µ)22 as long as the matrix ∇Fk is nonsingular. The penalty parameter c plays an important role in the descent of the merit function (x; c, µ). At each iteration, its value is determined such that a descent property is ensured. This is simple when all the maximizers are known at the current point, since Caratheodory’s theorem can be used to select an appropriate subset of maximizers to ensure descent. If a sufﬁcient number of maximizers are not known, an epiconvergent procedure is initiated with individual steps of semi-inﬁnite programming adding new maximizers. The subgradient of (xk ; c, µ) at the kth iteration is ∇(xk ; ck , µ) = ∇(xk ) + ck ∇gkt gk − µXk−1 e.



(4.49)



The direction xk is a descent direction for , at the current point xk , if (∇(xk ) + ck ∇gkt gk − µXk−1 e, xk ) + 12  xk 2Hk ≤ 0.



(4.50)



By considering the second equation of the Newton system (4.27), the directional derivative xkt ∇(xk ; ck , µ) can be written as xkt ∇(xk ; ck , µ) = xkt ∇(xk ) − ck gk 2 − µ xkt Xk−1 e,



(4.51)



where ck is the value of the penalty parameter at the beginning of the kth iteration. Since the barrier parameter µ is ﬁxed throughout the inner iterations, we can deduce from (4.51) that the sign of xkt ∇(xk ; ck , µ) depends on the value of the penalty parameter. If ck is not large enough, then the descent property (4.50) may not be satisﬁed. Thus, a new value ck+1 > ck must be determined to guarantee the satisfaction of the descent property. The descent of the merit function depends not only on the value of c but also on the maximizers y ∈ Y (x). In general, the presence of multiple maximizers requires the
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subgradient of the max function to be computed as in (4.36), in order to ensure the descent. In Rustem and Howe (2002) this is simpliﬁed to a direction dependent only on one yk+1 as long as it ensures descent. In this chapter, when only one maximizer is known, descent is assured with an appropriate choice of c. In the case of multiple potential maximizers, the direction based on one maximizer only is used as long as it ensures descent without an increase in c. This avoids unnecessary computation of β in (4.36). When a single maximizer cannot ensure descent, problem (4.36) is solved and a new subgradient, which depends on all known maximizers, is computed. If this new direction is still not descent, the value of c is increased. Thus, the direction wk is given by  β=1 β=1 −(∇Fk )−1 Fk , if nmax = 1 or xk (1)t ∇(xk , yk+1 ; ck , µ) ≤ 0, wk = β β −(∇Fk )−1 Fk , otherwise. (4.52) We note that xk (1) corresponds to the direction for β = 1. When this direction does not lead to descent and there are other known potential maximizers, the algorithm proceeds β β along the direction −(∇Fk )−1 Fk . The choice for c and ∇(x) is shown in Algorithm 2 below. The merit function is based on (4.5) and ensures progress towards a minimum. We note that the algorithm may exhibit the Maratos effect (Maratos 1978) with this merit function. Checks on the growth of c are incorporated to address this problem. Let g > 0 be a ﬁnite precision to which the equality constraints are satisﬁed. Thus, for merit function (4.5), we have a worst case feasibility precision g(x)2 > g .



(4.53)



Assume that, at some inner iteration k, 0 < g(xk )2 ≤ g and the descent condition (4.50) is not satisﬁed. In this case, (4.48) is initiated as an epiconvergent procedure to generate further maximizers. This is the semi-inﬁnite programming step discussed in Step 2 of Algorithm 2 below. If a further maximizer is thereby identiﬁed, Algorithm 2 returns to minimizing merit function (4.5). As mentioned earlier, this is a variation of the ‘watchdog’ technique (Chamberlain et al. 1982). In the context of interior point methods it was also used by Gay et al. (1998). In Step 2 of Algorithm 2, when xk is not a descent direction for the merit function (4.5) and 0 < gk 22 < g , then xk+1 and v are given by the solution of (4.48). The value v is used in Step 2(a) of Algorithm 2. At xk+1 , the new maximizer is computed as yˆk+1 = arg max f (xk+1 , y).



(4.54)



f (xk+1 , yˆk+1 ) ≤ v,



(4.55)



y∈Y



The algorithm terminates if



otherwise the new maximizer is added to the set of maximizers Yk+1 = Yk ∪ yˆk+1 and a new iteration is performed.



(4.56)
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The descent condition (4.50) for merit function (4.5) may not always be satisﬁed, β=1 β=1 for the following reasons. First, the direction −(∇Fk )−1 Fk is computed using only one maximizer, but there are other known potential maximizers. This is addressed by β β computing the direction −(∇Fk )−1 Fk and restarting the iteration without altering the β β penalty parameter c. Second, the direction −(∇Fk )−1 Fk and the corresponding xk (β) are justiﬁed in view of the multiple maximizers employed but the penalty parameter c is not sufﬁciently large to ensure descent. An increase in c is required. Third, an insufﬁcient β β number of maximizers are included in the computation of the direction −(∇Fk )−1 Fk . A semi-inﬁnite programming step is employed in Step 2(a) in Algorithm 2 below, by solving a discrete minimax problem. The corresponding maximizer is added to the potential maximizer set Yk+1 and the new iteration is started without increasing c. Even when a new maximizer has just been added to Yk+1 , there is the possibility that the number of known maximizers is not sufﬁcient to generate a descent direction. To address this possibility, the algorithm searches for a step size that ensures satisfaction of the Armijo inequality in Step 2(c) below until the relative tolerance is reached. Step sizes less than this value are disallowed and the algorithm explores the possibility of further maxima using semi-inﬁnite programming steps. The algorithm may alternate between semi-inﬁnite programming and descent steps. However, as the set of potential maximizers Yk grows, the epigraph of the max function (xk ; c∗ , µ) is characterized with increasing accuracy and the maximizers generate descent steps. At that stage, Theorem 4.3.1 in the second part of this chapter ensures monotonic decrease of (xk+1 ; c∗ , µ) due to descent. Semi-inﬁnite programming ensures that min max {P (x, y; c, µ) | g(x) = 0} ≤ max{P (xk , y; c, µ) | g(x) = 0} ≡ (xk ; c∗ , µ). x



y∈Y (xk )



y∈Y



(4.57) Given xk+1 , v, yˆk+1 computed using (4.54), if (4.55) is satisﬁed, then xk+1 is the solution of the inner iteration (Algorithm 2), otherwise, using (4.56), the algorithm proceeds further with the multiple maximizers in Yk+1 . In such cases, convergence is due to compactness with semi-inﬁnite programming aided further by the decrease in (xk ; c∗ , µ) ensured by subsequent accumulation of a sufﬁcient number of maximizers. In cases where a sufﬁcient number of maximizers are attained for all k ≥ k∗ , for some k∗ , the monotonic decrease of the sequence {(xk ; c∗ , µ)} is established in Theorem 4.3.1 in the second part of this chapter. A detailed description of Algorithm 2 for solving the inner iteration problem (the barrier parameter µ is ﬁxed) is given below. Algorithm 2: Inner iteration Step 0. Initialization. Set β = 1; xk (1) is used when there is a single maximizer or descent is assured even in the presence of multiple maximizers. Step 1(a). If F (xk , yk , λk , zk ; µ)2 ≤ ηµ, exit to Algorithm 3. Compute the descent direction. If β = 1, then yk+1 = arg maxy∈Y (xk ) { xkt (1)∇x P (xk , y; ck , µ) + 12  xk (1)2Hk }, xk = xk (1), and ∇(xk ) = ∇x f (xk , yk+1 ), go to Step 1(c).
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Step 1(b). If a single maximizer for progress, compute xk (β).   is not sufﬁcient  y t β ∇x P (xk , y; ck , µ) + 12  xk (β)2Hk βk = arg maxβ∈B xk (β) y∈Y (xk )



β k ), This implies the values ∇(xk ) = βkt ∇x f (xk , y) and xk = xk (β which are actually computed in Step 1(c). Step 1(c). Interior point step. β β max = min1≤i≤n {−xki / xki : xki < 0}, wk (βk ) = −(∇Fk k )−1 Fk k , αxk max αˆ xk = min{γ αxk , 1}. Step 2(a)(i). Test for descent of the merit function. Mnum = xkt ∇k − ck gk 22 − µl xkt Xk−1 e +  xk 2Hk If ((Mnum ≥ 0) and (0 ≤ gk 22 ≤ g )) then if descent condition is not satisﬁed, and c cannot be increased due to small gk 22 , generate new maximizer and xk+1 using semi-inﬁnite programming step. Step 2(a)(ii). Semi-inﬁnite programming step. xk+1 = arg minx∈Xf maxy∈Y (xk ) {f (x, y)}, v = minx∈Xf maxy∈Y (xk ) {f (x, y)} yˆk+1 = arg maxy∈Y {f (xk+1 , y)} if f (xk+1 , yˆk+1 ) ≤ v stop the additional maximizer(s) yˆk+1 do not improve the current function value so xk+1 is the minimax solution go to Step 3. Step 2(b). if (Mnum ≤ 0) then descent assured and ck remains unchanged otherwise no decrease with xk = xk (1) and nmax > 1, a new direction xk (β) needs to be computed if (nmax = 1) and (β = 1), then go to Step 1(b) otherwise increase penalty parameter ck  t  xk ∇x k − µl xkt Xk−1 e +  xk 2Hk ck+1 = max , ck + δ . gk 22 Step 2(c). Compute wk+1 . αxk = θ i αˆ k , where i = min{0, 1, 2, . . .} such that (xk + αxk xk ; ck+1 , µ) − (xk ; ck+1 , µ) ≤ ραxk ∇x (xk ; ck+1 , µ)t xk If xk + αxk xk /xk  ≤ tol , then go to Step 2(a)ii LBik = min{ 12 mµ, (xki + αxk xki )zki }, UBik = max{2Mµ, (xki + αxk xki )zki } i αzk = max{α > 0 : LBik ≤ (xki + αxk xki )(zki + α zki ) ≤ UBik } i αzk = min{1, min1≤i≤n {αzk }}, αλk = αzk , αk = (αxk , αzk , αzk )t wk+1 = wk + αk wk , yˆk+1 = arg maxy∈Y f (xk+1 , y) If yˆk+1 ∈ Yk , k = k + 1, go to Step 2(a)(ii). Step 3. Update the set of potential maximizers Yk+1 = Yk ∪ yˆk+1 , k = k + 1, go to Step 1(a). When updating the penalty parameter c the following is computed: Mnum = xkt ∇(xk ) − ck gk 22 − µl xkt Xk−1 e +  xk 2Hk .



(4.58)
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The algorithm moves from one inner iteration to another (with µ ﬁxed) by minimizing the merit function (x; c, µ), which is achieved by appropriately selecting the penalty parameter c at each inner iteration. The monotonic decrease of (4.5) and the rules for determining the primal and dual step sizes ensure that the inner iterates converge to the solution of (4.3) for a ﬁxed value of µ. By reducing µ and {µ} → 0 the optimum of the initial problem (4.1) is obtained. In the implementation of the algorithm, the following criterion is used for inner iteration: F (xk , λk , zk ; µ)2 ≤ ηµ. As long as the criterion is not satisﬁed, µ stays ﬁxed and new wk is computed. The interior point algorithm consists of inner iterations (Algorithm 2) and outer iterations (Algorithm 3 below). As can be veriﬁed, the main work is done in the inner loop, where problem (4.3) is solved, with µ being ﬁxed. Algorithm 3: Outer iteration Step 0. Initialization: choose x 0 , λ0 , z0 , (η, µ0 , σ, δ, g , 0 , tol ) > 0, M and m given by (4.47) for (θ, γ ) ∈ (0, 1), ρ ∈ (0, 12 ); compute y0 = arg maxy∈Y {f (x 0 , y)}; set l = 0, k = 0, Y0 = {y0 }. Step 1. Termination check for overall optimality: if F (x l , λl , zl ; µ)2 /(1 + xl , λl , zl 2 ) ≤ 0 , stop set (xk , λk , zk ) = (x l , λl , zl ), χl = mini {xli zli }, χˆ l = maxi {xli zli }. Step 2. Execute inner iteration – Algorithm 2. Step 3. Update µ – Algorithm 1. Step 4. Set (x l+1 , λl+1 , zl+1 ) = (xk , λk , zk ); l = l + 1, go to Step 1. The overall structure of the interior point algorithm is given in Figure 4.1. The numerical performance of the algorithm is discussed in Rustem et al. (2008a). A convergence analysis is carried out it in Rustem et al. (2008b). Outer Iteration (Algorithm 3)



Inner Iteration (Algorithm 2) Semi Inf Step Converges



YES



Algorithm YES 3 Convergence Test NO Decrease mu (Algorithm 1)



STOP



Figure 4.1 Structure of the overall interior point algorithm.
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Global optimization of polynomial minimax problems



In this section we will be concerned with the following global optimization problem: min max f (x, y), x



(4.59)



y



such that x ∈ X ⊂ Rn ,



(4.60)



y∈Y ⊂R ,



(4.61)



m



where f : Rn × Rm → R will be assumed to be a polynomial in both variables. Moreover, the sets X and Y will be assumed to be deﬁned by polynomial inequalities as follows: X = {x ∈ Rn | gi (x) ≥ 0, i = 1, . . . , nx }, Y = {y ∈ Rm | hi (y) ≥ 0, i = 1, . . . , ny },



(4.62)



where g : Rn → Rnx and h : Rm → Rny are polynomials. Numerous models in ﬁnance, engineering, and economics can be formulated as minimax polynomial optimization problems. The interested reader can ﬁnd applications in ﬁnance and economics in Rustem and Howe (2002). To explain the numerical and theoretical difﬁculties for developing algorithms for (4.60) in the general case, we introduce the following function: (x) = max f (x, y), y



such that h(y) ≥ 0.



(4.63)



For obvious reasons (x) is called the max function. Thus the problem in (4.60) is equivalent to min (x), x



such that g(x) ≥ 0.



(4.64)



One cannot directly use conventional algorithms to solve (4.64) because the max function is in general not differentiable. Moreover, function evaluations are extremely expensive because of the global optimization required over y to evaluate the max function for some ﬁxed x. For the unconstrained version of (4.64), some algorithms have been proposed in the literature; see Rustem and Howe (2002) for a computational comparison between some of these algorithms. For the constrained version of the problem, algorithms were proposed in Rustem et al. (2008b). Apart from the nondifferentiable view adopted in the works mentioned above, one can equivalently formulate (4.60) as the following semi-inﬁnite programming problem: min θ, x,θ



such that θ ≥ f (x, y) ∀ y ∈ Y, g(x) ≥ 0.



(4.65)



The problem in (4.65) has an inﬁnite number of constraints since the constraints need to be satisﬁed for all y in Y , and the latter set has inﬁnite cardinality. Most of the available methods for the solution of (4.65) use some kind of discretization approach (Blankenship
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ˇ and Falk 1976; Demyanov and Maloz¨emov 1990; Stein and Still 2003; Zakovi´ c and Rustem 2003 for a review). The algorithm we propose in this chapter is related to the discretization approach to the semi-inﬁnite formulation. Our work differs from that of others in that we endeavor to compute the global minimum of (4.65). Moreover, we use tools from semi-deﬁnite programming to approximate the inﬁnite number of constraints. To the authors’ knowledge, this is the ﬁrst time a numerical algorithm for the global optimization of the constrained continuous minimax problem has been proposed. Moreover, we believe that the links we draw between semi-inﬁnite and semi-deﬁnite programming will be useful in other problems too.



4.3.1 The algorithm In this section we reformulate the minimax problem so that its solution can be approximated using techniques from semi-deﬁnite programming. We will exploit the links between global optimization and semi-deﬁnite programming (SDP) proposed recently by Lasserre (2000) and Parrilo (2003). The crux of the proposed algorithm lies in the way that the constraint θ − f (x, y) ≥ 0,



∀y ∈ Y,



(4.66)



is reformulated as an SDP problem. Let x and θ be ﬁxed to xk and θk , respectively. Then if θk − f (xk , y) can be written as a sum of squares of polynomials in y, it follows that (xk , θk ) satisfy the semi-inﬁnite constraints in (4.66). Therefore, to check the feasibility of (xk , θk ) we need to establish whether or not there exist polynomials ri (y) such that θk − f (xk , y) =







ri (y)2 .



(4.67)



i



At ﬁrst sight it may seem that we have not made any substantial progress. However, the problem of computing sum-of-squares representations of non-negative polynomials has a long and distinguished history. In fact, whether or not a non-negative polynomial can be written as a sum of squares of rational functions was Hilbert’s 17th problem, in his famous list of problems. The question was answered positively by Artin in 1927. Before we explain how we apply the available results on non-negative polynomials, it is necessary to introduce some notation. We will denote polynomials as follows: k(x) =







kα x α ,



(4.68)



α∈S



where x ∈ Rn . We will use S ⊂ Zn to denote the support of the polynomial. By |S| we will denote the cardinality of the support. We will use RS to denote an |S|-dimensional Euclidean space indexed by α ∈ S. The coordinates will be assumed to be lexicographically ordered. The elements of k ∈ RS are indexed by kα with α ∈ S. Finally, R[x1 , . . . , xn ] = R[X] will be used to denote the set of polynomials in n variables, and  R[X]2 will denote the set of sum of squares of polynomials.
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With sets deﬁned by polynomial inequalities we associate the set   R[X]2 gi . M(X)  R[X]2 +
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(4.69)



i



The latter set is referred to as the quadratic module generated by X (Prestel and Delzell 2001; Schweighofer 2005). We will use SRS to denote the set of |S| × |S| symmetric S matrices with coordinates indexed  by α ∈ S. Matrices in SR satisfy Xαβ = Xβα ; for S T any d ∈ SR+ we have d Xx = αβ dα dβ Xαβ ≥ 0. With the notation out of the way, we can return to the main thread of our discussion. Before we delve into the issue on how the coefﬁcients and degrees of the polynomials in (4.67) can be calculated, we discuss the delicate issue of the existence of such a representation. In fact, Hilbert proved in 1888 (and Motzkin found an example in 1967) that a non-negative polynomial depending on two variables cannot in general be represented as a sum of squares. We refer the interested reader to Reznick (2000) for an in-depth discussion about Hilbert’s 17th problem. We will be taking advantage of the following result due to Putinar (1993). Theorem 4.3.1 (Putinar 1993) Assume that there exists a polynomial q ∈ M(Y ) such that {y ∈ Rm | q(y) ≥ 0} is compact. Then every positive polynomial on Y belongs to M(Y ). This theorem has been quite instrumental in developing efﬁcient approaches to the global optimization of polynomials over semi-algebraic sets. The compactness assumption of Putinar’s theorem can be restated in many equivalent ways. We refer the interested reader to Schweighofer (2005) for a discussion. Since we are interested in the practical solution of the  problem in (4.60), we will follow Lasserre (2000) and add a redundant constraint b − i yi2 ≥ 0 to the set Y . Under this alteration of the constraint set, the assumptions of Theorem 4.3.1 can be satisﬁed. If b is chosen to be large enough, then this modiﬁcation of the problem will not change the solution of the problem we are concerned with. A ﬁnal remark about Putinar’s theorem as applied to the constraint (4.66) is that the result concerns positive polynomials. The effect of this incongruity can be mitigated by enforcing (4.66) within  > 0. Since  can be taken to be arbitrarily small, the modiﬁcation will not affect the numerical performance of the proposed method. The following lemma is an application of a result of Powers and Wormann (1998) to the continuous minimax problem. Lemma 4.3.2 Assume that, for x and θ ﬁxed to xk and θk , respectively, the polynomial  c(xk , θk )y α (4.70) f (xk , y) − θk = α∈C



is of degree 2d in the y variables, and let C denote its support. If the following semi-deﬁnite programming problem is feasible,  Xβγ = c(xk , θk )α , |α| ≤ 2d, (4.71) β+γ =α,|β|≤d,|γ |≤d X  0, X ∈ SRC ,
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then (xk , θk ) satisﬁes the semi-inﬁnite constraints: θk − f (xk , y) ≥ 0,



∀y ∈ Rm .



(4.72)



Proof. Let z denote the vector of monomials with degree at most d. Since X  0 is positive semi-deﬁnite, it can be written as X=







λi vi viT ,



(4.73)



i



where√λi denotes the non-negative eigenvalue associated with the ith eigenvector vi . Let vˆi = λvi ; then z



T







 vˆi vˆ iT



z=



 i



2 vˆαi y



α



,



(4.74)



α



and by matching coefﬁcients     vˆ i vˆiT z = zT Xβγ y α y β = c(xk , θk )α y α . β,γ



(4.75)



α







The result follows.



The lemma above, while useful for understanding the link between SDP and sum-of-squares representations, is not sufﬁciently general for our intended application. We will follow the method in Lasserre (2000) and formulate the max function as follows: (x) = inf{φ | f (x, y) < φ} = inf{φ | f (x, y) ≤ φ}



(4.76)



= inf{φ | φ − f (x, y) ∈ M(Y )}, where the last equality follows from Putinar’s theorem. In order to make sure the assumptions of Theorem 4.3.1 are satisﬁed, we follow the approach in Lasserre (2000) and add a redundant ball constraint: y ≤ , where  is selected to be large enough so that the value of the max function remains the same. Thus given a point (xk , θk ) we can check if θk − f (xk , y) ∈ M(Y ).



(4.77)



If the preceding equation is satisﬁed, we declare (xk , θk ) as feasible. Otherwise the point must be infeasible and we generate a yk that violates (4.66). Generating such a point is a difﬁcult issue, and we will return to this point later in this section. We ﬁrst discuss how can one numerically check condition (4.77). Checking for membership of the set M(Y ) is not computationally tractable since the latter set involves polynomials of arbitrary degree. The basic idea is then to truncate this
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structure to Mτ (Y ), where (Schweighofer 2005)   R[Y ]2d0 + Mτ (Y )  R[Y ]2di hi i



      u0 (y) + ui (y)hi (y)ui ∈ R[Y ]2 , i



(4.78) 



deg(u0 ) ≤ τ, deg(ui hi ) ≤ τ, i = 1, . . . , ny .  Here R[Y ]2di represents the set of sum of squares of polynomials with degree at most di , where d0 = max{k ∈ N | 2k ≤ τ }, di = max{k ∈ N | 2k + deg(hi ) ≤ τ },



i = 1, . . . , ny ,



(4.79)



τ ∈ {s ∈ N | s ≥ max{deg(h1 ), deg(h2 ), . . . , deg(hm ), deg(fx )}},



(4.80)



and τ is selected to belong to the following set:



where fx denotes the polynomial f (x, y) in the y variables when x is ﬁxed to some value. Using this truncation, we need to check the following problem for feasibility:  θk − f (xk , y) = u0 (y) + ui (y)hi (y), (4.81) i  R[Y ]2 , deg(u0 ), deg(u1 hi ), . . . , deg(um hm ) ≤ τ. ui (y) ∈ According to Putinar’s theorem, as τ is increased, one will eventually be able to ascertain set membership for the full set M(Y ). In practice, this seems to happen early on in the truncation process (Kim et al. 2005; Lasserre 2000). The SDP associated with (4.81) is given by  θk − fxk = (Yˆ β+γ ), G0  + (Yˆ β+γ hi ), Gi , ∀(β, γ ) ∈ dˆi × dˆi , (4.82) i Gi ∈ SR(di )×(di ) , i = 0, . . . , m, a where dˆi  {a ∈ Nn | |a| ≤ di }, and Y¯a∈ is the basis of R[Y ]d . Finally, fxk denotes the dˆ coefﬁcients of the polynomial f (x, y) when x is ﬁxed to xk . We are interested both in checking the feasibility of a point (xk , θk ) and in extracting a vector yk in the case where (xk , θk ) is infeasible. For these reasons, it will be more efﬁcient to solve an optimization problem rather than the feasibility problem in (4.81). The optimization problem is given by



γ − fxk



max γ such that  = (Yˆ β+γ ), G0  + (Yˆ β+γ hi ), Gi 



Gi ∈ SR(di )×(di ) ,



i



i = 0, . . . , m.



∀(β, γ ) ∈ dˆi × dˆi ,



(4.83)
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Let γ ∗ denote the objective function value of the problem above. It is easy to see that, if γ ∗ = θk , then (xk , θk ) is feasible. Otherwise a violating y vector will need to be computed. We now turn our attention to the thorny issue of extracting such a vector. Under certain conditions (given below), this vector can be extracted from the dual of (4.83). Following the usual procedure for taking duals in SDPs, we ﬁnd  min (fxk )α zα (4.84) α



such that Mτ (z)  0,



(4.85)



Mτ −di (hi z)  0,



i = 1, . . . , m,



(4.86)



where the matrices Mτ and Mτ −di are called moment and localizing matrices, respectively (Lasserre 2000; Laurent 2005; Schweighofer 2005). These matrices are constructed as  follows. Let Sk = {α ∈ Zn+ | |α| = i αi ≤ k}; given a sequence z = (z)α∈Sk . Then the moment matrix Mτ (z) is the matrix indexed by Sk with the (α, β)th entry given by zα+β . The localizing matrix Mk−di (hi z) is constructed as follows: deﬁne a shifted vector hi z  Mk (z)hi where the αth entry of hi z is given by  hiβ zα+β . (4.87) (hi z)α = β



The moment matrix of hi z is deﬁned as the localizing matrix. Suppose that, at the τ th relaxation of (4.83), an optimal solution is obtained. If γ ∗ = θk then (xk , θk ) is feasible. Otherwise we extract a vector yk that violates (4.66). A sufﬁcient condition that ensures optimality of the τ th relaxation is given by the following rank condition: rank Mτ (z∗ ) = rank Mτ −d (z∗ ), where



(4.88)







 deg(qj ) . d = max j 2



(4.89)



Whenever condition (4.88) holds, it was shown in Henrion and Lassere (2005) that one could extract an optimal solution vector out of the dual problem (4.85). In addition, it was shown in Schweighofer (2005) that when the problem has a unique global minimum then the relaxation (4.85) is guaranteed to converge (asymptotically) to this unique point. In theory the SDP relaxations in (4.83) and its dual (4.85) are guaranteed to eventually yield the optimal objective function value. In terms of theoretical results, much less is available when the solution vector is required. However, using higher relaxations and perturbations we were able to solve problems with many, and even an inﬁnite number of, maximizers. We discuss the practical aspects of the numerical implementation of the algorithm in Parpas and Rustem (2009). We can now specify the algorithm for the global optimization of continuous minimax problems. The algorithm consists of two main steps. In the ﬁrst step, the set Y is
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discretized and solved to global optimality to obtain (xk , θk ). The second step consists of checking whether (xk , θk ) is feasible. If it is, then we stop, and declare xk as the optimal solution vector of the minimax problem. Otherwise, we compute a yk that proves the infeasibility of (xk , θk ). We then add yk to the discretized version of the set Y and we repeat the process. The algorithm is given below, as Algorithm 4. We omit the details on how Step 1 is performed since it is derived in a similar way as (4.83) and (4.85) (see also Lasserre 2000; Schweighofer 2005). Algorithm 4: Global optimization of polynomial minimax problems Step 0. Let k = 0, and let Yk be some ﬁnite subset of Y . Let τmax > 0 be a given scalar. Step 1. Solve: min θˆ



(4.90)



such that Mτ (ˆz)  0,



(4.91)



Mτ −di (ˆz(θ − fy ))  0, Mτ −di (ˆzgi )  0,



∀y ∈ Yk ,



i = 1, . . . , nx .



(4.92) (4.93)



Extract a solution (xk , θk ) from the problem above. If extraction is not possible, then increase τ . If τ > τmax , then stop; the problem may violate the rank assumption (4.88). If a solution is extracted, go to Step 2. Step 2. Solve: min







fαxk zα



(4.94)



such that Mτ (z)  0, Mτ −di (hi z)  0,



(4.95) i = 1, . . . , m.



(4.96)



 x Let z∗ denote the optimal solution of the problem above. If θk = fα k zα∗ , then stop; the vector xk solves the problem. Otherwise, extract a solution vector y k that violates (4.66). If extraction is not possible, then (as above) increase τ until either extraction is possible, or τ exceeds τmax . Step 3. Set Yk+1 = Yk ∪ {yk }, set k := k + 1 and go to Step 1.



4.4



Expected value optimization



A related algorithmic paradigm is expected value optimization. A textbook treatment is given in Pﬂug (1996). We now discuss the expected value optimization of stochastic systems using Monte Carlo simulations. We compare the results of expected value optimization and worst case analysis in the next section. A convergence analysis of the algorithm proposed in this section can be found in Parpas et al. (2008).
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Assume that a stochastic system f (x, v) is given,   f1 (x, v)  f (x, v)    2 , f (x, v) =  ..     .



(4.97)



fk (x, v) and let a function F (x, v) be deﬁned as follows: F (x, v) = f T (x, v)f (x, v) : Rn+m → R,



(4.98)



with x ∈ Rn and v ∈ Rm . We assume that v contains noise, so v = v¯ + , where  has a normal distribution, with zero mean and  deviation:  ∼ N(0, ). The problems we consider in this section are expected value optimization: min Ev (F (x, v)). x



(4.99)



In Parpas et al. (2008) we also consider the optimization of the variance of F (x, v), but in this chapter we only discuss the optimization of expected values. For nonlinear models, in general, it cannot be assumed that the deterministic value of the objective function is a satisfactory measure of the mean value. There are a number of studies of nonlinearity that have demonstrated that the discrepancy between the two can be numerically important (Hall and Henry 1988; Zangwill and Mond 1984). It is possible, using the Taylor series expansion, to reﬁne the computation of Ev (F (x, v)) by taking into account any bias that is due to nonlinearity of the model in computing this expectation (Hall and Stephenson 1990; Rustem 1994). The following three results are standard, and we will use them repeatedly in the sequel, so we state them as propositions. Proposition 4.4.1 Let  ∈ R n ,  ∼ N(0, ), and Q ∈ R n×n be a symmetric matrix. Then we have E( T Q) = trace(Q). Proposition 4.4.2 Let v ∈ R n , v ∼ N(v, ¯ ), and q ∈ R n . Then ¯ 2 + q T q. Ev (q T v)2 = (q T v) Proposition 4.4.3 Let v ∈ R n , v ∼ N(0, ) and Q be a symmetric matrix of dimension n. Then Ev [(v T Qv)]2 = [trace(Q)]2 + 2trace(Q)2 . Proof. The proof can be found in Parpas et al. (2008).







EXPECTED VALUE OPTIMIZATION



145



4.4.1 An algorithm for expected value optimization A naive approach to solve (4.99) is to use a standard nonlinear programming algorithm, and perform function evaluations and gradient estimations using a numerical integration routine. However, performing numerical integration is time consuming, and such an approach will not be applicable to large-scale problems. In this chapter we propose to solve problem (4.99) by using a Taylor series expansion in the neighborhood of v. ¯ The motivation for using a Taylor series expansion is that the integration can be carried out analytically. No doubt this approximation introduces some error into the problem. We then proceed to ﬁnd an estimate of this error and take it into account in the next iteration. A second-order expansion, with respect to the random variables, is used for approximating the original problem: fˆi (x, v)  fi (x, v) ¯ + ∇v fi (x, v) ¯ T (v − v) ¯ + 12 (v − v) ¯ T ∇v2 fi (x, v)f ¯ i (v − v), ¯ ¯ and ∇v2 fi (x, v) ¯ denote the gradient and Hessian of fi , respectively. where ∇v fi (x, v) They are both evaluated at (x, v). ¯ We then evaluate the error term, αi (x), such that the equality Ev (fi (x, v)2 ) = Ev (fˆi (x, v) + αi (x))2



(4.100)



is satisﬁed. Therefore αi (x) are (possibly complex conjugate) roots of the quadratic equation Ev (fˆi (x, v)2 ) + 2αi (x)Ev (fˆi (x, v)) + αi (x)2 − Ev (fi (x, v)2 ) = 0,



(4.101)



with real-valued coefﬁcients. At the kth iteration the algorithm proceeds to calculate the next point xk+1 as follows. For x in (4.100) ﬁxed to xk , estimate αi (xk ) using Monte Carlo simulation. Then using the latter error estimate, the right-hand side of (4.100) is minimized to obtain xk+1 . For the minimization problem to be efﬁciently solved, we need to be able to compute, in closed form, the expectation on the right-hand side of (4.100). This calculation can be easily performed as follows: Ev (fˆi (x, v)2 ) = Ev (fi (x, v) ¯ + ∇v fi (x, v) ¯ T (v − v) ¯ + 12 (v − v) ¯ T ∇v2 fi (x, v)(v ¯ − v)) ¯ 2 = Ev (fi (x, v) ¯ 2 ) + Ev (∇v fi (x, v) ¯ T (v − v)) ¯ 2 + 2fi (x, v)E ¯ v (∇v fi (x, v) ¯ T (v − v)) ¯ ¯ T ∇v2 fi (x, v)(v ¯ − v)) ¯ 2 + 14 Ev ((v − v) + Ev ([fi (x, v) ¯ + ∇v fi (x, v) ¯ T (v − v)][(v ¯ − v) ¯ T ∇v2 fi (x, v)(v ¯ − v)]) ¯ ¯ 2 + ∇v fi (x, v) ¯ T ∇v fi (x, v) ¯ + 14 [trace(∇v2 fi (x, v))] ¯ 2 = fi (x, v) +



1 2



trace(∇v2 fi (x, v)) ¯ 2 + fi (x, v) ¯ trace(∇v2 fi (x, v)). ¯
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At the lth iteration, the algorithm proceeds by solving the following optimization problem: min x



k 



Ev (fˆi (x, v)2 ) + 2αi (xl−1 )Ev (fˆi (x, v)) + αi (xl−1 )2 ,



(4.102)



i=1



in order to obtain xl . In (4.102) only the ﬁrst two terms are actually used; the last term is constant in the lth iteration and can be ignored. The calculation of the expectations of the ﬁrst two terms can easily be performed as described above. We now turn our attention to the calculation of the αi in (4.101). Solving (4.101) is straightforward once Ev (fi (x, v)2 ) is known. We estimate the latter quantity using a Monte Carlo method. Let {vj }N(l) j =1 denote N (l) independent and identically distributed (i.i.d.) samples from a Gaussian density with mean v¯ and variance . In (4.101) we use the following estimate: 1  Ev (fi (x, v) ) ≈ fi (x, vj )2 . N (l) N(l)



2



j =1



The above estimate is arbitrarily good provided that N (l) is large enough. Thus at the lth iteration, xl−1 is available, and the αi are chosen to satisfy 1  fi (xl−1 , vj )2 = 0. N (l) N(l)



Ev (fˆi (xl−1 , v)2 ) + 2αi (xl−1 )Ev (fˆi (xl−1 , v)) + αi (xl−1 )2 −



j =1



(4.103) We note that, if fi (x, v) is quadratic in v, then αi (x) = 0, and the expected value of (4.98) is exactly computed by Ev (F (x, v)) =



k 



Ev (fˆi (x, v))2 .



i=1



If the problem is of higher order, then the above approximation is used to minimize the expected value. An iterative approach to solving higher-dimensional problems is presented below. The algorithm is based on solving the deterministic solution (for v) ¯ and determining the bias αi (x), the expected deviation due to the nonlinearity. It requires repeated solution of the problem, as shown in Algorithm 5. Algorithm 5: Expected value optimization Step 0. Initialization: l = 1, choose x0 . Step 1. Calculate αi (xl )∀i, using Monte Carlo simulation (see (4.103)). Step 2. Solve (see (4.102)): xl+1 ∈ arg min Ev (F (x, v)). x



Step 3. Check for convergence: if (xl+1 − xl )/xl  ≤  stop, otherwise l = l + 1, go to Step 1.
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The convergence of the algorithm is tested in Step 3 to check if a ﬁxed point has been reached. The convergence of the algorithm is discussed below. Additionally, numerical experience has been positive, as also reported in Parpas et al. (2008); Rustem (1994), even for nonlinear models. In order to account for the error introduced by the Monte Carlo simulation, we will need the following result. It is a simple generalization of the weak law of large numbers. Proposition 4.4.4 Let {xl } be any sequence converging to x, and suppose that we have liml→∞ N (l) = ∞. Furthermore suppose that Var(fi (x, v)) < ∞,



∀x, i = 1, . . . , m.



Then, given any  > 0,    N(l+1)    1 fi (xl , vj )2 − Ev (fi (x, v)2 ) >  = 0. lim P  l→∞ N (l + 1) j =1



Proof. The proof can be found in Parpas et al. (2008).







Proposition 4.4.5 In addition to the assumptions of Proposition 4.4.4, suppose that {xl } is a sequence generated in Step 2 of Algorithm 5, and that it remains in a compact set X. Then, since X is compact, the sequence {xl } generated by the algorithm has a limit point, and any such point minimizes the expectation of F (x, v) on X. Proof. The proof can be found in Parpas et al. (2008).







Convergence can only be established along a subsequence of {xl } since the objective of the problem is assumed to have multiple minima. The conditions in Proposition 4.4.5 above are sufﬁciently general for most applications. If, however, the function grows without bound, and this growth occurs on a set of positive measure, then one could introduce the noise in such a way that it has its support on a compact set. Such an approach is explored in Parpas et al. (2008).



4.5



Evaluation framework for minimax robust policies and expected value optimization



One can present arguments for and against expected value optimization, and similarly for worst case analysis. Using the methods to solve real-world problems is bound to give more insight into the usefulness and properties of the two frameworks adumbrated in previous sections. In this section we present and compare results obtained with the two different approaches.
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• Worst-case analysis using the minimax formulation: min max F (x, v), x



v



such that v¯ − σv ≤ v ≤ v¯ + σv . • Minimization of expected value performance: min Ev (F (x, v)), x



such that v ∼ N(v, ¯ ). Worst case analysis ensures that the corresponding policy is robust to all uncertainties within the speciﬁed bounds. Performance is guaranteed in the worst case, and this will improve if any scenario other than the worst case is realized. Expected value optimization, on the other hand, is based on the expected performance of the system in view of stochastic disturbances. A rational framework for evaluating the relative advantages and shortcomings of each strategy is cross-evaluation. The evaluation of the expected performance if the worst case materializes and the evaluation of the expected performance for worst case robust policies provides the basis for comparison. The price paid for guaranteed worst case robust performance needs to be quantiﬁed in view of the performance of policies based on expected value optimization when the worst case materializes. These ideas have been explored in detail in Parpas et al. (2008), where a macroeconomic policy model is used to analyze the tradeoffs between the two strategies.
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Nonparametric estimation Rand R. Wilcox



5.1



Introduction



Nonparametric estimation is a vast topic that is impossible to cover in great detail in a single chapter. For example, entering the term ‘nonparametric estimation’ into the search engine Google returns over 1.3 million hits. The goal here is to describe the basics of three types of nonparametric estimation problems and to comment brieﬂy on some recent developments. Even within each of these three areas, there are many details that are not discussed. For additional descriptions and illustrations of nonparametric estimation, with an emphasis on economics, see Fomby and Hill (2000). Before continuing, it might help to provide a brief overview of some general topics that might be of interest to some readers, but which are not discussed in any detail due to space restrictions. This list is not exhaustive, but it helps to convey the vastness of nonparametric methods. One broad topic is nonparametric inferential methods, which includes the jackknife, the inﬁnitesimal jackknife, several types of bootstrap methods, and empirical likelihood techniques. Some aspects of bootstrap methods are discussed but others are not. The jackknife provides, among other things, a simple estimate of the standard error of an estimator even when an explicit expression of the standard error is not available. Although published over 30 years ago, Miller (1974) provides a good review. The inﬁnitesimal jackknife is a reﬁnement of the method due to Jaeckel (1972). An interesting description of basic jackknife methods and how they relate to bootstrap methods can be found in Efron (1982). Empirical likelihood techniques are likelihood methods that do not require
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the analyst to specify a particular class of distributions. A book length summary of these methods is given in Owen (2001). For recent results dealing with time series, see Nordman et al. (2007). (Their results deal with time processes exhibiting both short- and long-range dependence.) Another topic worth mentioning is an extension of Fourier analysis called wavelets. They are mathematical methods for representing data with a basic goal of paying particular attention to scale. Roughly, one can focus on both gross and small features of data. One general appeal is that they can capture nonsmooth features such as singularities and spatial inhomogeneity. Within economics, wavelets have been used as a spatially adaptive analytic tool that is useful for capturing serial correlation where the spectrum has peaks or kinks, which can arise from persistent dependence, seasonality, and other kinds of periodicity. Some recent books dealing with this topic on a general level are Mallat (1999), Walnut (2004), and Walker (1999). (Compression of images and pattern recognition are two applications that have received considerable attention.) For some recent statistical papers dealing with wavelets, see Cai and Low (2005), Zhang (2005), and Zhou and Hwang (2005). For a book devoted to the application of wavelets in ﬁnance and economics, see Gencay et al. (2001), who describe and illustrate potential applications in time series where the goals include the ﬁltering of seasonalities, denoising, variance–covariance estimation, and identiﬁcation of long memory processes. A few recent papers with direct relevance to economics are Lee and Hong (2001), Jensen (2000), Ramsey (1999), and Hong and Kao (2004). (Wavelets also play a role in some of the other nonparametric methods described later in this chapter.) One of many other specialized topics is errors-in-variables methods. This topic is too broad to discuss here, but it is noted that nonparametric methods relevant to this issue have been studied. A recent example within the econometrics literature, with illustrations, is a nonparametric test of productive efﬁciency (Kuosmanen et al. 2007). Other vast topics that are of particular interest in econometrics have to do with methods that deal with dependent data and variables, and time series. A review of issues and applications of various methods, relevant to health economics, is given by Jones (2000). An example of results related to dependent variable models is Jouneau-Sion and Torr`es (2006). A recent example of nonparametric methods relevant to time series, using bootstrap methods, is Inoue and Shintani (2006). Burridge and Taylor (2004) derive results related to the effects of data-dependent lag selection. Yet another topic perhaps worth mentioning is estimating prediction error within the context of nested error models, which are used to analyze clustered data and are often applied in two-stage sample surveys and biology as well as econometrics. Some recent results on this problem, from a nonparametric point of view, are reported by Hall and Maiti (2006). To reiterate, the main point is that this chapter is far from exhaustive; a reasonably comprehensive summary requires a book. Here, the primary goal is to be introductory and general by focusing on a few of the more basic methods that are used, and to provide some indication of advances related to these techniques, with the understanding that there is a substantial number of more complex methods and issues. The ﬁrst general topic to be discussed in more detail is density estimation. Parametric approaches assume that a probability density function belongs to some speciﬁed family. Examples are the family of normal or generalized lambda distributions. Nonparametric
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density estimators attempt to estimate a probability density function in a more ﬂexible manner. The second general topic is nonparametric regression. Generally, the goal is to estimate some feature of the variable Y , given information about X, where X is possibly a vector having length p, without specifying some parametric form for the regression line. Typically, some (conditional) measure of location of Y is of interest, such as the mean, median or other quantiles, but other possibilities are some measure of variation or even the conditional distribution of Y given X. (For some recent results on estimating the conditional distribution of Y given X, see Hall et al. (2004) and Racine et al. (2004).) A fairly broad approach when dealing with measures of location is to assume that Y = m(X) + λ(X),



(5.1)



where X and  are independent random variables,  is some random variable having some appropriate measure of location equal to zero, m(X) is some unknown function, and λ(X) is some unknown function used to model how the variation in Y changes with X. (There are also approaches to regression that use a blend of both parametric and nonparametric techniques, called semiparametric methods. Some of the papers cited here deal with this approach, but explicit details are omitted. An introduction to semiparametric regression methods can be found in Ruppert et al. (2003).) The third general topic has to do with inferential techniques, where the goal is to test hypotheses or compute conﬁdence intervals. A fundamental goal is to approximate the null distribution of some test statistic without assuming that it has a particular distribution, such as a Student’s t distribution with speciﬁed degrees of freedom. For a variety of situations, there are nonparametric methods that perform about as well as standard inferential techniques when conventional assumptions (normality and homoskedasticity) are true, but they continue to perform well in situations where conventional techniques perform poorly. Before continuing, some brief comments about the illustrations used here should be made. The illustrations focus on features of the methods that receive the most attention, the idea being to concentrate on some of the simpler and more basic techniques. The point is that, even for these relatively simple cases, recent results indicate that the choice of method can make a practical difference. Many more illustrations, which include highly complex problems, can be found in the papers cited.



5.1.1 Comments on software Before continuing, it is noted that all of the illustrations given here are based on the powerful and ﬂexible software packages R and S-Plus. Both packages are very similar in terms of their basic commands and the routines that are available. R is free and available at http://www.r-project.org. The R website maintains an invaluable collection of packages (specialized software) written by various contributors. Unless stated otherwise, the R and S-Plus functions mentioned here by name belong to a library of routines available at www-rcf.usc.edu/∼rwilcox/. The R functions are stored in two ﬁles: Rallfunv1-v7 and Rallfunv2-v7. The S-Plus versions are stored in allfunv1-v7 and allfunv2-v7.
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5.2



Density estimation



This section comments brieﬂy on nonparametric density estimators. Density estimators are of interest in their own right, and a particular class of estimators provides a good transition into one of the nonparametric regression estimators to be described. (For results on density estimation based in part on wavelets, see Donoho et al. (1996).) In the simplest setting, if X1 , . . . , Xn is a random sample from some distribution having the probability density function f (x), the aim is to estimate f (x). Roughly, nonparametric density estimators focus on a certain proportion of points close to x. For example, Rosenblatt’s shifted histogram, which uses results derived by Scott (1979) and Freedman and Diaconis (1981), is applied as follows. Let IQR indicate the interquartile range (the difference between the 0.75 and 0.25 quantiles) and set h=



1.2(IQR) . n1/5



Let A be the number of observations less than or equal to x + h. In symbols, A = #{Xi ≤ x + h}, where the notation #{Xi ≤ x + h} indicates the cardinality of the set of observations satisfying Xi ≤ x + h. Similarly, let B = #{Xi < x − h}, the number of observations less than x − h. Then the estimate of f (x) is A−B fˆ (x) = . 2nh There are numerous alternatives, with so-called kernel density estimators having received a considerable amount of attention (Silverman 1986; Scott 1992; Wand and Jones 1995; Simonoff 1996). Moreover, research in this area remains active – for some recent results, see for example Clements et al. (2003), Devroye and Lugosi (2001), Messer and Goldstein (1993), Yang and Marron (1999), and Liu and Brown (1993). Kernel density estimators take the form   n 1  x − Xi fˆ (x) = , K nh h i=1



where K is some probability density function, and h is a constant to be determined. The constant h has been given several names, including span, window width, smoothing parameter, and bandwidth. One choice for K is the standard normal density. As for the bandwidth, the value of h is important because it affects both the mean integrated squared error (MISE) as well as the bias. Roughly, bias decreases as h gets small, but MISE increases. There are also the issues of undersmoothing and oversmoothing. Silverman (1986), as well as Venables and Ripley (2002, p. 127), recommend setting the span to h = 1.06 min(s, IQR/1.34)n−1/5 ,
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where s is the standard deviation. Sheather (1983) suggested another approach but later showed that bias is a concern and derived a method for getting better results (Sheather 1986). More recently, Sheather and Jones (1991) investigated other methods aimed at minimizing a kernel-based estimate of MISE. But perhaps a more basic issue is whether plug-in methods, such as those just cited, should be used over what are called classic methods, which include cross-validation, Mallow’s Cp criterion, and Akaike’s information criterion (AIC). Numerous papers have argued for plug-in methods, but Loader (1999) presents arguments and illustrations for preferring classic methods instead. An alternative choice for K, which has practical value, is the Epanechnikov kernel √ √ K(t) = 34 (1 − 15 t 2 )/ 5, |t| < 5, = 0, otherwise. At one time it was thought that the choice between the normal and Epanechnikov kernel was inconsequential, but more recently there is evidence that, at least in some situations, the Epanechnikov kernel is preferable for reasons to be elaborated (cf. Politis and Romano 1999). One of the more interesting approaches to density estimation is based on what is called an adaptive kernel density estimator. It begins with an initial estimate of the density, say f˜(Xi ). Let 1 log f˜ (Xi ) n n



log g =



i=1



and λi = (f˜ (Xi )/g)−a , where a is a sensitivity parameter satisfying 0 ≤ a ≤ 1. Based on comments by Silverman (1986), a = 0.5 appears to be a good choice. The adaptive kernel estimate of f is 1 1 K{h−1 λ−1 fˆ (t) = i (t − Xi )}. n hλi n



i=1



With K taken to be the Epanechnikov kernel, and following Silverman (1986, pp. 47–48), the span is h = 1.06



A , n1/5



where A = min(s, IQR/1.34). There are many choices for the initial estimate, f˜(Xi ). One that seems to stand out is called an expected frequency curve (Wilcox 2005a, section 3.2.3). The expected frequency curve is basically a variation of what is called the naive density estimator. It also has similarities to the nearest neighbor method for estimating densities as described in Silverman (1986). The method begins by computing the median
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absolute deviation (MAD) statistic, which is just the sample median of the n values |X1 − M|, . . . , |Xn − M|, where M is the usual sample median. (For relevant asymptotic results on MAD, see Hall and Welsh (1985).) Let MADN = MAD/z0.75 , where z0.75 is the 0.75 quantile of a standard normal distribution. Then x is said to be close to Xi if |Xi − x|/MADN ≤ h, where h again plays the role of a span. Typically h = 0.8 gives good results. Let Nx be the number of observations close to x. An estimate of the density at x is fˆ (x) =



Nx . 2hn MADN



Generally, estimating a density over a bounded domain can create difﬁculties. From a purely descriptive point of view, the adaptive kernel density estimator just described seems to have practical value. But in terms of estimating conﬁdence regions over bounded domains, it appears that no results are available based on this approach. Eklund (2005) describes and studies an approach to this problem, stemming from kernel density estimators, with an emphasis on the generalized autoregressive conditional heteroskedasticity GARCH(1,1) model of Bollerslev (1986). The error term is assumed to be standard normal, and it seems that there are no results on the efﬁcacy of the method when the error term is non-normal. Eklund (2005) also notes that the method he studies might be improved by using an adaptive kernel density estimator, but currently it seems that this approach has not been studied.



5.2.1 Some illustrations Some illustrations might help. The ﬁrst is hypothetical and used to illustrate why a good density estimator might be more informative than simply relying on the mean and variance to summarize data. The second illustration, based on data from an actual study, demonstrates that the choice between the normal and Epanechnikov kernel is not academic. Let  be the cumulative standard normal distribution and consider a contaminated normal having the cumulative distribution H (x) = 0.9(x) + 0.1(x/10). This contaminated normal has mean zero and variance 10.9. Figure 5.1 shows this contaminated normal and a normal distribution having the same mean and variance. So even when the mean and variance are known exactly, and it is known that the distribution is bell shaped, an approximation of a distribution with a normal distribution having the same mean and variance might perform poorly. The left panel of Figure 5.2 shows a histogram of 100 observations generated from the contaminated normal (using the built-in S-Plus function hist). The right panel shows an estimate of the distribution using the version of the adaptive kernel density estimator previously mentioned. The S-Plus function akerd was used, which is stored in the library of S-Plus and R functions mentioned in the introduction. As seems evident, the kernel density estimator provides a more satisfactory indication of the true density. Of course, this merely illustrates that the two methods can differ. But it can be seen that, in general, the kernel density estimator performs in a much more satisfactory manner for this particular situation.
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Figure 5.1 Two distributions with the same mean and variance.
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Figure 5.2 The left panel is a histogram based on n = 100 observations generated from the contaminated normal in Figure 5.1. The right panel is an estimate of the density using an adaptive kernel density method.
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Figure 5.3 Plots of the proportion of black residents by town. The upper left plot is a histogram (using Sturges’s rule for the number of bins). The lower left panel used the kernel density estimator used by S-Plus, which defaults to a normal kernel. The upper right panel is based on the adaptive kernel density estimator. Finally, the lower right panel is based on Rosenblatt’s shifted histogram.



Now consider data reported by Harrison and Rubinfeld (1978), a portion of which is reproduced in Belsley et al. (1980). Of general interest is how a variety of variables are related to the prices of homes in regions near Boston, MA. One of the variables was the proportion of black residents by town. Figure 5.3 shows four density estimates of this variable based on a sample size of n = 506. All four plots indicate a distribution that is skewed to the left. The lower left panel used the kernel density estimator that comes with S-Plus, which defaults to a normal kernel. A concern is that it tends to impose a bell shape for a portion of the data, even when the underlying distribution does not have this shape and the sample size is reasonably large. The only point here is that its shape for the right portion of the distribution differs in an obvious fashion from the plots in the upper right and lower right panels. The upper right panel is based on the adaptive kernel density estimator in conjunction with the Epanechnikov kernel. The lower right panel is based on Rosenblatt’s shifted histogram. A valid criticism – or at least a limitation of the illustrations just given – is that the bandwidth for the kernel density estimators was taken to be h = 1.06 min(s, IQR/1.34)n−1/5 . As already noted, there are numerous alternative methods for choosing h, and perhaps one of these would be relevant here. All that is being suggested is that the choice of method is not academic.



5.3



Nonparametric regression



Like the other topics covered here, the literature on nonparametric regression, or smoothers, is substantial (e.g. Efromovich 1999; Eubank 1999; Fan and Gijbels 1996; Fox 2001; Green and Silverman 1993; Gyorﬁ et al. 2002; H¨ardle 1990; Hastie and Tibshirani 1990). For recent asymptotic results in the context of a time series, which
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in terms of economics is relevant to a nonlinear cointegration type relationship, see Karlsen et al. (2006). To begin, imagine that the goal is to estimate the mean of Y given that X = x. A rough characterization of the underlying strategy is to focus on all Xi values close to x, and then use the corresponding Y values to estimate the mean of Y or some other measure of location such as the median. By doing this for a range of x values and plotting the results, we get a graphical sense of the regression line called a smooth. One of the earlier and better known smoothers was proposed by Cleveland (1979) and is applied as follows. Let δi = |Xi − x|, then sort the δi values and retain the k pairs of points that have the smallest δi values, where k = hn, rounded to the nearest integer, and h is a number between 0 and 1 and plays the role of a span. That is, h is a number chosen by the investigator that determines the proportion of points close to x that will be used regardless of what the value of x happens to be. Let δm be the maximum of the δi that are retained. The k values of Xi closest to x are called the k nearest neighbors. Software, such as R and S-Plus, have default values for h that seem to be a good choice for general use, but situations arise where an alternative choice gives better results. Let Qi =



|x − Xi | , δm



and if 0 ≤ Qi < 1 set wi = (1 − Q3i )3 , otherwise set wi = 0. Next, use weighted least squares to predict Y using wi as weights (cf. Fan 1993). That is, determine the values b1 and b0 that minimize n 



wi (Yi − b0 − b1 Xi )2



i=1



and estimate the mean of Y corresponding to X = x to be Yˆ = b0 + b1 x. Because the weights (the wi values) change with x, generally a different regression estimate of Y is used when x is altered. Finally, let Yˆi be the estimated mean of Y given that X = Xi based on the method just described. Then an estimate of the regression line is obtained by the line connecting the points (Xi , Yˆi ), i = 1, . . . , n. Cleveland (1979) describes a robust extension of this method that protects against unusual Y values, and this is used by the built-in S-Plus function lowess. Another class of smoothers (or nonparametric regression estimators) is based on what are called kernel regression estimators, which have an obvious connection with the kernel
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density estimators already described. Now the estimate of Y at X = x is m(x) ˆ =



n 



wi Yi ,



(5.2)



i=1



where



  1 x − xi , K Ws h   n  x − xi , K Ws = h wi =



i=1



and h is the span as already described in connection with kernel density estimators. There are, in fact, many variations of this approach. One that seems to perform relatively well was derived and studied by Fan (1993). Taking the span to be h = min(s, IQR/1.34), m(x) is estimated with m(x) ˆ = b0 + b1 x, where b0 and b1 are estimated via weighted least squares with weights wi = K((xi − x)/ h). Here the Epanechnikov kernel is assumed. The computations can be performed with the R or S-Plus function kerreg, which is stored in the library of functions mentioned in the introduction. (For some interesting comments relevant to lowess versus kernel regression methods, see Hastie and Loader (1993). For results on using local bandwidths, see Schucany (1995).) Kernel estimators, when dealing with multiple predictors, also play a role in more complex techniques. For example, Kumbhakar et al. (2007) make use of these estimators within the context of a new approach to nonparametric stochastic frontier models. The choice for the bandwidth h used in Fan’s method is not arbitrary and is consistent with recommendations made in published papers, but it is not being suggested that alternative estimates have no practical value. As was the case with kernel density estimators, generally the choice of the bandwidth is a complex issue, with many suggestions regarding how one should proceed. Yet another approach uses what are called splines. (Both S-Plus and R provide software for using splines.) They are a compromise between polynomial regression, which has been criticized due to the global nature of its ﬁt, and other smoothers that have an explicit local nature. Regression splines compromise by employing a piecewise polynomial. The regions that deﬁne the pieces are separated by a sequence of knots or breakpoints. (For a summary of data-driven methods for choosing the knots, see for example Hastie and Tibshirani (1990, chapter 9).) A common goal is to force the piecewise polynomials to join smoothly at the knots. One popular choice consists of piecewise cubic polynomials constrained to be continuous and to have continuous ﬁrst and second derivatives at the knots. An interesting variation of this approach was derived by Luo and Wahba (1997), who focus on the case of a single predictor under the assumption that the error term is normal and homoskedastic. Another interesting development is the use of splines when dealing with functional linear regression (Cardot et al. 2007). Roughly, they deal with situations where data come from observations of a continuous phenomenon over time and space. For recent results on the use of B-splines in the context of discriminate analysis,
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see Reynes et al. (2006). There are many other variations, extensions, and applications, but complete details are impossible here. It is noted that some informal comparisons with other smoothers suggest that sometimes splines are not quite as satisfactory as other methods (H¨ardle 1990; Wilcox 2005a). This is not to suggest that all variations have no practical value, but some caution seems prudent. Of interest is how methods based on splines compare to the smoothers studied in Wilcox (2005c) when dealing with multiple covariates. Results on using splines with multiple covariates have been published (e.g. Brezger and Lang 2006), but it seems that an extensive formal comparison with some newer methods has not been made. Cleveland’s nearest neighbor method, splines, and kernel regression estimators appear to represent the most commonly used smoothers. Yet another approach is called a running-interval smoother; it provides a simple method for estimating measures of location other than the mean, and an extension of the method (outlined later in this chapter) appears to perform relatively well when dealing with multiple predictors. Again, let h be a span, only now declare Xi to be close to x if |Xi − x| ≤ h × MADN. Let N (x) = {j : |Xj − x| ≤ h × MADN}. That is, N (x) indexes the set of all Xi values that are close to x. An estimate of some conditional measure of location associated with Y , given X = x, say θ , is based on the Yj values such that j ∈ N (x). For example, the sample mean of these Y values would estimate m(x). Regarding the span, h, a good choice for general use appears to be h = 1 when dealing with a single predictor. (For multiple predictors, h = 0.8 seems a bit better.) But as was the case with Cleveland’s method, exceptions will occur. With the span too low, a ragged regression line can result, and with a span too high, curvature can be missed. Simply trying different spans and checking a graph of the resulting smooth seems to be a reasonably satisfactory approach. Quantiles and robust measures of location, such as trimmed means and robust M-estimators, can be estimated using kernel regression techniques (e.g. H¨ardle 1990) instead of using the running-interval smoother. Currently, the relative merits of these two approaches appear to be unclear. When the goal is to estimate the conditional median of Y , it is noted that the running-interval smoother differs from what is called median smoothing. Median smoothing uses the k nearest neighbors, k ﬁxed, so it is like Cleveland’s nearest neighbor method, in contrast to the running-interval smoother, where the number of nearest neighbors depends on the data and varies with x. For an interesting discussion and application of the kernel approach to estimating quantiles, when dealing with the distribution of male earnings, see Ginther (2000). For another approach when dealing with quantiles, which seems to deserve serious consideration, see Ng (1996), He and Ng (1999), as well as Koenker and Ng (2005). The method can be applied with the R package cobs. The R function qsmcobs provides a convenient way of plotting the regression lines corresponding to two or more quantiles. A criticism of the running-interval smoother is that, when the sample size is small, a plot of the resulting smooth can be somewhat ragged. A useful tool for reducing
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this problem is bootstrap bagging (e.g. Davison et al. 2003; B¨uhlmann and Yu 2002; Breiman 1996a, b), and, at least in some situations, it can reduce mean squared error while maintaining relatively low bias. Let m(x|dn ) denote the running-interval smoother based on dn = (Xi , Yi ), i = 1, . . . , n. Generate a bootstrap from dn by resampling with replacement n pairs of points. Label the result d1∗ . Repeat this B times, yielding d1∗ , . . . , dB∗ Then the bagged estimate of m(x) is B 1  m(x|d) ˆ = m(x|db∗ ). B b=1



Of course, in principle, the method can be used with any smoother. When the goal is to estimate VAR(Y |X), it seems that this bootstrap bagging method, used in conjunction with the running-interval smoother, performs relatively well (Wilcox 2005b). Simple nonparametric regression estimators are used as a basis for addressing more complex problems, such as nonparametric instrumental variable estimation of local average treatment effects that takes into account covariates.



5.3.1 An illustration Consider again the housing data used in Figure 5.3, only now the goal is to estimate the cost of a house as a function of nitric oxide concentration (in parts per 10 million). Figure 5.4 shows an approximation of the regression line using the robust version of Cleveland’s method (the S-Plus function lplot was used). Note how the line has a • •• •
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Figure 5.4 A smooth, based on Cleveland’s robust method, where the goal is to predict the cost of homes given the amount of nitric oxide in the air.
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negative slope on the left, but the regression line approaches a horizontal line on the right. This type of result, where a smooth suggests an association over some intervals of X, but not others, seems to be quite common. Testing the hypothesis that the regression line is straight, based on a least squares ﬁt, can be done with a method derived by Stute et al. (1998). Using the S-Plus function lintest, this null hypothesis is rejected at the 0.001 level. For a test that the regression line is straight, when estimating the conditional median of Y , see Horowitz and Spokoiny (2002). An important point is that the choice of smoother, and even the span, can make a practical difference. This is illustrated with data from a survey of the clerical employees of a large ﬁnancial organization. The outcome variable Y is the proportion of employees within a department who give a favorable rating for their department. There were 30 departments, and here the goal is to estimate the proportion of favorable ratings based on a variable reﬂecting the extent to which special privileges are allowed. (The data come with the S-Plus software and are stored under the variable name attitude.) First, consider a smooth based on the robust version of Cleveland’s method, which is shown in the upper left panel of Figure 5.5. As is evident, there is a distinct bend in the curve, suggesting a positive association up to about X = 52, after which the slope of the line is fairly close to zero. A test of the hypothesis that the regression line is straight, using the R function lintest has a p-value of 0.48. So either there is curvature that was not detected by this test due to low power, or maybe the amount of curvature is small in some sense, and perhaps smaller than indicated by Figure 5.5. The upper right panel of Figure 5.5 shows a smooth based on Fan’s kernel method. So now the degree of curvature seems less striking, but some curvature is suggested. The lower left panel used the running-interval smoother with bootstrap bagging. The function rplot was used, which has a default value for the span of 0.8. The lower right panel again shows a smooth with bootstrap bagging, only now the span is 0.5. So a suggestion is that, if the
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Figure 5.5 The upper left panel is a smooth based on Cleveland’s method. The upper right panel is based on Fan’s kernel method. The lower left panel used the running-interval smoother with bootstrap bagging, with span of 0.8. The lower right panel again shows a smooth with bootstrap bagging, only now the span is 0.5.
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plot of the regression line appears to be reasonably smooth and straight, consider what happens when a smaller span is used.



5.3.2 Multiple predictors When dealing with p ≥ 2 predictors, X = (X1 , . . . , Xp ), there are at least two distinct strategies that deserve comment. The ﬁrst is to use what is called a generalized additive model (GAM): Yˆ = β0 + m1 (X1 ) + · · · + mp (Xp ),



(5.3)



where mj is some unknown function of Xj , j = 1, . . . , p, and β0 is some unknown constant. There are many variations, results, and applications based on this model. Prominent examples are smoothing splines (e.g. Hastie and Tibshirani 1990), local polynomials (Fan and Gijbels 1996), regression splines with adaptive knot selection (e.g. Friedman and Silverman 1989; Friedman 1991; Stone et al. 1997), and P-splines (Eilers and Marx 1996; Marx and Eilers 1998; Brezger and Lang 2006). Currently, smoothing based on mixed model representations of GAMs and extensions is very popular (e.g. Lin and Zhang 1999; Currie and Durbin 2002; Wand 2003). For Bayesian methods, see Brezger and Lang (2006), Smith and Kohn (1996), Denison et al. (1998), Biller (2000), Di Matteo et al. (2001), Biller and Fahrmeir (2001), and Hansen and Kooperberg (2002). Inference is based on Markov chain Monte Carlo (MCMC) techniques. (For an introduction, see Green (2001). For a recent book-length treatment of additive models, see Wood (2006).) The second general strategy simply uses Yˆ = m(X),



(5.4)



some function of the vector X. This approach can be implemented in various ways, where again the strategy roughly is to focus on all points close to X when determining Yˆ . A general concern with this latter approach is called the curse of dimensionality: neighborhoods with a ﬁxed number of points become less local as the dimensions increase (Bellman 1961). But a potential appeal is that it is more ﬂexible than imposing an additive model. Implementing the approach based on Equation (5.3) can be accomplished with the backﬁtting algorithm described, for example, by Hastie and Tibshirani (1990). Virtually any smoother designed for p = 1 can be used in Equation (5.3). An outline of the method is as follows. Set k = 0 and let m0j be some initial estimate of mj , j = 1, . . . , p. This initial estimate can be based on any of the smooths previously mentioned, where all predictors except the j th are ignored. For convenience, let m0j = Sj (Y |Xj ), where Sj (Y |Xj ) is some smooth based on the j th predictor only. Next, iterate as follows. 1: Increment k by 1. 2: For each j , j = 1, . . . , p, let mkj



 = Sj Y −



 =j



3: Repeat Steps 1 and 2 until convergence.



 



 mk−1  Xj
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Finally, estimate β0 with some appropriate measure of location applied to Yi −



p 



mkj (Yi |Xij ),



i = 1, . . . , n.



j =1



Both R and S-Plus have functions that can be used to apply the method when working with means. (For details, see a description of the functions gam and glm within R or S-Plus. When using S-Plus, the command gam will supply basic information.) For a function that allows robust measures of location and is based on the running-interval smoother, the R or S-Plus function adrun can be used, which belongs to the library of functions mentioned in the introduction to this chapter. There are alternatives to backﬁtting. An example is the divide-and-conquer strategy used by Brezger and Lang (2006), which enables them to estimate smoothing parameters simultaneously with regression parameters with little additional effort. (One of their illustrations deals with a space–time analysis of health insurance data.) As for using an approach based on Equation (5.4), there is the general problem of determining which points among (Yi , Xi ), i = 1, . . . , n, have the property that Xi is close to X. There are a variety of methods that might be used. For example, one could use a simple extension of the kernel regression method derived by Fan (1993) using basic results on kernel density estimators covered by Silverman (1986). Let xi = Xi /min(s , (q2 − q1 )/1.34), where s , q2 , and q1 are, respectively, the standard deviation, and the upper and lower quartiles based on X1 , . . . , Xn . If x x < 1, the multivariate Epanechnikov kernel is Ke (x) =



(p + 2)(1 − x x) , 2cp



otherwise Ke (x) = 0. Here, cp is the volume of the unit p-sphere: c1 = 2, c2 = π, and for p > 2, cp = 2πcp−2 /p. Following Silverman (1986, p. 86), the span is taken to be κ3 = A(p)n−1/(p+4) , where A(1) = 1.77, A(2) = 2.78, and for p > 2, √   8p(p + 2)(p + 4)(2 π)p 1/(p+4) . A(p) = (2p + 1)cp For ﬁxed i, let wj = K((xj − xi )/κ3 ). Then the estimated mean of Y , m(Xi ), is β0 + β1 X1 + · · · , +βp Xp , where β0 , β1 , . . . , βp are estimated via weighted least squares with weights w1 , . . . , wn . Another approach, which represents an extension of the running-interval smoother, is to use Mahalanobis distance to determine which points Xi are close to X. But it is well known that Mahalanobis distance is not robust, and some robust analog of Mahalanobis distance seems preferable. Then, as was done in the case p = 1, m(X) is estimated by applying some measure of location to all of the corresponding Yi values. There are several robust analogs of Mahalanobis distance that might be used. One that is relatively well known replaces the usual mean and covariance matrix with the minimum volume ellipsoid (MVE) estimator (e.g. Rousseeuw and Leroy 1987). The
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basic strategy behind the MVE estimator is this: among all ellipsoids containing half of the data, search for the one having the smallest volume and then, based on this subset, compute the mean and the usual covariance matrix. Typically, the MVE covariance matrix is rescaled to obtain consistency at the multivariate normal model (e.g. Marazzi 1993, p. 254). Generally it is difﬁcult to ﬁnd the smallest ellipsoid containing half of the data, but effective approximations are available via built-in functions in the software R, S-Plus and SAS. Some alternative measures of location and scatter that might have practical value for the problem at hand are the minimum covariance determinant estimator (e.g. Rousseeuw and van Driesen 1999), the OGK estimator derived by Maronna and Zamar (2002), and the TBS estimator derived by Rocke (1996) (also see Rocke and Woodruff 1993). What practical advantages these alternative measures of location and scatter might offer, for the problem at hand, have not been determined. Note that when using any analog of Mahalanobis distance, comparable distances from a point form an ellipsoid. Another possibility is to judge distances from the point X using a particular collection of projections based on X1 , . . . , Xn . Roughly, when judging the distance of points from X, ﬁx i and orthogonally project all n points onto the line between X and Xi , and compute the distance among the projected points between X and Xj , j = 1, . . . , n. Repeat this for each i, i = 1, . . . , n. The maximum distance between X and Xj , among these n projections, is the projection distance between X and Xj . More complete computational details can be found in Wilcox (2005a). (The R or S-Plus function runpd performs the calculations and defaults to a 20% trimmed mean.) A comparison of various smoothers, in terms of mean squared error and bias, was made by Wilcox (2005c), with a focus on the case p = 4. Among the situations considered, it was found that the generalization of Fan’s kernel regression estimator performed well when the regression surface is a plane. When there is curvature, the projection method generally performed best, with the MVE method a close second. Even when data were generated according to a generalized linear model, a method based on Equation (5.4) gave better results, but the extent to which this continues to be the case as p gets large is unknown. A negative feature of the projection method is that, with a large sample size, execution time could become a factor. Also, a criticism of this study is that default values for the bandwidths were used. Perhaps a more involved choice would alter the conclusions regarding which methods perform best. Evidently there are no inferential methods that seem to perform well in terms of determining the extent to which individual variables contribute to the ability to estimate Y via Equation (5.4). When using a generalized additive model, methods for making inferences about the individual variables are possible (e.g. Wilcox 2005a, section 11.5.5). The R or S-Plus function adtest performs the calculations. H¨ardle and Korostelev (1996) describe another approach, which assumes, among other things, that the error term is homoskedastic. For a test of the hypothesis that a generalized additive model ﬁts the data, see Wilcox (2005a, section 11.5.3). For the special case where the goal is to estimate the conditional quantiles of Y , it appears that there are four strategies that might be used within the framework of the generalized additive model. One is based on splines (Doksum and Koo 2000), but the asymptotic distribution is not known (cf. Huang 2003). Fan and Gijbels (1996, pp. 296–297) proposed a backﬁtting algorithm, but, again, the asymptotic distribution is not known. Perhaps some nonparametric inferential technique, some of which are outlined in the next section of this chapter, might perform relatively well, but it appears
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that this possibility has not been studied. De Gooijer and Zerom (2003) developed a marginal integration estimator, whose asymptotic distribution is known. But a possible concern is that it begins with an unrestricted p-dimensional, nonparametric quantile regression estimator, and so, with p large, the curse of dimensionality could be a practical problem. Finally, Horowitz and Lee (2005) proposed a method that avoids the curse of dimensionality and for which the asymptotic distribution is known. They illustrate their estimator with data dealing with Japanese ﬁrms, where the goal was to examine whether ‘concentrated shareholding is associated with lower expenditure on activities with scope for managerial private beneﬁts.’ (The ﬁrst stage of their estimation used B-splines.) But from an inferential point of view, it appears that little or nothing is known about the utility of the asymptotic distribution in terms of probability coverage. (For some recent work on computational aspects of time-adaptive quantile regression, see Møller et al. (2008). Other recent work related nonparametric quantile regression is Horowitz and Lee (2007).)



5.3.3 Some illustrations Consider again the housing data, only now the goal is to estimate the median cost of a home using the average number of rooms per dwelling and a (weighted) distance to employment centers in Boston. The left panel of Figure 5.6 shows a smooth based on Cleveland’s method, and the right panel used the running-interval smoother. These plots suggest that average number of rooms per dwelling has a more striking association with the median cost of a home than does the distance to Boston.



5.3.4 Estimating conditional associations Consider two predictors, X1 and X2 . One possible method for adding perspective is to estimate a smooth between Y and X1 , given some value for X2 . One way of addressing
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Figure 5.6 Two smooths where the goal is to estimate the median cost of a home using the average number of rooms per dwelling and a (weighted) distance to employment centers in Boston. The left panel shows a smooth based on Cleveland’s method, and the right panel used the running-interval smoother.



170



NONPARAMETRIC ESTIMATION



this problem begins with a bivariate Epanechnikov kernel, where, if 1 − v12 − v22 < 1, K(v1 , v2 ) =



2 (1 − v12 − v22 ), π



otherwise K(v1 , v2 ) = 0. An estimate of the bivariate density f (x1 , x2 ), based on (Xi1 , Xi2 ), i = 1, . . . , n, is   n 1  1 fˆ (x) = 2 K (x − xi ) , nh h i=1



where, again, h is the span. For the j th predictor, let uj = min(sj , IQRj /1.34), where sj and IQRj are the sample standard deviation and interquartile range based on X1j , . . . , Xnj . Here the span is taken to be  h = 1.77n−1/6 u21 + u22 . (see Silverman 1986, pp. 86–87). Then an estimate of m(Xi1 ), given that Xi2 = c, is obtained via weighted least squares applied to (Yi , Xi1 ), i = 1, . . . , n, with weights wi =



K(xi1 , Xi2 = c) , K2 (Xi2 = c)



where K2 is the Epanechnikov kernel used to estimate the probability density function at X2 . The calculations are performed by the R or S-Plus function kercon.



5.3.5 An illustration
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Consider again the housing data in Figure 5.6. Now, however, a smooth is created between housing costs and the average number of rooms per dwelling, given that the (weighted) distance from Boston is equal to one of three values: the estimated quartiles. Figure 5.7 shows the resulting plot. The lower smooth corresponds to the 0.25 quantile of the distance from Boston. The middle smooth corresponds to the 0.5 quantile, and the upper smooth corresponds to the 0.75 quantile. So it seems that the shape of the regression line ••
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Figure 5.7 Estimates of the regression line between housing costs and the average number of rooms per dwelling, given the (weighted) distance from Boston. The lower smooth corresponds to the case where the distance is equal to the estimated 0.25 quantile. The middle and upper smooths correspond to the median and upper quartiles, respectively.
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between housing costs and the average number of rooms per dwelling remains roughly the same as a function of distance, with the possibility that curvature is more pronounced when the distance is relatively low. Also, as the distance increases, with the average number of rooms per dwelling between six and seven, this appears to have some impact on cost.



5.4



Nonparametric inferential techniques



Like nonparametric density and regression estimators, the literature on nonparametric inferential techniques is vast. For a recent discussion particularly relevant to economists, see Dufour and Perron (2006) and Davidson and MacKinnon (2006). For results related to GMM (generalized method of moments) estimators for time series, see Inoue and Shintani (2006). Here the focus is on two basic bootstrap methods. For more details on bootstrap techniques, see Efron and Tibshirani (1993), Chernick (1999), Davison and Hinkley (1997), Hall and Hall (1995), Lunneborg (2000), Mooney and Duval (1993), and Shao and Tu (1995). (For recent results related to density estimation, see Hazelton and Turlach (2007).)



5.4.1 Some motivating examples Interest in bootstrap methods stems in part from recent insights into when and why conventional inferential techniques can be unsatisfactory when comparing means or dealing with least squares regression. For example, it was once thought that, when comparing means, thanks to the central limit theorem, normality could be safely assumed with sample sizes of about 40 or more. This view was not based on wild speculations, but a fundamental issue was missed when reaching this conclusion. Classic illustrations of the central limit theorem, when working with the sample mean, are based on sampling from either the uniform or exponential distributions. Both are relatively light-tailed and have the property that outliers are relatively rare, and with n = 40, the sampling distribution of the mean is approximately normal. But a much more important result is that, even when the sampling distribution of the mean is approximately normal, the distribution of √ n(X¯ − µ) T = s can be poorly approximated by a Student’s t distribution. When sampling from a lognormal distribution, which is relatively light-tailed, a sample size of about 200 is needed to compute a reasonably accurate conﬁdence interval for the mean. And as we move towards skewed distributions with heavy tails, more than 300 observations might be required (e.g. Wilcox 2003, 2005a). This result is of practical importance because modern outlier detection techniques suggest that outliers are more the rule than the exception. When dealing with regression, problems are exacerbated and new problems are introduced. For example, when the error term has a normal distribution and is heteroskedastic, conventional (homoskedastic) methods based on the ordinary least squares estimator can perform very poorly in terms of both probability coverage and power. When the error term has a non-normal distribution, practical problems get worse, which include poor efﬁciency relative to other regression estimators that might be used (e.g. Wilcox 2005a).
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5.4.2 A bootstrap-t method One way of trying to improve Student’s t is to attempt to approximate the null distribution of T in a nonparametric fashion. The bootstrap strategy for estimating the distribution of T begins with a bootstrap sample of size n, which is obtained by randomly sampling, with replacement, n values from X1 , . . . , Xn , yielding say X1∗ , . . . , Xn∗ . Let X¯ ∗ and s ∗ be the mean and standard deviation based on this bootstrap sample. That is, 1 ∗ Xi X¯ ∗ = n n



i=1



and



  n  1  (Xi∗ − X¯ ∗ )2 . s∗ =  n−1 i=1



Also let T∗ =



X¯ ∗ − X¯ √ . s∗/ n



(5.5)



Repeating the above process B times yields B values of T ∗ , which provides an approx∗ ∗ ∗ imation of the sampling distribution of T . If we let T(1) ≤ T(2) ≤ · · · ≤ T(B) be the B ∗ bootstrap T values written in ascending order, and we let  = 0.025B, rounded to the nearest integer, and u = B − , an estimate of the 0.025 and 0.975 quantiles of the ∗ ∗ distribution of T is T(+1) and T(u) . The resulting 0.95 bootstrap-t conﬁdence interval for µ is   s ∗ s ∗ ¯ ¯ X − T(u) √ , X − T(+1) √ . (5.6) n n ∗ ∗ Note that the lower end of the conﬁdence interval is based on T(u) , not T(+1) . Also, in ∗ ¯ this last equation, T(+1) is negative, and this helps explain why it is subtracted from X. There are conditions where the bootstrap-t method, just described, improves upon the usual Student’s t conﬁdence interval, in terms of probability coverage. But there are conditions where it also performs in an inadequate manner (e.g. Wilcox 2003). Various modiﬁcations have been proposed, one of which is based on what is called a symmetric two-sided conﬁdence interval. Rather than use T ∗ as previously deﬁned, use



T∗ =



¯ |X¯ ∗ − X| √ . ∗ s / n



(5.7)



Letting c = (1 − α)B, rounded to the nearest integer, an approximate 1 − α conﬁdence interval for µ is now given by ∗ s X¯ ± T(c) √ . n



(5.8)



There are theoretical reasons for preferring this symmetric two-sided conﬁdence interval over the ﬁrst bootstrap-t method (e.g. Hall 1988a, b), but, with small to moderate sample sizes, there are situations where it is not as satisfactory (Wilcox 2005a).
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5.4.3 The percentile bootstrap method A basic alternative to the bootstrap-t method is called a percentile bootstrap technique. To begin with the simplest case, consider any measure of location θ . Generate a bootstrap sample as was done before, and let θˆ ∗ be the resulting estimate of θ . That is, θˆ ∗ is based on the bootstrap sample X1∗ , . . . , Xn∗ . Repeat this process B times, yielding θˆ1∗ , . . . , θˆB∗ . Then a 0.95 conﬁdence interval for θ is given by the middle 95% of the θˆ1∗ , . . . , θˆB∗ values after they are put in ascending order. More formally, denoting the ordered estimates by ∗ ∗ θˆ(1) ≤ · · · ≤ θˆ(B) , and letting  = αB/2, rounded to the nearest integer, and u = B − , the 1 − α conﬁdence interval for θ is ∗ ∗ (θˆ(+1) , θˆ(u) ).



(5.9)



When θ is taken to be the population mean, the percentile bootstrap method does not perform as well as the bootstrap-t. But when dealing with measures of location that are reasonably robust, the reverse is true (e.g. Wilcox 2005a). The method is readily extended to comparing two independent groups. Let θˆj∗ be the bootstrap estimate of θj , where θj is the value of θ for the j th group. Let θˆj∗ be the bootstrap estimate of θj and let D ∗ = θˆ1∗ − θˆ2∗ . Repeat this process B times, yielding D1∗ , . . . , DB∗ ; again let  be αB/2, rounded to the nearest integer, and let u = B − , in which case an approximate 1 − α conﬁdence interval for θ1 − θ2 is ∗ ∗ (D(+1) , D(u) ).



An interesting special case is where θ is the population median and the goal is to test H 0 : θ 1 = θ2 . Let p∗ = P (θˆ1∗ > θˆ2∗ ). If the null hypothesis is true, then asymptotically (as both n and B get large) p∗ has a uniform distribution. Consequently, reject H0 if p ∗ ≤ α/2 or if p ∗ ≥ 1 − α/2. Although p∗ is not known, it is readily estimated. Let A be the number of values among D1∗ , . . . , DB∗ that are greater than zero. Then an estimate of p ∗ is pˆ ∗ =



A . B



For convenience, set pˆ m∗ = min(p ∗ , 1 − p∗ ).
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∗ Then 2pˆ m is an estimate of what Liu and Singh (1997) call the generalized p-value, and H0 is rejected if



2pˆ m∗ ≤ α. However, when sampling from discrete distributions where tied values can occur, an additional term can be important. Rather than use p ∗ as previously deﬁned, use p∗ = P (θˆ1∗ > θˆ2∗ ) + 0.5P (θˆ1∗ = θˆ2∗ ). Many methods for comparing medians have been proposed, but in simulations this is the only method to perform well when tied values are likely to occur (Wilcox 2006).



5.4.4 Simple ordinary least squares regression Now consider the simple linear regression model Y = β0 + β1 X + λ(X), where X is a single predictor, X and  are independent random variables, and λ(X) is some unknown function used to model heteroskedasticity, and where  has variance unity with E() = 0. Of course, the classic method for making inferences about β0 and β1 uses the least squares estimates of β0 and β1 , and it assumes λ(X) ≡ 1 (homoskedasticity) and that  has variance σ 2 , which is unknown. Under heteroskedasticity, it is well known that the actual and nominal levels of these tests can differ substantially (e.g. Wilcox 2005a). Let b0 and b1 be the least squares estimate of β0 and β1 . The deleterious effects of heteroskedasticity can be reduced by using an estimate of the standard errors of b0 and b1 that allows heteroskedasticity, and such estimators are available (e.g. Eicker 1963; Godfrey 2006; White 1980). There are in fact several estimates of the standard error that might be used, comparisons of which, when testing H0 : β1 = 0, were made by MacKinnon and White (1985), Godfrey (2006), and Long and Ervin (2000). Results reported by Godfrey (2006) suggest using what is called the HC4 estimate of the standard error. One of the simplest bootstrap methods for testing H0 : β1 = 0 begins by resampling with replacement n pairs of points from (Y1 , X1 ), . . . , (Yn , Xn ), yielding (Y1∗ , X1∗ ), . . . , (Yn∗ , Xn∗ ). Let b1∗ be the resulting least squares estimate of β1 . A basic ∗ ∗ percentile bootstrap method simply repeats this process B times, yielding b11 , . . . , b1B . ∗ ∗ Put these B values in ascending order, yielding b1(1) ≤ · · · ≤ b1(B) . Then an approximate 1 − α conﬁdence interval for β1 is ∗ ∗ , b1(u) ), (b1(+1)



(5.10)



where  = αB/2, rounded to the nearest integer, and u = B − . Although theoretically sound, this simple bootstrap method performs poorly in simulations unless the sample size is fairly large, say n ≥ 250. But all indications are that it has an appealing feature: under what would seem like extreme heteroskedasticity and a fairly large departure from normality, the actual probability coverage of the 0.95 conﬁdence interval given by (5.10) is remarkably stable. This suggests modifying (5.10) by lengthening the conﬁdence interval for n small, with the adjustment a function of
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the sample size, n. Wilcox (1996) found the following adjustment to perform well in simulations, assuming B = 599. Take the 0.95 conﬁdence interval for the slope to be ∗ ∗ (b1(a) , b1(c) ),



(5.11)



where: for n < 40, a = 7 and c = 593; for 40 ≤ n < 80, a = 8 and c = 592; for 80 ≤ n < 180, a = 11 and c = 588; for 180 ≤ n < 250, a = 14 and c = 585; and for n ≥ 250, a = 15 and c = 584. For the case of p > 1 predictors, it seems that using (5.10) sufﬁces in conjunction with the Bonferroni inequality if the goal is to have the probability of at least one Type I error to be less than 0.05. That is, use (5.10) but with  = α/(2p), rounded to the nearest integer. Two alternative methods are discussed and compared by Flachaire (2005). The ﬁrst uses a bootstrap estimate of the squared standard error of b1 , say S 2 (b1∗ ), and then the bootstrap samples are used to approximate the null distribution of b1 − β1 T = S 2 (b1∗ ) with b∗ − b1 T ∗ = 1 . S 2 (b1∗ ) Flachaire also considers a variation of this approach where, in this last equation, b1 is replaced by the null value of β1 . The second general method considered by Flachaire (2005) is based on a wild bootstrap method developed in Liu (1988), which follows a suggestion in Wu (1986). Several methods were studied, with the recommendation that a variation based on the Rademacher distribution be used. Simulations reported by Flachaire support the use of this approach, but the error term is assumed to be normal or to have a chi-squared distribution with ﬁve degrees of freedom. Flachaire summarizes some asymptotic results when the error term is asymmetric. More extreme departures from normality were considered by Wilcox (1996), where it was found that the modiﬁed percentile bootstrap method performed well in simulations, even under what appears to be extreme heteroskedasticity. How Flachaire’s recommended method performs under these same conditions has not been considered. More recent results by Godfrey (2006) suggest yet another bootstrap approach. But, based on results reviewed in the next section, it seems that Godfrey’s recommended bootstrap method should be replaced by another wild bootstrap method that is outlined in the next section. In summary, substantial improvements have been made regarding robust inferences about the slope when using least squares regression. But more recent results have found situations where all of the approaches reviewed here, plus some additional methods not described, are unsatisfactory with n ≤ 100 (Ng and Wilcox 2009). Included in the Ng and Wilcox study were several bootstrap techniques.



5.4.5 Regression with multiple predictors Now consider least squares regression where Y = β0 + β1 X1 + · · · βp Xp + λ(X1 , . . . , Xp ).
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Godfrey (2006) compared a variety of methods for testing H0 : β1 = · · · = βp = 0,



(5.12)



and the simulation results suggest using a particular wild bootstrap method. But it is noted that, for the special case p = 1, the level of this method can be unsatisfactory with n ≤ 100 (Ng and Wilcox 2009). It is well known that the least squares regression estimator is not robust. Even a single outlier can result in a distorted sense of how the bulk of the points are related, and power can be poor relative to more modern estimators. When using a robust estimator, it appears that an alternative method for testing Equation (5.12) should be used. (But the method about to be described does not perform well when using least squares.) The basic idea is to generate bootstrap estimates for each of the p parameters to be tested, repeat this B times, and then determine how deeply the null vector is nested within the bootstrap cloud. The details of this approach are as follows. Let βˆj be any estimate of βj based on the observed data. Generate a bootstrap sample by resampling with replacement n rows from X:   Y1 , X11 , . . . , X1p   ..  , .   Yn , Xn1 , . . . , Xnp yielding 



 ∗ ∗ Y1∗ , X11 , . . . , X1p   ..  . .   ∗ ∗ , . . . , Xnp Yn∗ , Xn1 Repeat this B times and let βˆj∗b , j = 1, . . . , p, b = 1, . . . , B, be an estimate of the j th parameter based on the bth bootstrap sample. Then an estimate of the covariance between βˆj and βˆk is 1  ∗ ∗ (βˆj b − β¯j∗ )(βˆkb − β¯k∗ ), B −1 B



vj k =



b=1



 where β¯j∗ = Bb=1 βˆj∗b /B. The distance between the bth bootstrap estimate of the parameters, and the estimate based on the original observations can be measured with db =



 ∗ ∗ ∗ ∗ (βˆ1b − βˆ1 , . . . , βˆpb − βˆp )V−1 (βˆ1b − βˆ1 , . . . , βˆpb − βˆp ) ,



where V is the p × p covariance matrix with the element in the j th row and kth column equal to vj k . If the point corresponding to the vector of hypothesized values is sufﬁciently far from the estimated values, relative to the distances db , reject H0 . This strategy is implemented by sorting the db values, yielding d(1) ≤ · · · ≤ d(B) , setting M = [(1 − α)B], and
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letting m be the value of M rounded to the nearest integer. The null hypothesis is rejected if D > d(m) ,



(5.13)



where  D = (βˆ1 , . . . , βˆp )V−1 (βˆ1 , . . . , βˆp ) . The R and S-Plus function regtest, contained in the library of functions mentioned in the introduction, performs the calculations. The method just outlined has been found to perform very well in simulations when using certain robust regression estimators (Wilcox 2005a). Included are the Theil–Sen estimator (Theil 1950; Sen 1968), a so-called biweight midregression estimator, and a robust M-estimator derived by Coakley and Hettmansperger (1993). (The Theil–Sen estimator was originally derived for the case p = 1 only. Several methods for extending it to p>1 are given in Wilcox (2005a).) It cannot be stressed too strongly that many new and improved methods, based in part on the bootstrap, continue to appear that are relevant to a wide range of problems. The search engine www.sciencedirect.com lists hundreds of journal articles published in the year 2007 alone. And bootstrap methods are just one facet of nonparametric estimation. More broadly, various nonparametric methods are combined in ways that are difﬁcult to appreciate based on this short introduction. Despite this, hopefully the basic methods and results, plus the recent developments that were cited, will give the reader some sense of what can be done.
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6.1



Introduction



The basic idea of any sort of hypothesis test is to compare the observed value of a test statistic, say τˆ , with the distribution that it would follow if the null hypothesis were true. The null is then rejected if τˆ is sufﬁciently extreme relative to this distribution. In certain special cases, such as t and F tests on the coefﬁcients of a linear regression model with exogenous regressors and normal errors, this distribution is known, and we can perform exact tests. In most cases of interest to econometricians, however, the distribution of the test statistic that we use is not known. We therefore have to compare τˆ with a distribution that is only approximately correct. In consequence, the test may overreject or underreject. Traditionally, the approximations that we use in econometrics have been based on asymptotic theory. But advances in computing have made an alternative approach increasingly attractive. This approach is to generate a large number of simulated values of the test statistic and compare τˆ with the empirical distribution function (EDF) of the simulated ones. Using the term ‘bootstrap’ in a rather broad sense, I will refer to this approach as bootstrap testing, although the term simulation-based testing is more general and might perhaps be more accurate. Bootstrap testing can work very well indeed in some cases, but it is, in general, neither as easy nor as reliable as practitioners often seem to believe. Although there is a very large literature on bootstrapping in statistics, a surprisingly small proportion of it is devoted to bootstrap testing. Instead, the focus is usually on estimating bootstrap standard errors and constructing bootstrap conﬁdence intervals. Two classic books are Efron and Tibshirani (1993) and Davison and Hinkley (1997). There Handbook of Computational Econometrics  2009 John Wiley & Sons, Ltd
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have been many useful survey papers, including DiCiccio and Efron (1996), Horowitz (2001), MacKinnon (2002), Davison et al. (2003), and Horowitz (2003). The next section discusses the basic ideas of bootstrap testing and its relationship with Monte Carlo testing. Section 6.3 explains what determines how well bootstrap tests perform under the null hypothesis. Section 6.4 discusses double bootstrap and fast double bootstrap tests. Section 6.5 discusses various bootstrap data generating processes (DGPs). Section 6.6 discusses tests of multiple hypotheses. Section 6.7 presents some simulation results for a particular case that illustrate how important the choice of bootstrap DGP can be, and Section 6.8 concludes.



6.2



Bootstrap and Monte Carlo tests



Suppose that τˆ is the observed value of a test statistic τ , and we wish to perform a test at level α that rejects when τˆ is in the upper tail. Then the P-value, or marginal signiﬁcance level , of τˆ is p(τˆ ) = 1 − F (τˆ ),



(6.1)



where F (τ ) is the cumulative distribution function of τ under the null hypothesis. If we knew F (τ ), we would simply calculate p(τˆ ) and reject the null whenever p(τˆ ) < α. This is equivalent to rejecting whenever τˆ exceeds the critical value F1−α (τ ), which is the 1 − α quantile of F (τ ). When we do not know F (τ ), which is usually the case, it is common to use an asymptotic approximation to it. This may or may not work well. An increasingly popular alternative is to perform a bootstrap test. We ﬁrst generate B bootstrap samples, or simulated datasets, indexed by j . The procedure for generating the bootstrap samples is called a bootstrap data generating process, or bootstrap DGP, and there are often a number of choices. Some bootstrap DGPs may be fully parametric, others may be fully nonparametric, whereas still others may be partly parametric (see Section 6.5). Each bootstrap sample is then used to compute a bootstrap test statistic, say τj∗ , most commonly by the same procedure as used to calculate τˆ from the real sample. It is strongly recommended that the bootstrap samples should satisfy the null hypothesis, but this is not always possible. When they do not satisfy the null hypothesis, the τj∗ cannot be calculated in quite the same way as τˆ itself. If we wish to reject when τˆ is in the upper tail, then the bootstrap P-value is simply pˆ ∗ (τˆ ) = 1 − Fˆ ∗ (τˆ ) =



B 1  ∗ I(τj > τˆ ), B



(6.2)



j =1



where Fˆ ∗ denotes the empirical distribution function (EDF) of the τj∗ , and I(·) denotes the indicator function, which is equal to 1 when its argument is true and 0 otherwise. The inequality would be reversed if we wished to reject when τˆ is in the lower tail, as with many unit root tests. Thus the bootstrap P -value is, in general, simply the proportion of the bootstrap test statistics τj∗ that are more extreme than the observed test statistic τˆ . In the case of Equation (6.2), it is in fact the empirical analog of Equation (6.1). Of course, rejecting the null hypothesis whenever pˆ ∗ (τˆ ) < α is equivalent to rejecting it whenever τˆ exceeds the 1 − α quantile of the bootstrap EDF Fˆ ∗ .
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Perhaps surprisingly, this procedure can actually yield an exact test in certain cases. The key requirement is that the test statistic τ should be pivotal , which means that its distribution does not depend on anything that is unknown. This implies that τ and the τj∗ all follow the same distribution if the null is true. In addition, the number of bootstrap samples B must be such that α(B + 1) is an integer, where α is the level of the test. If a bootstrap test satisﬁes these two conditions, then it is exact. This sort of test, which was originally proposed in Dwass (1957), is generally called a Monte Carlo test . For an introduction to Monte Carlo testing, see Dufour and Khalaf (2001). It is quite easy to see why Monte Carlo tests are exact. Imagine sorting all B + 1 test statistics. Then rejecting the null whenever p( ˆ τˆ ) < α implies rejecting it whenever τˆ is one of the largest α(B + 1) statistics. But, if τˆ and the τj∗ all follow the same distribution, this happens with probability precisely α. For example, if B = 999 and α = 0.01, we reject the null whenever τˆ is one of the 10 largest test statistics. Since a Monte Carlo test is exact whenever α(B + 1) is an integer, it is tempting to make B very small. In principle, it could be as small as 19 for α = 0.05 and as small as 99 for α = 0.01. There are two problems with this, however. The ﬁrst problem is that, the smaller B, the less powerful the test. The loss of power is proportional to 1/B (see Davidson and MacKinnon 2000; J¨ockel 1986). The second problem is that, when B is small, the results of the test can depend nontrivially on the particular sequence of random numbers used to generate the bootstrap test statistics, and most investigators ﬁnd this unsatisfactory. Since pˆ ∗ is just a frequency, the variance of pˆ ∗ is p ∗ (1 − p∗ )/B. Thus, when p ∗ = 0.05, the standard error of pˆ ∗ is 0.0219 for B = 99, 0.0069 for B = 999, and 0.0022 for B = 9999. This suggests that, if computational cost is not a serious concern, it might be dangerous to use a value of B less than 999, and it would not be unreasonable to use B = 9999. When computational cost is a concern, but it is not extremely high, it is often possible to obtain reliable results for a small value of B by using an iterative procedure proposed in Davidson and MacKinnon (2000). The idea is to start with a small value of B, decide whether the outcome of the test would almost certainly have been the same if B had been ∞, and then increase B if not. This process is then repeated until either an unambiguous result is obtained or it is clear that pˆ ∗ (τˆ ) is very, very close to α. For example, if B = 19, and ﬁve or more of the τj∗ are greater than τˆ , we can safely decide not to reject at the 0.05 level, because the probability of obtaining that many values of τj∗ larger than τˆ by chance if p ∗ = 0.05 is very small (it is actually 0.000 24). However, if fewer than ﬁve of the τj∗ are greater than τˆ , we need to generate some more bootstrap samples and calculate a new P -value. Much of the time, especially when the null hypothesis is true, this procedure stops when B < 100. When computational cost is extremely high, two useful procedures have recently been proposed. Racine and MacKinnon (2007b) propose a very simple method for performing Monte Carlo tests that does not require α(B + 1) to be an integer. However, this procedure may lack power. Racine and MacKinnon (2007a) propose a more complicated method for calculating bootstrap P -values that is based on kernel smoothing. The P -value depends on the actual values of τˆ and the τj∗ , not just on the rank of τˆ in the sorted list of all the test statistics. This method does not quite yield exact tests, but it can substantially increase power when B is very small. In some cases, one can reliably reject the null at the 0.05 level using fewer than 20 bootstrap samples.
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Quite a few popular speciﬁcation tests in econometrics are pivotal if we condition on the regressors and the distribution of the error terms is assumed to be known. These include any test that just depends on ordinary least squares residuals and on the matrix of regressors and that does not depend on the variance of the error terms. Examples include the Durbin–Watson test and several other tests for serial correlation, as well as popular tests for heteroskedasticity, skewness, and kurtosis. Tests for heteroskedasticity will be discussed further in the next section. It is very easy to perform this sort of Monte Carlo test. After we calculate τˆ from the residual n-vector uˆ and, possibly, the regressor matrix X, we generate B bootstrap samples. We can do this by generating B vectors of length n from the standard normal distribution, or possibly from some other assumed distribution, and regressing each of them on X so as to obtain B vectors of bootstrap residuals uˆ ∗j . We then calculate each of the bootstrap statistics τj∗ from uˆ ∗j in the same way that we calculated τˆ from u. ˆ Provided that we have chosen B correctly, the bootstrap P -value (6.2) will then provide us with an exact test. Even when τ is not pivotal, using the bootstrap to compute a P -value like (6.2) is asymptotically valid. Moreover, this type of bootstrap testing can in many cases yield more accurate results than using an asymptotic distribution to compute a P -value. This subject will be discussed in the next section. When we wish to perform a two-tailed test, we cannot use Equation (6.2) to compute a bootstrap P -value. If we are willing to assume that τ is symmetrically distributed around zero, we can use the symmetric bootstrap P-value pˆ s∗ (τˆ ) =



B 1  I(|τj∗ | > |τˆ |), B



(6.3)



j =1



which effectively converts a two-tailed test into a one-tailed test. If we are not willing to make this assumption, which can be seriously false for t statistics based on parameter estimates that are biased, we can instead use the equal-tail bootstrap P-value pˆ et∗ (τˆ )



 B B 1  ∗ 1  ∗ = 2 min I(τj ≤ τˆ ), I(τj > τˆ ) . B B 



j =1



(6.4)



j =1



Here we actually perform two tests, one against values in the lower tail of the distribution, and the other against values in the upper tail. The factor of 2 is necessary to take account of this. Without it, pˆ et∗ would lie between 0 and 0.5. If the mean of the τj∗ is far from zero, pˆ s∗ and pˆ et∗ may be very different, and tests based on them may have very different properties under both null and alternative hypotheses. Of course, Equation (6.3) can only apply to test statistics that can take either sign, such as t statistics. For test statistics that are always positive, such as ones that are asymptotically chi-squared, only Equation (6.2) is usually applicable. But we could use Equation (6.4) if we wanted to reject for small values of the test statistic as well as for large ones. Equations (6.2), (6.3), and (6.4) imply that the results of a bootstrap test are invariant to monotonically increasing transformations of the test statistic. Applying the same transformation to all the test statistics does not affect the rank of τˆ in the sorted list of τˆ and
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the τj∗ , and therefore it does not affect the bootstrap P -value. One of the implications of this result is that, for linear and nonlinear regression models, a bootstrap F test and a bootstrap likelihood ratio test based on the same bootstrap DGP must yield the same outcome.



6.3



Finite-sample properties of bootstrap tests



Even when B is inﬁnite, bootstrap tests will generally not be exact when τ is not pivotal. Their lack of exactness arises from the difference between the true distribution characterized by the CDF F (τ ) and the bootstrap distribution characterized by the CDF F ∗ (τ ). When more than one sort of bootstrap DGP can be used, we should always use the one that makes F ∗ (τ ) as close as possible to F (τ ) in the neighborhood of the critical value F1−α (τ ). Unfortunately, this is easier said than done. Either very sophisticated econometric theory or extensive simulation experiments may be needed to determine which of several bootstrap DGPs leads to the most reliable tests. A very important result, which may be found in Beran (1988), shows that, when a test statistic is asymptotically pivotal , bootstrapping yields what is generally called an asymptotic reﬁnement. A test statistic is asymptotically pivotal if its asymptotic distribution does not depend on anything that is unknown. If a test statistic has a conventional asymptotic distribution such as standard normal or chi-squared, then it must be asymptotically pivotal. But a test statistic can be asymptotically pivotal without having a known asymptotic distribution. In this context, what is meant by an asymptotic reﬁnement is that the error in rejection probability (ERP) of the bootstrap test is of a lower order in the sample size n than the ERP of an asymptotic test based on the same test statistic. A serious treatment of asymptotic reﬁnements is well beyond the scope of this chapter. Rigorous discussions are generally based on Edgeworth expansions of the distributions of test statistics (see Beran 1988; Hall 1992). Davidson and MacKinnon (1999) take a different approach based on the rejection probability function (RPF), which relates the probability that a test will reject the null to one or more nuisance parameters. Strictly speaking, this approach applies only to parametric bootstrap tests, but it helps to illuminate other cases as well. Consider the case in which the DGP depends on a single nuisance parameter. If the RPF is ﬂat, as it must be when a test statistic is pivotal, then a parametric bootstrap test will be exact, because the value of the nuisance parameter does not matter. When the RPF is not ﬂat, as is commonly the case, a bootstrap test will generally not be exact, because the estimated parameter of the bootstrap DGP will differ from the (unknown) parameter of the true DGP. How well a bootstrap test performs in such a case depends on the slope and curvature of the RPF, and the bias and precision of the estimated nuisance parameter. Although the actual behavior of bootstrap tests in simulation experiments does not accord well with theory in every case, the literature on the ﬁnite-sample properties of bootstrap tests has produced several theoretical results of note. • When a test statistic is asymptotically pivotal, bootstrapping it will generally yield a test with an ERP of lower order in the sample size than that of an asymptotic test based on the same statistic.
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• When a test statistic is not asymptotically pivotal, bootstrapping it will generally yield an asymptotically valid test, but the ERP of the bootstrap test will not be of lower order in the sample size than that of an asymptotic test. • In many cases, the reduction in ERP due to bootstrapping is O(n−1/2 ) for one-tailed tests and O(n−1 ) for two-tailed tests that assume symmetry around the origin. Note that, when a test statistic is asymptotically chi-squared, a test that rejects when the statistic is in the upper tail has the properties of a two-tailed test from the point of view of this theory. In contrast, a test based on the equal-tail P -value (Equation (6.4)) has the properties of a one-tailed test. • To minimize the Type I errors committed by bootstrap tests, we should attempt to estimate the bootstrap DGP as efﬁciently as possible. This generally means imposing the null hypothesis whenever it is possible to do so. In general, bootstrap tests can be expected to perform well under the null whenever the bootstrap DGP provides a good approximation to those aspects of the true DGP to which the distribution of the test statistic is sensitive. Since different test statistics may be sensitive to different features of the DGP, it is quite possible that a particular bootstrap DGP may work well for some tests and poorly for others. It is not always easy to impose the null hypothesis on a bootstrap DGP without also imposing parametric assumptions that the investigator may not be comfortable with. Various partly or wholly nonparametric bootstrap DGPs, some of which impose the null and some of which do not, are discussed in Section 6.5. Martin (2007) discusses how to impose the null in a nonparametric way in certain cases of interest. Although there is always a modest loss of power due to bootstrapping when B is small, bootstrapping when B is large generally has little effect on power. Comparing the power of tests that do not have the correct size is fraught with difﬁculty (see Davidson and MacKinnon 2006b). It is shown in that paper that, if bootstrap and asymptotic tests based on the same test statistic are size-corrected in a sensible way, then any difference in power should be modest. Since Monte Carlo tests are exact, and bootstrap tests are generally not exact, it may seem attractive to use the former whenever possible. The problem is that, in order to do so, it is generally necessary to make strong distributional assumptions. For concreteness, consider tests for heteroskedasticity. Dufour et al. (2004) show that many popular test statistics for heteroskedasticity in the linear regression model y = Xβ + u are pivotal when the regressors are treated as ﬁxed and the distribution of the error terms is known up to a scale factor. These statistics all have the form τ (Z, MX u). That is, they simply depend on a matrix Z of regressors that is treated as ﬁxed, and on the residual vector MX u, where the projection matrix MX yields residuals from a regression on X. Moreover, they are invariant to σ 2 , the variance of the error terms. One particularly popular procedure, proposed in Koenker (1981), involves taking the vector of residuals MX y, squaring each element, regressing the squared residuals on a constant and the matrix Z, and then calculating the usual F statistic for all slope coefﬁcients to be zero. The Koenker procedure is asymptotically invariant to the distribution of the error terms. It was originally proposed as a modiﬁcation to the LM test of Breusch
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and Pagan (1979), which is asymptotically valid only when the error terms are normally distributed. Performing a Monte Carlo test for heteroskedasticity simply involves drawing B error vectors u∗j from an assumed distribution, using each of them to calculate a bootstrap statistic τ (Z, MX u∗j ), and then calculating a P -value by Equation (6.2). But what if the assumed distribution is incorrect? As Godfrey et al. (2005) show, when the distribution from which the u∗j are drawn differs from the true distribution of u, Monte Carlo tests for heteroskedasticity can be seriously misleading. In particular, Monte Carlo versions of Breusch–Pagan tests can overreject or underreject quite severely in samples of any size, while Monte Carlo versions of Koenker tests can suffer from modest size distortions when the sample size is small. In contrast, nonparametric bootstrap tests in which the u∗j are obtained by resampling residuals (this sort of bootstrap DGP will be discussed in Section 6.5) always yield valid results for large samples and generally perform reasonably well even in small samples. None of these results is at all surprising. In order to obtain valid results in large samples, we either need to use a test statistic, such as the F statistic of Koenker (1981), that is asymptotically invariant to the distribution of the error terms, or we need to use a bootstrap DGP that adapts itself asymptotically to the distribution of the error terms, or preferably both. Using a Monte Carlo test based on the wrong distributional assumption together with a test statistic that is not asymptotically invariant to the distribution of the error terms is a recipe for disaster. Another way to get around this sort of problem, instead of using a nonparametric bootstrap, is proposed in Dufour (2006). This paper introduces maximized Monte Carlo tests. In principle, these can be applied to any sort of test statistic where the null distribution depends on one or more nuisance parameters. The idea is to perform a (possibly very large) number of simulation experiments, each for a different set of nuisance parameters. Using some sort of numerical search algorithm, the investigator searches over the nuisance parameter(s) in an effort to maximize the bootstrap P -value. The null hypothesis is rejected only if the maximized P -value is less than the predetermined level of the test. In the context of testing for heteroskedasticity, it is necessary to search over a set of possible error distributions. An application of maximized Monte Carlo tests to ﬁnancial economics may be found in Beaulieu et al. (2007). The idea of maximized Monte Carlo tests is elegant and ingenious, but these tests can be very computationally demanding. Moreover, their actual rejection frequency may be very much less than the level of the test, and they may in consequence be severely lacking in power. This can happen when the RPF is strongly dependent on the value(s) of one or more nuisance parameters, and there exist parameter values (perhaps far away from the ones that actually generated the data) for which the rejection probability under the null is very high. The maximized Monte Carlo procedure will then assign a much larger P -value than the one that would have been obtained if the true, but unknown, values of the nuisance parameters had been used.



6.4



Double bootstrap and fast double bootstrap tests



It seems plausible that, if bootstrapping a test statistic leads to an asymptotic reﬁnement, then bootstrapping a quantity that has already been bootstrapped will lead to a further
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reﬁnement. This is the basic idea of the iterated bootstrap, of which a special case is the double bootstrap, proposed in Beran (1987, 1988). There are at least two quite different types of double bootstrap test. The ﬁrst type potentially arises whenever we do not have an asymptotically pivotal test statistic to start with. Suppose, for example, that we obtain a vector of parameter estimates θˆ but no associated covariance matrix Var(θˆ ), either because it is impossible to estimate Var(θˆ ) at all or because it is impossible to obtain a reasonably accurate estimate. We can always ∗ use the bootstrap to estimate Var(θˆ ). If θˆ j denotes the estimate from the j th bootstrap ∗ sample, and θ¯ denotes the average of the bootstrap estimates, then B  ∗ ∗ ∗ ∗ ! θˆ ) ≡ 1 (θˆ j − θ¯ )(θˆ j − θ¯ )T Var( B j =1



provides a reasonable way to estimate Var(θˆ ). Note that whatever bootstrap DGP is used here should not impose any restrictions on θ . ! θˆ ). The simplest We can easily construct a variety of Wald statistics using θˆ and Var( would just be an asymptotic t statistic for some element of θ to equal a particular value. Creating a t statistic from a parameter estimate, or a Wald statistic from a vector of parameter estimates, is sometimes called prepivoting, because it turns a quantity that is not asymptotically pivotal into one that is. Even though test statistics of this sort are asymptotically pivotal, their asymptotic distributions may not provide good approximations in ﬁnite samples. Thus it seems natural to bootstrap them. Doing so is conceptually easy but computationally costly. The procedure works as follows. 1. Obtain the estimates θˆ . 2. Generate B2 bootstrap samples from a bootstrap DGP that does not impose any ! θˆ ). restrictions, and use them to estimate Var( ! θˆ )) is of interest. 3. Calculate whatever test statistic τˆ ≡ τ (θˆ , Var( 4. Generate B1 bootstrap samples using a bootstrap DGP that imposes whatever ∗ restrictions are to be tested. Use each of them to calculate θˆ j . 5. For each of the B1 bootstrap samples, perform Steps 2 and 3 exactly as before. ∗ ! θˆ ∗j )). This yields B1 bootstrap test statistics τj∗ ≡ τ (θˆ j , Var( 6. Calculate the bootstrap P -value for τˆ using whichever of the formulas (6.2), (6.3), or (6.4) is appropriate, with B1 playing the role of B. This procedure is conceptually simple, and, as long as the procedure for computing θˆ is reliable, it should be straightforward to implement. The major problem is computational cost, which can be formidable, because we need to obtain no less than (B1 + 1)(B2 + 1) estimates of θ . For example, if B1 = 999 and B2 = 500, we need to obtain 501,000 sets of estimates. It may therefore be attractive to utilize either the method of Davidson and MacKinnon (2000) or that of Racine and MacKinnon (2007a), or both together, because they can allow B1 to be quite small.
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The second type of double bootstrap test arises when we do have an asymptotically pivotal test statistic τ to start with. It works as follows. 1. Obtain the test statistic τˆ and whatever estimates are needed to generate bootstrap samples that satisfy the null hypothesis. 2. Generate B1 bootstrap samples that satisfy the null, and use each of them to compute a bootstrap statistic τj∗ for j = 1, . . . , B1 . 3. Use τˆ and the τj∗ to calculate the ﬁrst-level bootstrap P -value pˆ ∗ (τˆ ) according to, for concreteness, Equation (6.2). 4. For each of the B1 ﬁrst-level bootstrap samples, generate B2 second-level bootstrap samples, and use each of them to compute a second-level bootstrap test statistic τj∗∗l for l = 1, . . . , B2 . 5. For each of the B1 ﬁrst-level bootstrap samples, compute the second-level bootstrap P -value pˆ j∗∗ =



B2 1  I(τj∗∗l > τj∗ ). B2 l=1



Observe that this formula is very similar to Equation (6.2), but we are comparing τj∗ with the τj∗∗l instead of comparing τˆ with the τj∗ . 6. Compute the double bootstrap P-value as the proportion of the pˆ j∗∗ that are smaller (i.e. more extreme) than pˆ ∗ (τˆ ): pˆ ∗∗ (τˆ ) =



B1 1  I(pˆ j∗∗ < pˆ ∗ (τˆ )). B1



(6.5)



j =1



In order to avoid the possibility that pˆ j∗∗ = pˆ ∗ (τˆ ), which would make the strict inequality here problematical, it is desirable that B2 = B1 . This type of double bootstrap simply treats the single bootstrap P -value as a test statistic and bootstraps it. Observe that Equation (6.5) is just like Equation (6.2), but with the inequality reversed. Like the ﬁrst type of double bootstrap, this one is computationally demanding, as we need to calculate 1 + B1 + B1 B2 test statistics, and it may therefore be attractive to employ methods that allow B1 and/or B2 to be small. The computational cost of performing this type of double bootstrap procedure can be substantially reduced by utilizing one or more ingenious stopping rules proposed in Nankervis (2005). The idea of these stopping rules is to avoid unnecessarily calculating second-level bootstrap test statistics that do not affect the decision on whether or not to reject the null hypothesis. The asymptotic reﬁnement that we can expect from the second type of double bootstrap test is greater than we can expect from the ﬁrst type. For the ﬁrst type, the ERP will normally be of the same order in the sample size as the ERP of an ordinary (single) bootstrap test. For the second type, it will normally be of lower order. Of course, this
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does not imply that double bootstrap tests of the second type will always work better than double bootstrap tests of the ﬁrst type. Davidson and MacKinnon (2007) propose a procedure for computing fast double bootstrap (FDB) P -values for asymptotically pivotal test statistics. It is much less computationally demanding than performing a true double bootstrap, even if the procedures of Nankervis (2005) are employed, because there is just one second-level bootstrap sample for each ﬁrst-level one, instead of B2 of them. Steps 1, 2, and 3 of the procedure just given are unchanged, except that B replaces B1 . Steps 4, 5, and 6 are replaced by the following ones. 4. For each of the B bootstrap samples, generate a single dataset using a second-level bootstrap sample, and use it to compute a second-level test statistic τj∗∗ . ˆ ∗∗ (1 − pˆ ∗ ) and deﬁned 5. Calculate the 1 − pˆ ∗ quantile of the τj∗∗ , denoted by Q B implicitly by the equation B 1  ∗∗ ˆ ∗∗ I(τj < Q ˆ ∗ (τˆ ))) = 1 − pˆ ∗ (τˆ ). B (1 − p B



(6.6)



j =1



Of course, for ﬁnite B, there will be a range of values of Q∗∗ B that satisfy Equation (6.6), and we must choose one of them somewhat arbitrarily. 6. Calculate the FDB P -value as pˆ F∗∗ (τˆ ) =



B 1  ∗ ˆ ∗∗ I(τj > Q ˆ ∗ (τˆ ))). B (1 − p B j =1



Thus, instead of seeing how often the bootstrap test statistics are more extreme than the actual test statistic, we see how often they are more extreme than the 1 − pˆ ∗ quantile of the τj∗∗ . The great advantage of this procedure is that it involves the calculation of just 2B + 1 test statistics, although B should be reasonably large to avoid size distortions on the order of 1/B. However, for the FDB to be asymptotically valid, τ must be asymptotically independent of the bootstrap DGP. This is a reasonable assumption for the parametric bootstrap when the parameters of the bootstrap DGP are estimated under the null hypothesis, because a great many test statistics are asymptotically independent of all parameter estimates under the null (see Davidson and MacKinnon 1999). In the case of the linear regression model y = X1 β 1 + X2 β 2 + u with normal errors, for example, it is easy to show that the F statistic for β 2 = 0 is independent of the restricted estimates β˜ 1 , because the latter depend on the projection of y onto the subspace spanned by the columns of X1 , and the former depends on its orthogonal complement. For more general types of model, the same sort of independence holds, but only asymptotically. The assumption makes sense in a number of other cases as well, including the residual and wild bootstraps when they use parameter estimates under the null.
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There is no guarantee that double bootstrap tests will always work well. Experience suggests that, if the improvement in ERP from using a single-level bootstrap test is modest, then the further gain from using either a double bootstrap test of the second type or an FDB test is likely to be even more modest.



6.5



Bootstrap data generating processes



From the discussion in Section 6.3, it is evident that the choice of bootstrap DGP is absolutely critical. Just what choices are available depend on the model being estimated and on the assumptions that the investigator is willing to make. In this section, several types of bootstrap DGP for regression models are discussed.



6.5.1 Resampling and the pairs bootstrap At the heart of many bootstrap DGPs is the idea of resampling, which was the key feature of the earliest bootstrap methods proposed in Efron (1979, 1982). Suppose that we are interested in some quantity θ (y), where y is an n-vector of data with typical element yt . What is meant by resampling is that each element of every bootstrap sample y ∗j is drawn randomly from the EDF of the yt , which assigns probability 1/n to each of the yt . Thus each element of every bootstrap sample can take on n possible values, namely, the values of the yt , each with probability 1/n. Each bootstrap sample therefore contains some of the yt just once, some of them more than once, and some of them not at all. Resampling is conceptually simple and computationally efﬁcient. It works in theory, at least asymptotically, because the EDF consistently estimates the distribution of the yt . For regression models, and other models that involve averaging, it often works very well in practice. However, in certain respects, the bootstrap samples y ∗j differ fundamentally from the original sample y. For example, the largest element of y ∗j can never exceed the largest element of y and will be less than it nearly 37% of the time. Thus resampling is likely to yield very misleading results if we are primarily interested in the tails of a distribution. Bootstrap samples based on resampling are less diverse than the original sample. When the yt are drawn from a continuous distribution, the n elements of y are all different. But the n elements of each bootstrap sample inevitably include a number of duplicates, because the probability that any element of the original sample will not appear in a particular bootstrap sample approaches 1/e = 0.3679 as n → ∞. This can cause bootstrap DGPs based on resampling to yield invalid inferences, even asymptotically. An important example is discussed in Abadie and Imbens (2008), which shows that certain bootstrap methods based on resampling are invalid for matching estimators. Resampling can be used in a variety of ways. One of the most general and widely used bootstrap DGPs is the pairs bootstrap or pairwise bootstrap, which dates back to Freedman (1981). The idea is simply to resample the data, keeping the dependent and independent variables together in pairs. In the context of the linear regression model y = Xβ + u, this means forming the matrix [y X] with typical row [yt Xt ] and resampling the rows of this matrix. Each observation of a bootstrap sample is [yt∗ X∗t ], a randomly chosen row of
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[y X]. This method implicitly assumes that each observation [yt Xt ] is an independent random drawing from a multivariate distribution, which may or may not be a reasonable assumption. The pairs bootstrap can be applied to a very wide range of models, not merely regression models. It is most natural to use it with cross-section data, but it is often used with time-series data as well. When the regressors include lagged dependent variables, we simply treat them in the same way as any other column of X. The pairs bootstrap does not require that the error terms be homoskedastic. Indeed, error terms do not explicitly appear in the bootstrap DGP at all. However, a serious drawback of this method is that it does not condition on X. Instead, each bootstrap sample has a different X∗ matrix. This can lead to misleading inferences in ﬁnite samples when the distribution of a test statistic depends strongly on X. In the context of bootstrap testing, the pairs bootstrap is somewhat unsatisfactory. Because it is completely nonparametric, the bootstrap DGP does not impose any restrictions on the parameters of the model. If we are testing such restrictions, as opposed to estimating covariance matrices or standard errors, we need to modify the bootstrap test statistic so that it is testing something that is true in the bootstrap DGP. Suppose the actual test statistic takes the form of a t statistic for the hypothesis that β = β 0 : τˆ =



βˆ − β 0 . ˆ s(β)



ˆ is its Here βˆ is the unrestricted estimate of the parameter β that is being tested, and s(β) 0 standard error. The bootstrap test statistic cannot test the hypothesis that β = β , because that hypothesis is not true for the bootstrap DGP. Instead, we must use the bootstrap test statistic τj∗ =



βˆj∗ − βˆ , s(βˆj∗ )



(6.7)



where βˆj∗ is the estimate of β from the j th bootstrap sample, and s(βˆj∗ ) is its standard ˆ using the actual error, calculated by whatever procedure was employed to calculate s(β) sample. Since the estimate of β from the bootstrap samples should, on average, be equal ˆ at least asymptotically, the null hypothesis tested by τ ∗ is ‘true’ for the pairs to β, j bootstrap DGP. ˆ is difﬁcult to compute, it is very tempting to replace s(βˆ ∗ ) As an aside, when s(β) j ˆ This temptation should be resisted at all costs. If we were in Equation (6.7) by s(β). to use the same standard error to compute both τˆ and τj∗ , then we would effectively be using the nonpivotal quantity βˆ − β 0 as a test statistic. Bootstrapping it would be asymptotically valid, but it would offer no asymptotic reﬁnement. Instead, we can always ˆ and the s(βˆ ∗ ), which will lead to the ﬁrst type of double use the bootstrap to compute s(β) j bootstrap test discussed in the previous section. In the case of a restriction like β = β 0 , it is easy to modify the bootstrap test statistic, as in Equation (6.7), so that bootstrap testing yields valid results. But this may not be so easy to do when there are several restrictions and some of them are nonlinear. Great care must be taken when using the pairs bootstrap in such cases.
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Many simulation results suggest that the pairs bootstrap is never the procedure of choice for regression models. Consider the nonlinear regression model yt = xt (β) + ut ,



ut ∼ IID(0, σ 2 ),



(6.8)



where xt (β) is a regression function, in general nonlinear in the parameter vector β, that implicitly depends on exogenous and predetermined variables. It is assumed either that the sample consists of cross-section data or that the regressand and all regressors are stationary. Note that the error terms ut are assumed to be independent and identically distributed (i.i.d.).



6.5.2 The residual bootstrap A good way to bootstrap a regression model like Equation (6.8) is to use the residual bootstrap. The ﬁrst step is to estimate (6.8) under the null hypothesis, obtaining parameter estimates β˜ and residuals u˜ t . If the model (6.8) does not have a constant term or the equivalent, then the residuals may not have mean zero, and they should be recentered. Unless the test statistic to be bootstrapped is invariant to the variance of the error terms, it is advisable to rescale the residuals so that they have the correct variance. The simplest type of rescaled residual is 1/2  n u¨ t ≡ u˜ t , (6.9) n − k1 where k1 is the number of parameters estimated under the null hypothesis. The ﬁrst factor here is the inverse of the square root of the factor by which 1/n times the sum of squared residuals underestimates σ 2 . A somewhat more complicated method uses the diagonals of the hat matrix , that is, X(X T X)−1 X T , to rescale each residual by a different factor. It may work a bit better than (6.9) when some observations have high leverage. Note that this method is a bit more complicated than the analogous one for the wild bootstrap that is described below, because we need to ensure that the rescaled residuals have mean zero (see Davidson and MacKinnon 2006a). The residual bootstrap DGP may be written as ˜ + u∗ , yt∗ = xt (β) t



u∗t ∼ EDF(u¨ t ).



(6.10)



In other words, we evaluate the regression function at the restricted estimates and then resample from the rescaled residuals. There might be a slight advantage in terms of power if we were to use unrestricted rather than restricted residuals in (6.10). This would involve estimating the unrestricted model to obtain residuals uˆ t and then replacing u˜ t ˆ by uˆ t and k1 by k in Equation (6.9). What is important is that we use β˜ rather than β. Doing so allows us to compute the bootstrap test statistics in exactly the same way as the actual one. Moreover, since β˜ will, in most cases, be more precisely estimated than ˆ the bootstrap DGP (6.10) will more closely approximate the true DGP than it would β, ˆ if we used β. When xt (β) includes lagged values of the dependent variable, the residual bootstrap should be modiﬁed so that the yt∗ are generated recursively. For example, if the restricted model were yt = β1 + β2 zt + β3 yt−1 + ut ,
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the bootstrap DGP would be ∗ + u∗t , yt∗ = β˜1 + β˜2 zt + β˜3 yt−1



u∗t ∼ EDF(u¨ t ).



(6.11)



In most cases, the observed pre-sample value(s) of yt are used to start the recursion. It is important that the bootstrap DGP should be stationary, which in this case means that |β˜3 | < 1. If this condition is not satisﬁed naturally, it should be imposed on the bootstrap DGP.



6.5.3 The wild bootstrap The validity of the residual bootstrap depends on the strong assumption that the error terms are independent and identically distributed. We cannot use it when they are actually heteroskedastic. If the form of the heteroskedasticity is known, we can easily modify the residual bootstrap by introducing a skedastic function, estimating it, using feasible weighted least squares (linear or nonlinear), and then resampling from standardized residuals. But if the form of the heteroskedasticity is unknown, the best method that is currently available, at least for tests on the coefﬁcient vector β, appears to be the wild bootstrap, which was originally proposed in Wu (1986). For a restricted version of a model like (6.8), with independent but possibly heteroskedastic error terms, the wild bootstrap DGP is ˜ + f (u˜ t )v ∗ , yt∗ = xt (β) t where f (u˜ t ) is a transformation of the tth residual u˜ t , and vt∗ is a random variable with mean 0 and variance 1. One possible choice for f (u˜ t ) is just u˜ t , but a better choice is f (u˜ t ) =



u˜ t , (1 − ht )1/2



(6.12)



where ht is the tth diagonal of the ‘hat matrix’ that was deﬁned just after (6.9). When the f (u˜ t ) are deﬁned by Equation (6.12), they would have constant variance if the error terms were homoskedastic. There are various ways to specify the distribution of the vt∗ . The simplest, but not the most popular, is the Rademacher distribution: vt∗ = 1 with probability 12 ,



vt∗ = −1 with probability 12 .



(6.13)



Thus each bootstrap error term can take on only two possible values. Davidson and Flachaire (2008) have shown that wild bootstrap tests based on (6.13) usually perform better than wild bootstrap tests that use other distributions when the conditional distribution of the error terms is approximately symmetric. When this distribution is sufﬁciently asymmetric, however, it may be better to use another two-point distribution, which is the one that is most commonly used in practice:  √ √ √ −( 5 − 1)/2 with probability ( 5 + 1)/(2 5), ∗ √ √ √ vt = ( 5 + 1)/2 with probability ( 5 − 1)/(2 5). In either case, since the expectation of the square of u˜ t is approximately the variance of ut , the wild bootstrap error terms will, on average, have about the same variance as
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the ut . In many cases, this seems to be enough for the wild bootstrap DGP to mimic the essential features of the true DGP. Although it is most natural to use the wild bootstrap with cross-section data, it can also be used with at least some types of time-series model, provided the error terms are uncorrelated (see Gonc¸alves and Kilian 2004). The wild bootstrap can also be used with clustered data. In this case, the entire vector of residuals for each cluster is multiplied by vt∗ for each bootstrap sample so as to preserve any within-cluster relationships among the error terms (see Cameron et al. 2008).



6.5.4 Bootstrap DGPs for multivariate regression models Bootstrap methods may be particularly useful in the case of multivariate regression models, because standard asymptotic tests often overreject severely (see Dufour and Khalaf 2002; Stewart 1997). When there are g dependent variables, a multivariate nonlinear regression model can be written, using notation similar to that of Equation (6.8), as yti = xti (β) + uti ,



t = 1, . . . , n, i = 1, . . . , g.



(6.14)



If we arrange the yti , xti , and uti into g-vectors y t , x t , and ut , respectively, the model (6.14) can be written more compactly as y t = x t (β) + ut ,



E(ut uTt ) = .



(6.15)



Here the conventional assumption that the error terms are correlated across equations, but homoskedastic and serially uncorrelated, is made explicit. The model (6.15) is typically estimated by either feasible generalized least squares (GLS) or maximum likelihood. Doing so under the null hypothesis yields parameter estimates β˜ and residuals u˜ t . The residual bootstrap DGP for the model (6.15) is simply ˜ + u∗ , y ∗t = x t (β) t



u∗t ∼ EDF(u˜ t ),



(6.16)



which is analogous to (6.10). We evaluate the regression functions at the restricted estimates β˜ and resample from vectors of residuals, as in the pairs bootstrap. This resampling preserves the joint empirical distribution of the residuals, and in particular the correlations among them, without imposing any distributional assumptions. This approach is simpler and less restrictive than drawing the u∗t from a multivariate normal distribution with covariance matrix estimated from the u˜ t , which is a procedure that is also sometimes used. Of course, we may wish to impose the normality assumption, since, in some cases, doing so makes it possible to perform Monte Carlo tests on multivariate linear regression models (see Dufour and Khalaf 2002). Alternatively, if we wished to allow for heteroskedasticity, we could use a wild bootstrap. A particularly important type of multivariate regression model is the simultaneous equations model . Often, we are only interested in one equation from such a model, and it is estimated by generalized instrumental variables (also called two-stage least squares). A model with one structural equation and one or more reduced form equations may be written as y = Zβ 1 + Y β 2 + u,



(6.17)



Y = W + V .



(6.18)
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Here y is an n × 1 vector of the endogenous variable of interest, Y is an n × g matrix of other endogenous variables, Z is an n × k matrix of exogenous variables, and W is an n × l matrix of instruments, which must include all the exogenous variables. In ﬁnite samples, inferences about β 1 and β 2 based on asymptotic theory can be very unreliable, so it is natural to think about bootstrapping. However, bootstrapping this model requires some effort. Even if we are only interested in the structural equation (6.17), the bootstrap DGP must generate both y ∗ and Y ∗ . We could just use the pairs bootstrap (Freedman 1984), but it often does not work very well. In order to use the residual bootstrap, we need estimates of β 1 , β 2 , and , as well as a way to generate the bootstrap error terms u∗ and V ∗ . It is natural to use two-stage least squares (2SLS) estimates of β 1 and β 2 from Equation (6.17) under the null hypothesis, along with ordinary least squares (OLS) estimates of  from Equation (6.18). The bootstrap error terms may then be obtained by resampling from the residual vectors [uˆ t Vˆ t ], as in Equation (6.16). Although the residual bootstrap DGP just described is asymptotically valid and generally provides less unreliable inferences than using asymptotic tests, it often does not work very well. But its ﬁnite-sample properties can be greatly improved if we use OLS ˆ  from the system of regressions estimates  Y = W  + uδ ˆ T + residuals



(6.19)



ˆ from Equation (6.18). In Equation (6.19), uˆ is the rather than the usual OLS estimates  vector of 2SLS residuals from estimation of Equation (6.17) under the null hypothesis, and δ is a g-vector of coefﬁcients to be estimated. We also use the matrix  ˆ Vˆ ≡ Y − W 



instead of Vˆ when we resample the bootstrap error terms. It was shown in Davidson and MacKinnon (2008) that, in the case in which there is just one endogenous variable on the right-hand side, t statistics for β2 = 0 are far ˆ  and Vˆ  than when it uses  ˆ and Vˆ . This more reliable when the bootstrap DGP uses  is especially true when the instruments are weak, which is when asymptotic tests tend to be seriously unreliable. A wild bootstrap variant of this procedure, which allows for heteroskedasticity of unknown form, was proposed in Davidson and MacKinnon (2009).



6.5.5 Bootstrap DGPs for dependent data Any sort of resampling requires independence. Either the data must be treated as independent drawings from a multivariate distribution, as in the pairs bootstrap, or the error terms must be treated as independent drawings from either univariate or multivariate distributions. In neither case can serial dependence be accommodated. Several bootstrap methods that do allow for serial dependence have been proposed, however. Surveys of these methods include B¨uhlmann (2002), Horowitz (2003), Politis (2003), and H¨ardle et al. (2003). One way to generalize the residual bootstrap to allow for serial correlation is to use what is called the sieve bootstrap, which assumes that the error terms follow an unknown, stationary process with homoskedastic innovations. The sieve bootstrap, which was given
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its name in B¨uhlmann (1997), attempts to approximate this stationary process, generally by using an autoregressive AR(p) process, with p chosen either by some sort of model selection criterion or by sequential testing. One could also use moving average (MA) or autoregressive moving average (ARMA) processes, and this appears to be preferable in some cases (see Richard 2007). After estimating the regression model, say (6.8), under the null hypothesis, we retain the residuals and use them to select the preferred AR(p) process and estimate its coefﬁcients, making sure that it is stationary. Of course, this two-step procedure would not be valid if Equation (6.8) were a dynamic model. Then the bootstrap DGP is u∗t =



p 



ρˆi u∗t−i + t∗ ,



t = −m, . . . , 0, 1, . . . , n,



i=1



˜ + u∗t , yt∗ = xt (β)



t = 1, . . . , n,



where the ρˆi are the estimated parameters, and the t∗ are resampled from the (possibly rescaled) residuals of the AR(p) process. Here m is an arbitrary number, such as 100, chosen so that the process can be allowed to run for some time before the sample period starts. We set the initial values of u∗t−i to zero and discard the u∗t for t < 1. The sieve bootstrap is somewhat restrictive, because it rules out generalized autoregressive conditional heteroskedasticity (GARCH) models and other forms of conditional heteroskedasticity. Nevertheless, it is quite popular. It has recently been applied to unit root testing in Park (2003) and Chang and Park (2003), and it seems to work quite well in many cases. Another approach that is more in the spirit of resampling and imposes fewer assumptions is the block bootstrap, originally proposed in K¨unsch (1989). The idea is to divide the quantities that are being resampled into blocks of b consecutive observations. These quantities may be either rescaled residuals or [y, X] pairs. The blocks, which may be either overlapping or non-overlapping and may be either ﬁxed or variable in length, are then resampled. Theoretical results due to Lahiri (1999) suggest that the best approach is to use overlapping blocks of ﬁxed length. This is called the moving block bootstrap. For the moving block bootstrap, there are n − b + 1 blocks. The ﬁrst contains observations 1 through b, the second contains observations 2 through b + 1, and the last contains observations n − b + 1 through n. Each bootstrap sample is then constructed by resampling from these overlapping blocks. Unless n/b is an integer, one or more of the blocks will have to be truncated to form a sample of length n. A variant of the moving block bootstrap for dynamic models is the block-of-blocks bootstrap (Politis and Romano 1992), which is analogous to the pairs bootstrap. Consider the dynamic regression model yt = Xt β + γ yt−1 + ut ,



ut ∼ IID(0, σ 2 ).



If we deﬁne Z t as [yt , yt−1 , Xt ], then we can construct n − b + 1 overlapping blocks as Z1 . . . Zb ;



Z 2 . . . Z b+1 ;



......



; Z n−b+1 . . . Z n .



These overlapping blocks are then resampled. Note that the block-of-blocks bootstrap can be used with any sort of dynamic model, not just regression models.
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Because of the way the blocks overlap in a moving block bootstrap, not all observations appear with equal frequency in the bootstrap samples. Observations 1 and n each occur in only one block, observations 2 and n − 1 each occur in only two blocks, and so on. This can have implications for the way one should calculate the bootstrap test statistics (see Horowitz et al. 2006). Block bootstrap methods inevitably suffer from two problems. The ﬁrst problem is that the bootstrap samples cannot possibly mimic the original sample, because the dependence is broken at the start of each new block; this is often referred to as the join-point problem. The shorter the blocks, the more join points there are. The second problem is that the bootstrap samples look too much like the particular sample we started with. The longer the blocks, the fewer the number of different blocks in any bootstrap sample, and hence the less opportunity there is for each of the bootstrap samples to differ from the original one. For any block bootstrap method, the choice of b is very important. If b is too small, the join-point problem may well be severe. If b is too large, the bootstrap samples may well be insufﬁciently random. In theory, b must increase with n, and the rate of increase should often be proportional to n1/3 . Of course, since actual sample sizes are generally ﬁxed, it is not clear what this means in practice. It often requires quite a large sample size for it to be possible to choose b so that the blocks are neither too short nor too long. Block bootstrap methods have many variants designed for different types of problem. For example, Paparoditis and Politis (2003) propose a residual-based block bootstrap designed for unit root testing. Andrews (2004) proposes an ingenious block–block bootstrap that involves modifying the original test statistic, so that its join-point features resemble those of the bootstrap statistics. The ﬁnite-sample properties of block bootstrap methods are generally not very good. In some cases, it can require substantial effort just to show that they are asymptotically valid (see Gonc¸alves and White 2004). In theory, these methods frequently offer higher-order accuracy than asymptotic methods, but the rate of improvement is generally quite small (see Andrews 2002, 2004; Hall et al. 1995).



6.6



Multiple test statistics



Whenever we perform two or more tests at the same time, we cannot rely on ordinary P -values, or ordinary critical values, because the probability of obtaining an unusually large test statistic by chance increases with the number of tests we perform. However, controlling the overall signiﬁcance level of several tests without sacriﬁcing power is difﬁcult to do using classical procedures. In order to ensure that the overall signiﬁcance level is no greater than α, we must use a signiﬁcance level α  for each test that is smaller than α. If there are m tests, the well known Bonferroni inequality tells us to set α  = α/m. A closely related approach is to set α  = 1 − (1 − α)1/m . This will yield a very similar, but slightly less conservative, answer. If we are using P -values, the Bonferroni P -value is simply m times the smallest P -value for each of the individual tests. Thus, when performing ﬁve tests, we would need one of them to have a P -value of less than 0.01 before we could reject at the 0.05 level. When some of the test statistics are positively correlated, the Bonferroni approach can be much too conservative. In the extreme case in which all of the statistics were perfectly
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correlated, it would be appropriate just to use α as the signiﬁcance level for each of the tests. One attractive feature of bootstrap testing is that it is easily adapted to situations in which there is more than one test statistic. Westfall and Young (1993) provide an extensive discussion of how to test multiple hypotheses using bootstrap methods. However, with the recent exception of Godfrey (2005), there seems to have been little work on this subject in econometrics. Suppose we have m test statistics, τ1 through τm . If these all follow the same distribution under the null hypothesis, then it makes sense to deﬁne τmax ≡ max(τl ),



l = 1, . . . , m,



(6.20)



and treat τmax like any other test statistic for the purpose of bootstrapping. We simply need to calculate all m test statistics for the actual sample and for each bootstrap sample, ∗ and use them to compute τˆmax and B realizations of τmax . However, if the τl follow different distributions, perhaps because the statistics have different numbers of degrees of freedom, or perhaps because the discrepancies between their ﬁnite-sample and asymptotic distributions differ, then the value of τmax will be excessively inﬂuenced by whichever of the τl tend to be most extreme under the null hypothesis. In most cases, therefore, it make sense to base an overall test on the minimum of the P -values of all the individual tests, pmin ≡ min(p(τl )),



l = 1, . . . , m.



(6.21)



This can be thought of as a test statistic to be bootstrapped, where we reject when pmin ∗ is in the lower tail of the empirical distribution of the pmin . In Equation (6.21), p(τl ) denotes a P -value associated with the test statistic τl . It could be either an asymptotic P -value or a bootstrap P -value; the latter may or may not be more reliable. If it is a bootstrap P -value, then bootstrapping pmin will require a double bootstrap. Such a double bootstrap scheme has been proposed in Godfrey (2005) for dealing with multiple diagnostic tests for linear regression models. In many cases, it should not be necessary to use a double bootstrap. If asymptotic P -values are reasonably reliable, then using a single bootstrap with pmin can be expected to work well. Whenever the test statistics τ1 through τm have a joint asymptotic distribution that is free of unknown parameters, then τmax , and by extension pmin , must be asymptotically pivotal. Thus bootstrapping either of them will provide an asymptotic reﬁnement. However, this is a stronger condition than assuming that each of τ1 through τm is asymptotically pivotal, and it may not always hold. When it does not, a (single) bootstrap test based on τmax or pmin will still be asymptotically valid, but it will not offer any asymptotic reﬁnement. Of course, one can then apply a double bootstrap scheme like the second one discussed in Section 6.4, and doing so will offer an asymptotic reﬁnement (see Godfrey 2005).



6.6.1 Tests for structural change Test statistics like (6.20) arise naturally when testing for structural change with an unknown breakpoint. Here each of the τl is an F , Wald, or likelihood ratio (LR) statistic that tests for a break at a different point in time. Such tests are often called ‘sup’ (short for ‘supremum’) tests. Thus, in the case of a regression model where each of the τl is
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an F statistic, τmax is referred to as a supF statistic. The number of test statistics is the number of possible breakpoints, which is typically between 0.6n and 0.9n, where n is the sample size. Various authors, notably Andrews (1993), Andrews and Ploberger (1994), and Hansen (1997), have calculated asymptotic critical values for many cases, but these values may not be reliable in ﬁnite samples. It is natural to apply the bootstrap to this sort of problem, and Diebold and Chen (1996) and Hansen (2000) seem to have been among the ﬁrst to do so. The two ﬁxed regressor bootstrap procedures suggested in Hansen (2000) are essentially variants of the residual bootstrap and the wild bootstrap. They are called ‘ﬁxed regressor’ because, when the regressors include lagged dependent variables, the latter are treated as ﬁxed rather than generated recursively as in Equation (6.11). This seems unsatisfactory, but it allows the proposed procedures to work for nonstationary as well as stationary regressors. Note that, since τmax in this case has an asymptotic distribution, it is evidently asymptotically pivotal, and so bootstrapping should, in principle, yield an asymptotic reﬁnement. The supF test for structural change will be examined further in the next section, partly because it provides a simple example of a procedure that is conceptually easier to perform as a bootstrap test than as an asymptotic one, and partly because it illustrates the importance of how the bootstrap DGP is chosen.



6.6.2 Point-optimal tests Another case in which it would be very natural to use the bootstrap with multiple test statistics is when performing point-optimal tests. Suppose there is some parameter, say θ , that equals θ0 under the null hypothesis. The idea of a point-optimal test is to construct a test statistic that is optimal for testing θ = θ0 against a speciﬁc alternative, say θ = θ1 . Such a test may have substantially more power when θ is in the neighborhood of θ1 than conventional tests that are locally optimal. Classic papers on point-optimal tests for serial correlation include King (1985) and Dufour and King (1991). Elliott et al. (1996) apply the idea to unit root testing. The problem with point-optimal tests is that, if the actual value of θ happens to be far from θ1 , the test may not be very powerful. To guard against this, it is natural to calculate several test statistics against different, plausible values of θ . This introduces the usual problems associated with performing multiple tests, but they are easily overcome by using the bootstrap. Consider the linear regression model y = Xβ + u with normal errors, where we wish to test for ﬁrst-order serial correlation. In this case, point-optimal tests for ρ0 against ρ1 have the form τ (ρ1 , ρ0 ) =



uˆ T  −1 ˆ 0 u u˜ T  −1 ˜ 1 u



,



(6.22)



where  0 and  1 are n × n positive deﬁnite matrices proportional to the covariance matrices of the error terms under the null and alternative hypotheses, respectively, and uˆ and u˜ are vectors of GLS residuals corresponding to those two error covariance matrices. When the null hypothesis is that the errors are serially uncorrelated, so that ρ0 = 0,  0 is an identity matrix, and uˆ is a vector of OLS residuals. Although the test statistic (6.22) does not follow any standard distribution, it is not hard to show that it is asymptotically pivotal if the distribution of the error terms is
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known. With ﬁxed regressors as well as error terms that follow a known distribution, it will be exactly pivotal, and Monte Carlo testing will be exact. More generally, since the distribution of the error terms evidently matters for the distribution of τ (ρ1 , ρ0 ), even asymptotically, one would expect bootstrap testing to be asymptotically valid but not to offer any asymptotic reﬁnement. Nevertheless, since the EDF of the residuals should provide a good estimate of the distribution of the error terms in large samples, it seems plausible that bootstrap testing will work reasonably well if the sample size is large enough. Bootstrapping this sort of test statistic is much more convenient than looking up nonstandard critical values even if we are just performing a single point-optimal test. It is even more convenient when we wish to perform several such tests. For example, if there are m alternative values of ρ, we just need to calculate τˆmax ≡ max(τˆ (ρ1 , ρ0 ), τˆ (ρ2 , ρ0 ), . . . , τˆ (ρm , ρ0 )) and bootstrap it in the usual way. Of course, the bootstrap P -value associated with τˆmax will inevitably be larger than the one associated with any individual point-optimal test statistic. Thus a test based on τˆmax must have less power than one based on τˆ (ρ1 , ρ0 ) for ρ sufﬁciently close to ρ1 .



6.6.3 Non-nested hypothesis tests Yet another case in which it would be natural to use the bootstrap with multiple test statistics is when testing more than two non-nested hypotheses. Consider a set of non-nested and possibly nonlinear regression models, H0 through Hm : Hl : y = x l (β l ) + ul ,



l = 0, . . . , m,



where y is an n-vector of observations on a dependent variable, and each of the x l (β l ) is a vector of regression functions, which may be linear or nonlinear in β l . The object is to test the speciﬁcation of one of these models by using the evidence obtained by estimating the others (see Davidson and MacKinnon 2004, chapter 15). The easiest way to test H0 against any one of the other models, say H1 , is to use the P test proposed in Davidson and MacKinnon (1981). It reduces to the better known J test, proposed in the same paper, when H0 is a linear regression model. The P test is based on the Gauss–Newton regression y − x 0 (βˆ 0 ) = X0 (βˆ 0 )b + α[x 1 (βˆ 1 ) − x 0 (βˆ 0 )] + residuals.



(6.23)



Here βˆ 0 and βˆ 1 are vectors of least squares estimates, x 0 (βˆ 0 ) and x 1 (βˆ 1 ) are vectors of ﬁtted values, and X0 (βˆ 0 ) is a matrix of the derivatives of x 0 (β 0 ) with respect to β 0 , evaluated at βˆ 0 . The P statistic is simply the t statistic for α = 0. Under the assumption of homoskedasticity, this t statistic would be based on the usual OLS covariance matrix for regression (6.23). Under the weaker assumption of heteroskedasticity of unknown form, it would be based on a heteroskedasticity-consistent covariance matrix. Under the null hypothesis that the data are generated by H0 and a suitable assumption about the error terms, either sort of P statistic is asymptotically distributed as standard normal. However, in samples of moderate size, the P statistic is often far from its
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asymptotic distribution. It generally has a positive expectation, which can be quite large, and, in consequence, it tends to overreject severely. Thus, in a great many cases, it is not safe to compare the P statistic to the standard normal distribution. This problem may be solved by bootstrapping the P statistic. When the errors are homoskedastic, doing so using the residual bootstrap generally works very well. Davidson and MacKinnon (2002a) provide a detailed analysis for the case in which H0 and H1 are both linear models. Even when the asymptotic test rejects more than half the time at the 0.05 level, the bootstrap test typically overrejects quite modestly. However, there are some, generally unrealistic, cases in which the ordinary bootstrap test performs much better than the asymptotic test but still overrejects noticeably. In such cases, using the fast double bootstrap (FDB) generally results in a substantial further improvement, so that the overrejection often becomes negligible (see Davidson and MacKinnon 2002b). It is customary to test H0 separately against each of H1 through Hm , although one could also test H0 against all the other models jointly by generalizing Equation (6.23) in the obvious way and using an F statistic with m numerator degrees of freedom. When we compute m separate P statistics, there is the usual problem of how to make inferences. If we denote the m test statistics by τˆ1 through τˆm , we could simply calculate τˆmax as in (6.20), but this is probably not a good thing to do, because the τl may have quite different ﬁnite-sample distributions under the null hypothesis. It would be better to use a double bootstrap, in which we ﬁrst assign a bootstrap P -value pˆ ∗ (τˆl ) to each of the τˆl . This should be an equal-tail P -value based on Equation (6.4) if we wish to perform a two-tailed test, because the distribution of the τl is often far from being symmetric around the origin. We would then bootstrap the overall test statistic ∗ = min(pˆ ∗ (τˆl )), pˆ min



l = 1, . . . , m.



Under the assumption of homoskedasticity, it would be appropriate to employ the ordinary t statistic for α = 0 in Equation (6.23) together with the residual bootstrap. Under the weaker assumption of heteroskedasticity of unknown form, it would be appropriate to employ a heteroskedasticity-robust t statistic together with the wild bootstrap.



6.7



Finite-sample properties of bootstrap supF tests



Although bootstrap tests can work very well indeed, they certainly do not always perform particularly well. Moreover, the precise form of the bootstrap DGP is often very important. In this section, these two points are illustrated by examining the performance of several bootstrap tests based on the supF statistic introduced in the previous section. The supF statistic can be calculated whenever we have a linear regression model estimated using time-series data. Such a model may be written as yt = Xt β + ut ,



t = 1, . . . , n,



where Xt is a 1 × k vector of observations on regressors that may include lagged dependent variables. To calculate the statistic, we ﬁrst estimate this model by OLS to obtain
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the sum of squared residuals (SSR). Let π be a number greater than 0 and, in most cases, substantially less than 0.50 (typical values are 0.10, 0.15, and 0.20), and let n1 be the integer closest to πn. We next run the regression again for every pair of subsamples 1, . . . , n1 and n1 + 1, . . . , n, 1, . . . , n1 + 1 and n1 + 2, . . . , n, .. . 1, . . . , n − n1 and n − n1 + 1, . . . , n. Let the sum of squared residuals from the ﬁrst of each pair of regressions be denoted SSR1 , and the one from the second be denoted SSR2 . Then, for the lth pair of subsample regressions, we can calculate the usual F , or Chow, statistic for the coefﬁcients to be the same in both subsamples: Fl (k, n − 2k) =



(SSR − SSR1 − SSR2 )/k . (SSR1 + SSR2 )/(n − 2k)



(6.24)



The supF statistic is just the maximum of the statistics (6.24) over the n − 2n1 + 1 pairs of subsamples. The asymptotic distribution of this statistic depends on k and π (see Andrews 1993; Hansen 1997). The programs from Hansen (1997) are actually in terms of k times supF , since the same asymptotic distribution applies to a much wider class of tests for structural stability than just the supF test, and the test statistic is, in general, the maximum of n − 2n1 + 1 statistics that each have an asymptotic χ 2 (k) distribution. Results for three sets of simulation experiments are reported. In the ﬁrst set, there are no lagged dependent variables. The vector Xt simply consists of a constant term and k − 1 independent, normally distributed random variables, and the error term ut is also i.i.d. normal. Of course, this is not a very realistic model for time-series data, but it makes it easy to focus on the role of k, the number of regressors. There are four sets of experiments, for sample sizes n = 50, 100, 200, and 400. In all of them, π = 0.15. The number of regressors, k, varies from 2 to 7 when n = 50, and from 2 to 12 for the remaining values of n. Note that, when n = 50, πn = 7.5, and therefore n1 = 8. This is why k ≤ 7 when n = 50. Four different tests are investigated. The ﬁrst is an asymptotic test based on the approximate asymptotic distribution functions of Hansen (1997). The others are bootstrap tests using the residual bootstrap, as in Equation (6.10), the wild bootstrap (Davidson–Flachaire version), and the pairs bootstrap, respectively. Note that, for the supF test, the pairs bootstrap does impose the null hypothesis, because all the [yt , Xt ] pairs are implicitly assumed to come from the same joint distribution, and so we do not need to modify the test statistic. Every experiment has 100 000 replications, and all bootstrap methods use B = 199. This is a much smaller value of B than would normally be used in practice, but errors tend to cancel out across replications in a simulation experiment like this one. The value of B is small because these experiments are very expensive, especially for the larger sample sizes. Each replication involves running (B + 1)(2n − 4n1 + 3) linear regressions.
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Figure 6.1 Rejection frequencies for bootstrap and asymptotic tests, static regression model. The results of the experiments are shown in Figure 6.1. There are four panels, which correspond to the four different sample sizes. Note that the vertical axis in the two top panels, for sample sizes n = 50 and n = 100, is not the same as in the two bottom panels, for n = 200 and n = 400. This choice was made because, as expected, all the tests perform better for larger sample sizes. Although the asymptotic test works very well for k = 2, it overrejects more and more severely as k increases. In contrast, the residual bootstrap seems to perform very well for all values of k, and the wild bootstrap underrejects just a little for large values of k and small values of n. The pairs bootstrap performs very differently from, but no better than, the asymptotic test; it underrejects more and more severely as k increases. In this case, since the errors are i.i.d., there is no need to use either the wild or the pairs bootstrap. In practice, however, one might well want to guard against heteroskedasticity by using one of these methods. The cost of using the wild bootstrap appears to be modest, but the pairs bootstrap should always be avoided. Of course, it would also be desirable to use a heteroskedasticity-robust test statistic if heteroskedasticity were suspected.
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In the second set of experiments, there are only two regressors, a constant term and a lagged dependent variable. Thus the model is really the AR(1) process yt = β1 + β2 yt−1 + ut ,



ut ∼ NID(0, σ 2 ).



(6.25)



There are 19 cases for each sample size, corresponding to the following values of β2 : −0.9, −0.8, . . . , 0.8, 0.9. All results are invariant to the values of β1 and σ . This time, ﬁve different tests are investigated. Once again, the ﬁrst is an asymptotic test, and the others are bootstrap tests. There are two versions of the residual bootstrap. One is the ﬁxed regressor bootstrap of Hansen (2000), which is calculated in exactly the same way as the residual bootstrap in the ﬁrst experiment, incorrectly treating the Xt as ﬁxed. The other is a recursive residual bootstrap, in which the model is assumed to be known and estimates of β1 and β2 from the entire sample are used, along with resampled rescaled residuals, to generate the bootstrap samples. This is the type of bootstrap that was studied in Diebold and Chen (1996) for the same model. The value of |β2 | is constrained to be less than 0.99 to ensure stationarity. When βˆ2 is greater than 0.99 or less than −0.99, it is set to 0.99 or −0.99, as appropriate. This happened just twice in all the experiments when n = 100 and β2 = −0.9, and a few hundred times when n = 50 and |β2 | = 0.9. The other two bootstrap methods are block-of-blocks variants of the moving block bootstrap. These are essentially generalizations of the pairs bootstrap. The length of the blocks is set to the smallest integer greater than n1/3 in one case, and to twice that in the other. The actual block lengths are indicated in Figure 6.2, which shows rejection frequencies as a function of β2 for all ﬁve tests. From Figure 6.2, we can see that the performance of all the tests is sensitive to the value of β2 . For the largest sample sizes, the recursive residual bootstrap performs quite well for all values of β2 . For the smaller sample sizes, it underrejects slightly for negative and small positive values of β2 , and it overrejects noticeably for large positive values. None of the other methods performs at all well. They all underreject for most values of β2 and overreject, often severely, for positive ones that are sufﬁciently large. The ﬁxed regressor bootstrap performs almost the same as the asymptotic test. The two moving block bootstraps always reject less often than the asymptotic test, both when it underrejects and when it overrejects. This is more true for the variant that uses longer blocks, which overrejects only for the largest positive values of β2 . Notice that every one of the rejection frequency curves in Figure 6.2 is below 0.05 for some values of β2 and above it for others. Thus we can always ﬁnd a value of β2 for which any of the tests, whether bootstrap or asymptotic, happens to work perfectly. Nevertheless, with the exception of the recursive residual bootstrap, it is fair to say that, overall, none of these methods works well. Although the recursive residual bootstrap works reasonably well, it is interesting to see whether it can be improved upon, especially for extreme values of β2 . Two variants of this procedure are therefore examined. The ﬁrst is the fast double bootstrap (FDB), which was discussed in Section 6.4. This method is easy to implement, although the probability of obtaining estimates of β2 greater than 0.99 in absolute value is much greater than for the single bootstrap, because of the random variation in the values of β2 used in the second-level bootstrap DGPs. All such estimates were replaced by either 0.99 or −0.99, as appropriate.
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Figure 6.2 Rejection frequencies for bootstrap and asymptotic tests, AR(1) model. The third method that is studied is cruder but less computationally intensive than the FDB. One obvious problem with the recursive residual bootstrap is that the OLS estimate of β2 is biased. A simple way to reduce this bias is to generate B bootstrap samples, calculate the average value β¯2∗ over them, and then obtain the estimator βˆ2 ≡ βˆ2 − (β¯2∗ − βˆ2 ) = 2βˆ2 − β¯2∗ . The term in parentheses here is an estimate of the bias (see MacKinnon and Smith 1998). The idea is simply to use βˆ2 instead of βˆ2 in the bootstrap DGP. This sort of bias correction has been used successfully when bootstrapping conﬁdence intervals for impulse response functions from vector autoregressions (see Kilian 1998). When |βˆ2 | > 0.99, something that occurs not infrequently when the absolute value of β2 is large, βˆ2 is replaced by a value halfway between βˆ2 and either 1 or −1. This value is in turn replaced by 0.99 or −0.99, if necessary.
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In the third set of experiments, the model is once again Equation (6.25), but there are now 23 values of β2 , with −0.95, −0.85, 0.85, and 0.95 added to the values considered previously so as to obtain more information about what happens near the edge of the stationarity region. Because the recursive residual bootstrap works very well indeed for n = 400, the sample sizes are now 25, 50, 100, and 200. Also, because the FDB suffers from size distortions when B is small, B is now 999 instead of 199. Figure 6.3 shows rejection frequencies for the recursive residual bootstrap test and the bias-corrected and FDB variants of it as functions of β2 . It is clear that bias correction, at least as it is implemented here, generally does not improve the performance of the recursive residual bootstrap test. In contrast, the FDB typically does improve its performance. For the smaller sample sizes, this improvement is noticeable for most values of β2 . For the larger sample sizes, it is noticeable only for large, positive values of β2 , the values for which both bootstrap and asymptotic tests perform worst. 0.08
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Figure 6.3 Rejection frequencies for bootstrap and asymptotic tests, AR(1) model.
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6.8



Conclusion



Tests based on asymptotic theory can be difﬁcult to implement and do not always work well in ﬁnite samples. In such cases, bootstrap testing may be very attractive. There are at least four ways to compute bootstrap P -values. We may wish to reject in the upper tail, the lower tail, or both tails. In the latter case, we may or may not wish to impose the assumption that the distribution of the test statistic is symmetric around the origin. Equations (6.3) and (6.4) are both perfectly valid ways of computing P -values for two-tailed tests, but they may yield quite different results. In certain circumstances, which generally involve rather strong distributional assumptions, bootstrap tests can actually be exact, and they are called Monte Carlo tests. However, the idea that bootstrap tests always perform well is quite false, as the results in Figures 6.1 and 6.2 illustrate. Procedures such as the double bootstrap and fast double bootstrap may help matters, but this is by no means guaranteed. More importantly, there are often many ways to specify a bootstrap DGP. Whether a bootstrap test works well or badly depends on how well the bootstrap DGP mimics the essential features of the true DGP under the null hypothesis. In general, it seems that bootstrap procedures that are at least partly parametric perform better than ones that are fully nonparametric. That is certainly true for the supF test studied in Section 6.7. The parameters should always be estimated under the null hypothesis, if possible. Of course, we would not expect a parametric bootstrap to work well if the rejection probabilities depended strongly on one or more nuisance parameters and those parameters were hard to estimate reliably. One of the big advantages of bootstrap testing is that it can be used in situations where asymptotic theory is unavailable or difﬁcult to employ. For example, it can easily be used to assign a P -value to the maximum of a possibly large number of test statistics. Examples where this may be useful include non-nested hypothesis tests when there are several alternative hypotheses, point-optimal tests, and tests for structural change.
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Simulation-based Bayesian econometric inference: principles and some recent computational advances Lennart F. Hoogerheide, Herman K. van Dijk and Rutger D. van Oest



7.1



Introduction



In this chapter we discuss several aspects of simulation-based Bayesian econometric inference (SBBEI). Broadly speaking, SBBEI deals with probabilistic inference on features of interest in econometric models, such as the probability of a recession, using simulation methods. In recent decades there has been a ‘simulation revolution,’ a huge increase in the use of simulation methods for SBBEI, which is to a large extent due to the advent of computers with increased computational power – see, for example, the discussions in Geweke (1999), Van Dijk (1999), and Hamilton (2006). This computational power allows researchers to apply elaborate simulation techniques for Bayesian inference in which extensive use is made of pseudo-random numbers generated on computers. The basic principle in this line of research is that, in most cases of empirical econometric models, one cannot directly simulate from the distribution of interest, for example the distribution of the length of the business cycle. So one applies instead an indirect Handbook of Computational Econometrics  2009 John Wiley & Sons, Ltd
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sampling method. Two classes of indirect simulation methods are importance sampling and Markov chain Monte Carlo (MCMC). The theory of MCMC methods starts with Metropolis et al. (1953) and Hastings (1970). The Gibbs sampling method, the most well known MCMC method, is due to Geman and Geman (1984). Importance sampling, due to Hammersley and Handscomb (1964), was introduced in econometrics and statistics in Kloek and Van Dijk (1978), and further developed in Van Dijk and Kloek (1980, 1984) and Geweke (1989). The Gibbs sampler has, in particular, become a popular tool in econometrics for analyzing a wide variety of problems (see Chib and Greenberg 1995; Geweke 1999). Judging from numerous articles in the recent literature, Gibbs sampling continues to gain momentum. Recent textbooks such as Bauwens et al. (1999), Koop (2003), Lancaster (2004), Geweke (2005), Rossi et al. (2005), and Koop et al. (2007) discuss how Gibbs sampling is used in a wide range of econometric models, in particular in models with latent variables. Evaluating integrals is a crucial ingredient in the Bayesian analysis of any model, since the basic principle of Bayes’ rule provides (a kernel of) the joint posterior density of all parameters that occur in the model. One is typically interested in the posterior means and standard deviations of some of the parameters, the posterior probability that a parameter lies in a certain interval, or the marginal likelihood of the model. For these purposes – and, of course, for prediction and decision analysis – one must integrate the joint posterior density kernel with respect to all parameters. Therefore, the development of advanced sampling methods that perform this integration operation efﬁciently makes Bayesian inference possible in a wider class of complex models. This allows more realistic descriptions of processes in many situations, for example in ﬁnance and macroeconomics, leading to more accurate forecasts and a better quantiﬁcation of uncertainty. To make this chapter self-contained, we begin with the basic principles of Bayesian inference such as prior and posterior density, Bayes’ rule, highest posterior density (HPD) region, Bayes factor, and posterior odds. These principles are necessary to understand the application of simulation methods in Bayesian econometric inference. We then proceed to discuss the basic ideas of simulation methods. These methods are applicable to posterior densities that are reasonably well behaved. Recent work in SBBEI deals with cases where the posterior is not well behaved. We also discuss some methods that can be used in such situations. Highly non-elliptical shapes in posterior distributions typically arise when some parameters have a substantial amount of posterior probability at or near the boundary of the parameter region, a feature that can occur in several econometric models. Practical examples include dynamic economic processes that are possibly nonstationary, or the presence of very weak instruments in an instrumental variable regression model, or models with multiple regimes, where some regimes may have negligible probability. This chapter is structured as follows. In Section 7.2 we brieﬂy review the basic principles of Bayesian inference. In Section 7.3 we discuss several well known simulation techniques such as importance sampling, the Metropolis–Hastings algorithm, and the Gibbs sampler. In section 7.4 we discuss two recently developed simulation methods: adaptive radial-based direction sampling (ARDS), which makes use of a transformation to radial coordinates, and adaptive mixtures of t (AdMit) methods, which make use of mixtures of Student’s t densities that approximate the posterior distribution of interest. The ﬁnal section provides some concluding remarks.
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7.2.1 Motivation for Bayesian inference The dissatisfaction that many applied economic researchers feel when they consider the ‘signiﬁcance’ of regression coefﬁcients using the frequentist/classical approach is one major motivation to start with Bayesian inference. Consider the following example on the growth of real gross national product (GNP) in the USA, to which we shall return throughout this chapter.



Example: Growth of real GNP in the USA Throughout this chapter, we use the (annualized) quarterly growth rate of the real GNP in the USA several times for illustrative purposes. The data are shown in Figure 7.1. 120
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Figure 7.1 US real GNP – quantity index, 2000 = 100 (left), and corresponding (annualized) growth rates in percent (right). The data are seasonally adjusted. Source: US Department of Commerce, Bureau of Economic Analysis.



Consider the ordinary least squares (OLS) regression for T = 126 observations yt from 1975 to the second quarter of 2006 (with t-values in square brackets): yt



=



1.99 [4.80]



+



0.22 yt−1 [2.57]



+



0.13 yt−2 [1.50]



+



uˆ t



(t = 1, . . . , T ),



where uˆ t are OLS residuals. Now suppose that one ﬁxes the coefﬁcient of yt−2 to be zero. Then one obtains: yt



=



2.26 [6.03]



+



0.27 yt−1 [3.13]



+



vˆt



(t = 1, . . . , T ),



where vˆt are the OLS residuals. A naive researcher might conclude that in the second model the inﬂuence of yt−1 on yt is ‘much more signiﬁcant.’ However, according to a proper interpretation of the frequentist/classical approach, this is not a meaningful
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statement. The reason for this is that in classical inference only the falsiﬁcation of the null hypothesis is possible. Otherwise stated, it is only relevant whether or not the null hypothesis is rejected.



Another point is that the concept of ‘unbiasedness’ of an estimator is not meaningful in non-experimental sciences: an unbiased estimator takes on average the correct value when the process is repeated (inﬁnitely) many times. However, in non-experimental sciences this idea of repeating the process is not realistic. In non-experimental sciences, a researcher cannot repeat the process studied and has to deal with only one given dataset. A proper way to consider the sensitivity of estimates and to use probability statements that indicate a ‘degree of conﬁdence’ is given by the framework of Bayesian inference. So, apart from dissatisfaction with the existing practice of the frequentist/classical approach, there also exists a constructive motive to apply Bayesian inference; that is, the Bayesian framework provides a natural learning rule, which allows optimal learning and (hence) optimal decision making under uncertainty. In this section we ﬁrst discuss the basic principle of Bayesian inference, Bayes’ theorem. After that, some concepts that play an important role within the Bayesian framework are described, and a comparison is made between Bayesian inference and the frequentist/classical approach.



7.2.2 Bayes’ theorem as a learning device Econometric models may be described by the joint probability distribution of y = {y1 , . . . , yN }, the set of N available observations on the endogenous variable yi , where yi may be a vector itself, that is known up to a parameter vector θ . Bayesian inference proceeds from (i) the likelihood function L(θ ) = p(y|θ ), which is either the density of the data given the parameters in the case of a continuous distribution or the probability function in the case of a discrete distribution, and (ii) a prior density p(θ ) reﬂecting prior beliefs on the parameters before the dataset has been observed. So, in the Bayesian approach the parameters θ are considered as random variables whose prior density p(θ ) is updated with the information contained in the data, incorporated in the likelihood function L(θ ) = p(y|θ ), to obtain the posterior density of the parameters p(θ |y). This process is formalized by Bayes’ theorem: p(θ |y) =



p(θ )p(y|θ ) . p(y)



(7.1)



Note that this is merely a result of rewriting the identity p(y)p(θ |y) = p(θ )p(y|θ ), the two ways of decomposing the joint density p(y, θ ) into a marginal and a conditional density. See Figure 7.2 for a graphical interpretation of Bayes’ theorem. Notice that one starts with a certain stochastic model with likelihood function p(y|θ ) and a prior
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stochastic model p( y|q) → −



−→



↔



joint density of y and q: p( y,q) = p(q)p( y|q)



−→



→ −



dual decomposition of joint density: p( y,q) = p( y)p(q| y)



posterior density p(q | y) = p(q)p(y |q )/p( y)



marginal likelihood p(y) = 兰 p(q,y)dq



Figure 7.2 Bayes’ theorem as a learning device. density function p(θ ). Multiplying these two functions yields the joint density of θ and y. Substituting our observed dataset y into this joint density yields a function of only θ : a kernel (=proportionality function) of the posterior density of θ . This kernel merely has to be divided by a constant, the marginal likelihood " " p(y) = p(θ, y) dθ = p(y|θ )p(θ ) dθ, in order to make it a proper (posterior) density function. The marginal likelihood is the marginal density of the data y after the parameters θ of the model have been integrated out with respect to their prior distribution. The marginal likelihood can be used for model selection (see Section 7.2.3). Formula (7.1) can be rewritten as p(θ |y) ∝ p(θ )p(y|θ ),



(7.2)



where the symbol ∝ means ‘is proportional to,’ i.e., the # left-hand side is equal to the right-hand side times a scaling constant, 1/p(y) = 1/ p(θ )p(y|θ ) dθ , that √ does not depend on the parameters θ ; this is just like the integrating constant 1/ 2π in the standard normal density. The basic idea behind the Bayesian approach is that the prior density p(θ ) and the posterior density p(y|θ ) are subjective evaluations of possible states of nature and/or outcomes of some process (or action). A famous quote of De Finetti (1974) is ‘probabilities do not exist,’ that is, probabilities are not physical quantities that one can measure in practice, but they are states of the mind. Bayes’ rule can be interpreted as follows. One starts with the prior density p(θ ); this contains intuitive, theoretical or other ideas on θ , which may stem from earlier or parallel studies. Then one learns from the data through the likelihood function p(y|θ ). This yields the posterior p(θ |y). Brieﬂy stated, Bayes’ paradigm is a learning principle, which can be depicted as:
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posterior density



∝



prior density



×



likelihood,



beliefs after having observed data



⇐



beliefs before observing data



&



inﬂuence of the data.



We can apply Bayes’ rule sequentially: when new data become available, we can treat the posterior density that is based on the current dataset as the prior density. The key problems in Bayesian inference are the determination of the probability laws in the posterior kernel, i.e., what families of posterior densities are deﬁned, and the computation of the marginal likelihood.



Example: Illustration of Bayes’ rule in a TV show game (Monty Hall problem) We illustrate the application of Bayes’ rule in a simple example of a game that was played in the American TV show Let’s make a deal . It is known as the Monty Hall problem, after the show’s host. In this TV show game, one could win a car by choosing, among three doors, the door behind which a car was parked. The candidate is faced with three closed doors: behind one door there is a car, and behind the other two doors there is nothing. The Monty Hall problem is sometimes also described as the situation with a car behind one door and a goat behind the other two doors. Obviously, this does not intrinsically change the situation: the point is that behind one door there is something that is worth considerably more money than what is behind the other two doors. The procedure of the game is as follows. First, the candidate chooses one door, say door 1. Second, the TV show host – who knows which door the car can be found behind – opens one of the other two doors with no car behind it. So, if the car is behind door 2, the host opens door 3, and vice versa. If the car is behind door 1, the host opens either door 2 or door 3, each with probability 1/2. Suppose that after the candidate has chosen door 1, the presenter opens door 3. Then, the candidate gets the chance to switch his choice from his initial choice (door 1) to the other closed door (door 2). Throughout the episodes of the TV show there were many candidates who chose to stick with their initially chosen door. The question is now whether this was a wise decision; or stated otherwise, was this rationally an optimal decision? To answer this question, we will make use of Bayes’ rule. In order to be able to apply Bayes’ rule here, we must formulate the TV show game as a model. In this model there is one parameter θ reﬂecting the door with the car behind it, θ ∈ {1, 2, 3}. The data y are given by the door that the host opens after the candidate has chosen door 1, y ∈ {2, 3}. We assume that there is no prior preference for one of the three doors: Pr[θ = i] = 1/3 for i = 1, 2, 3. In the case in which the host opens the third door, the likelihood is given by: Pr[y = 3 | θ = 1] = 1/2,



Pr[y = 3 | θ = 2] = 1,



Pr[y = 3 | θ = 3] = 0.



From the prior and the likelihood we can now obtain the posterior probability distribution of θ using Bayes’ rule. First we obtain the marginal likelihood: Pr[y = 3] =



3  j =1



Pr[y = 3 | θ = j ] Pr[θ = j ] =



1 1 1 1 1 1 1 × +1× +0× = + = , 2 3 3 3 6 3 2
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where we have a summation over the domain of θ (instead of an integral), because this is a (quite rare) case in which the parameter θ has a discrete distribution. Now we obtain the posterior probabilities: Pr[θ = 1 | y = 3] =



Pr[y = 3 | θ = 1] Pr[θ = 1] 1/2 × 1/3 1 = = , Pr[y = 3] 1/2 3



Pr[θ = 2 | y = 3] =



1 × 1/3 2 Pr[y = 3 | θ = 2] Pr[θ = 2] = = , Pr[y = 3] 1/2 3



Pr[θ = 3 | y = 3] =



0 × 1/3 Pr[y = 3 | θ = 3] Pr[θ = 3] = = 0. Pr[y = 3] 1/2



We conclude that it would actually be the best rational decision to switch to door 2, having a (posterior) probability of 2/3, whereas door 1 merely has a (posterior) probability of 1/3. The problem is also called the Monty Hall paradox , as the solution may be counterintuitive: it may appear as if the seemingly equivalent doors 1 and 2 should have equal probability of 1/2. However, the following reasoning explains intuitively why the probability that the car is behind door 1 is merely 1/3, after door 3 has been opened. At the beginning the probability that the car is behind door 1 was 1/3, and the fact that door 3 is opened does not change this: it is already known in advance that the host will open one of the other doors with no car behind it. In other words, the data do not affect the probability that the car is behind door 1. So after door 3 has been opened, door 1 still has 1/3 probability, while door 2 now has the 2/3 probability that doors 2 and 3 together had before door 3 had been opened. It is interesting to see which decision would result from the maximum likelihood approach in this case. Here the ML approach would yield the same decision: θˆML = 2. The likelihood Pr[y = 3 | θ ] is highest for θ = 2: Pr[y = 3 | θ = 2] = 1. However, it should be noted that the ML approach does not immediately indicate what the probability is that the car is behind door 2; it does not immediately reveal the uncertainty about the decision.



We now return to the example on the growth of real gross national product (GNP) in the USA.



Example: Growth of real GNP in the USA (continued) We now illustrate Bayes’ theorem in a simple model for the quarterly data on US real GNP. Figure 7.1 displays real GNP and the corresponding growth rate in percent. Here we consider the naive model yt = θ + εt ,



εt ∼ N(0, 25) i.i.d.,



t = 1, . . . , T ,



(7.3)



where yt is the (annualized) growth rate in period t and θ is the average growth rate. So, growth rates are assumed to obey a normal distribution with known standard deviation 5.
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Clearly, the likelihood function is given by   T (yt − θ )2 , p(y|θ ) ∝ exp − t=1 2 × 25



(7.4)



where we have omitted the scaling constant of the normal density, as it is irrelevant in the analysis. Next, a prior density has to be speciﬁed for θ . Suppose that it is a priori expected that average real GNP growth is approximately 4 (percent), and that one believes that there is a 95% probability that average real GNP growth lies between 0 and 8 (percent). Such prior beliefs can be captured by a normal distribution with mean 4 and standard deviation 2 (percent), so that the prior density is given by   (θ − 4)2 p(θ ) ∝ exp − . (7.5) 2×4 Applying Bayes’ theorem (7.2) to formulas (7.4) and (7.5) results in a posterior    T 2 θ 2 − 8θ + 16 t=1 (θ − yt ) p(θ |y) ∝ exp − exp − 2×4 2 × 25      2 2 T θ − 2θ Tt=1 yt θ − 8θ exp − ∝ exp − 2×4 2 × 25 T       yt 1 1 T = exp − + θ 2 − 2 1 + t=1 θ 2 4 25 25       1 + Tt=1 yt /25 2 T 1 1 + θ− ∝ exp − 2 4 25 1/4 + T /25       1/4 × 4 + (T /25)( Tt=1 yt /T ) 2 1 1 T = exp − , + θ− 2 4 25 1/4 + T /25



(7.6)



which is a kernel (= proportionality function) of a normal density with    1/4 × 4 + (T /25)( Tt=1 yt /T ) 1 T −1 mean = . , variance = + 1/4 + T /25 4 25 We can rewrite this as  θ |y ∼ N



    1/4 × 4 + (T /25)( Tt=1 yt /T ) 1 T −1 . , + 1/4 + T /25 4 25



(7.7)



Note that the posterior  mean of θ is a weighted average of the prior mean 4 and the sample mean (1/T ) Tt=1 yt . For T → ∞ the posterior mean of θ approaches the sample  mean (1/T ) Tt=1 yt and the posterior variance goes to 0, whereas ﬁlling in T = 0 (and T t=1 yt = 0) yields the prior distribution. Figure 7.3 provides a graphical illustration of Bayesian learning. It shows how the distribution of the real GNP growth parameter θ changes when more observations become available. In the graph, the posterior distributions are obtained from (7.7), where the considered observations run from 1970 to 1971, 1975, 1980, and 1985, respectively.
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Figure 7.3 Illustration of Bayesian learning: average US real GNP growth. For instance, the ﬁrst posterior density includes the years 1970 and 1971, that is, eight quarterly observations. All posterior distributions are located to the left of the prior, suggesting that the prior belief of 4 percent growth overestimates the actual growth rate. It is further seen that parameter uncertainty is reduced when more observations are used.



7.2.2.1 Conjugate priors The example above demonstrates that a normal prior applied to a normal data generating process results in a normal posterior. This phenomenon that the posterior density has the same form as the prior density is called ‘conjugacy.’ Conjugate priors are useful, as they greatly simplify Bayesian analysis. There exist several forms of conjugacy. Without the intention to be exhaustive, we mention that a beta prior results in a beta posterior for a binomial data process, and that a gamma prior results in a gamma posterior for a Poisson data process. Although using conjugacy facilitates Bayesian analysis, a possible critical remark is that conjugate priors are often more driven by convenience than by realism. 7.2.2.2 General case of the normal model with known variance The example above can be generalized. Suppose that the data y = (y1 , . . . , yT ) are generated from a normal distribution N(θ, σ 2 ) where the variance σ 2 is known, and the prior distribution for the parameter θ is N(θ0 , σ02 ). So, we consider the same model as before, but now we do not ﬁll in speciﬁc values for the process variance σ 2 and the prior parameters θ0 and σ02 . In a similar fashion as before, it can be shown that, for this more general case,     −2  σ θ0 + T σ −2 ( Tt=1 yt /T ) 1 T −1 . (7.8) θ |y ∼ N 0 , + σ2 σ02 σ0−2 + T σ −2
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Interestingly, both the posterior expectation and the (inverse of the) posterior variance in (7.8) can be decomposed into a prior component and a sample component. By deﬁning the sample mean θˆ = (1/T ) Tt=1 yt and its variance σθˆ2 = σ 2 /T , (7.8) can be written as  θ |y ∼ N



σ0−2



σ0−2 + σθˆ−2



θ0 +



σθˆ−2



σ0−2 + σθˆ−2



 ˆθ , (σ −2 + σ −2 )−1 . 0 θˆ



(7.9)



To interpret (7.9), we note that the inverted variances σ0−2 and σθˆ−2 essentially measure the informativeness of prior beliefs and available data, respectively. For instance, if σ0−2 is much smaller than σθˆ−2 , then the prior density is ﬂat relative to the likelihood function, so that the shape of the posterior density is mainly determined by the data. It is seen from (7.9) that the posterior expectation of θ is a weighted average of the prior expectation θ0 ˆ The weights reﬂect the amount of prior information relative to and the sample mean θ. the available sample information. A practical problem, which we have ignored in the analysis so far, is that prior beliefs are often difﬁcult to specify and extremely subjective. So, it might happen that researchers disagree on which prior density is appropriate for an inference problem. As prior beliefs directly affect the posterior results, different researchers may arrive at different conclusions. In order to reach some form of consensus, non-informative priors are therefore frequently considered. Such priors are constructed in such a way that they introduce little information beyond that coming from the data. In the (generalized) example above, a ‘non-informative’ prior can be obtained by making the prior distribution N(θ0 , σ02 ) diffuse, that is, by letting the prior variance σ02 go to inﬁnity. This essentially amounts to choosing a uniform prior p(θ ) ∝ 1, reﬂecting no a priori preference for speciﬁc θ values. This implies that the posterior becomes proportional to the likelihood function. It immediately follows from (7.9) that an inﬁnitely large prior variance results in θ |y ∼ N(θˆ , σθˆ2 ),



(7.10)



which shows a nice symmetry with classical maximum likelihood (ML), as the ML estimator θˆ is N(θ, σθˆ2 ) distributed. Note that to do classical inference some ‘true’ value has to be assumed for the unknown parameter θ , as otherwise the distribution N(θ, σθˆ2 ) would contain unknown elements. Classical analysis is conditioned on postulated ‘true’ parameter values, whereas Bayesian analysis is conditioned on the data. This is an important difference between the two approaches. Figure 7.4 illustrates the difference between the Bayesian and frequentist approach in our simple linear model with known variance. A ^
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Figure 7.4 Illustration of symmetry of Bayesian inference and frequentist approach in linear regression model and difference between these approaches.
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Bayesian may investigate whether zero is a likely value for θ given the data – summarized in θˆ∗ , the sample mean of the observed data yt (t = 1, . . . , T ) – by inspecting the posterior density p(θ |θˆ∗ ) at θ = 0. On the other hand, a frequentist may analyze whether the data – again summarized in the sample mean θˆ∗ – are likely under the hypothesis that the true value is θ0 = 0, by comparing θˆ∗ with the density p(θˆ |θ0 ). This density p(θˆ |θ0 ) can be thought of as resulting from an inﬁnitely large set of sample means θˆ of (hypothetical) datasets that are generated from the model under θ0 = 0.



7.2.3 Model evaluation and model selection In this section, we discuss two Bayesian testing approaches for model selection. The ﬁrst is based on the highest posterior density (HPD) region, which is the Bayesian counterpart of the classical conﬁdence interval. The second is posterior odds analysis, comparing the probabilities of multiple considered models given the available data. An important difference between the two approaches is that tests using the HPD region are based on ﬁnding evidence against the null model, whereas posterior odds analysis considers the evidence in favor of each of the models under scrutiny. So, the HPD approach treats models in an asymmetrical way, just like frequentist/classical testing procedures. The posterior odds approach treats models symmetrically. 7.2.3.1 The highest posterior density region The HPD region is deﬁned such that any parameter point inside that region has a higher posterior density than any parameter point outside. Consequently, the usually considered 95% HPD region is the smallest region containing 95% of the posterior probability mass. We note that an HPD region does not necessarily consist of a single interval. For example, it might consist of two intervals if the posterior density is bimodal. Figure 7.5 shows the 95% HPD region for the average real GNP growth rate θ in the normal model with known variance, based on 24 quarterly observations from 1970 to
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Figure 7.5 The 95% HPD region for the average real GNP growth rate θ in normal model with known variance, based on 24 quarterly observations from 1970 to 1975.
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1975. Substituting T = 24 into (7.7) yields θ |y ∼ N(2.92, 0.91), so that the 95% HPD region for θ is (2.92 − 1.96 × 0.91, 2.92 + 1.96 × 0.91) = (1.14, 4.70). A real GNP model imposing zero average growth is rejected, as θ = 0 is located outside the HPD region. Although the Bayesian HPD region has similarities with the classical conﬁdence interval, the interpretations are very different. In the classical framework, the conﬁdence interval (constructed from the data) is considered random and the postulated parameter value is given, so that one effectively tests whether the data are plausible for the assumed parameter value. On the other hand, a Bayesian considers the HPD region as given and the parameter outcome as random, so that it is effectively tested whether the parameter outcome is plausible given the available data. 7.2.3.2 Posterior odds analysis A test based on the HPD region considers the amount of evidence against the null model, but it does not say anything about the amount of evidence in favor of the alternative model relative to the null model. So, the null model and the alternative model are treated asymmetrically. A testing approach in which models are directly compared is posterior odds analysis. Its formalization for two possibly non-nested competing models M1 and M2 is as follows. Given the available data y, the model probabilities are Pr(M1 |y) and Pr(M2 |y), where Pr(M1 |y) + Pr(M2 |y) = 1. Using Bayes’ theorem, we can write these model probabilities as Pr(M1 )p(y|M1 ) p(M1 , y) = , p(y) Pr(M1 )p(y|M1 ) + Pr(M2 )p(y|M2 ) Pr(M2 )p(y|M2 ) p(M2 , y) = . Pr(M2 |y) = p(y) Pr(M1 )p(y|M1 ) + Pr(M2 )p(y|M2 )



Pr(M1 |y) =



(7.11) (7.12)



The posterior odds ratio in favor of model 1, that is, the ratio of Equations (7.11) and (7.12), is now deﬁned by K1,2 =



Pr(M1 ) p(y|M1 ) Pr(M1 |y) = . Pr(M2 |y) Pr(M2 ) p(y|M2 )



(7.13)



Model 1 is preferred if K1,2 is larger than 1, and model 2 is preferred in the opposite case. The relationship (7.13) states that the posterior odds ratio K1,2 equals the prior odds ratio Pr(M1 )/ Pr(M2 ), reﬂecting prior model beliefs, times the so-called Bayes factor B1,2 =



p(y|M1 ) , p(y|M2 )



(7.14)



accounting for the observed data y. We note that the posterior odds ratio equals the Bayes factor if the two models are a priori assumed to be equally likely, that is, if Pr(M1 ) = Pr(M2 ) = 0.5.
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Table 7.1 Interpretation of Bayes factors by Kass and Raftery (1995). Bayes factor B1,2



Evidence from data in favor of model M1 (as opposed to M2 )



1 to 3 3 to 20 20 to 150 >150



not worth more than a bare mention positive strong very strong



The Bayes factor B1,2 is the ratio of the marginal likelihoods " p(y|M1 ) = p(y | θ1 , M1 )p(θ1 |M1 ) dθ1 , " p(y|M2 ) = p(y | θ2 , M2 )p(θ2 |M2 ) dθ2 ,



(7.15) (7.16)



where θ1 and θ2 are the parameter vectors in the two models, and where the prior densities p(θ1 |M1 ) and p(θ2 |M2 ) and the likelihood functions p(y | θ1 , M1 ) and p(y | θ2 , M2 ) contain all scaling constants. It is interesting to note that the Bayes factor is closely related to the likelihood ratio. However, the latter maximizes over the model parameters, whereas the former integrates them out. Furthermore, if both the models M1 and M2 do not contain free parameters, then the Bayes factor is just the ratio of two likelihoods evaluated at ﬁxed parameter values. A more extensive discussion on Bayes factors can be found in Kass and Raftery (1995), who suggest an interpretation of the Bayes factor in four categories. For the case of B1,2 > 1 the categories and their interpretations are given by Table 7.1.



Example: Growth of real GNP in the USA (continued) As an illustration, we consider the normal real GNP growth model with standard deviation 5. We use Bayes factors to compare the zero growth model M1 , imposing that θ = 0, with the unrestricted model M2 that we considered before. In the unrestricted model M2 , the average growth parameter θ has a normal prior density with mean 4 and standard deviation 2. As model M1 does not contain free parameters, the marginal likelihood for this model is just the likelihood function evaluated at θ = 0; that is,   T y2 p(y|M1 ) = p(y | θ = 0) = (2π × 25)−T /2 exp − t=1 t . (7.17) 2 × 25 The marginal likelihood for model M2 is " ∞ p(y | θ, M2 )p(θ |M2 ) dθ p(y|M2 ) = " =



−∞ ∞ −∞



−T /2



(2π × 25)



  T  2 (θ −4)2 t=1 (yt − θ ) −1/2 (2π × 4) dθ exp − exp − 2 × 25 2×4
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T



  1 (−4)2 √ exp − 2 × 25 2 2π 2×4    " ∞ T (T + 25/4)θ 2 − 2( t=1 yt + 25)θ × dθ. exp − 2 × 25 −∞



= (2π × 25)−T /2 exp







−



2 t=1 yt



It can be shown that the integral in (7.18) is given by    " ∞ (T + 25/4)θ 2 − 2( Tt=1 yt + 25)θ dθ exp − 2 × 25 −∞ √   T ( t=1 yt + 25)2 2π =√ , exp 2 × 25 × (T + 25/4) T /25 + 1/4



(7.18)



(7.19)



since dividing the integrand by (7.19) yields a normal density that obviously integrates to 1. It follows from Equations (7.17), (7.18), and (7.19) that the Bayes factor B1,2 becomes p(y|M1 ) p(y|M2 ) √      ( Tt=1 yt + 25)2 2 2π (−4)2  = √ T /25 + 1/4 exp − exp 2×4 2 × 25 × (T + 25/4) 2π  1 1/2 1 1 1 −1/2 1 (2π) ( 25 T + 4 ) exp{− 2 ( 25 T + 4 )[0 − ( Tt=1 yt + 25)/(T + 25/4)]2 } = (2π)−1/2 4−1/2 exp[−(0 − 4)2 /(2 × 4)] p(θ |y)|θ=0 , (7.20) = p(θ )|θ=0



B1,2 =



the ratio of the posterior density and the prior density, both evaluated at the restricted parameter value θ = 0.



7.2.3.3 Savage–Dickey density ratio The remarkable result in the example above, that the Bayes factor is the ratio of the posterior density and the prior density, evaluated at the restricted parameter value, is not a coincidence. It is a special case of the Savage–Dickey density ratio (Dickey 1971). We note that the result above can also be derived immediately from Bayes’ theorem (7.1) by evaluating it for θ = 0 and rearranging it as p(θ |y)|θ=0 p(y|M1 ) p(y | θ = 0) = . = p(θ )|θ=0 p(y) p(y|M2 )



(7.21)



Figure 7.6 provides a graphical illustration of the result. It shows that for θ = 0 the unrestricted model M2 is preferred over the restricted model M1 , as the Bayes factor B1,2 is smaller than 1. Note that, in the HPD approach, the restricted model is also rejected (Figure 7.5). However, it is certainly possible that the HPD approach and the Bayes factor give different ‘signals.’ For example, the value θ = 4.5 is not rejected by the HPD approach, whereas the Bayes factor favors the unrestricted model (Figure 7.6).
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Figure 7.6 Prior and posterior densities for the average (annualized) US real GNP growth rate (above), and the Bayes factor to test that the average growth rate equals the value on the horizontal axis (below). The posterior density and Bayes factor are based on 24 quarterly observations from 1970 to 1975. For a generalization of the Savage–Dickey density ratio, we refer the interested reader to Verdinelli and Wasserman (1995). We note that the Savage–Dickey density ratio in Equation (7.21) implies that the restricted model M1 would always be favored if the prior for the restricted parameters θ is improper (= not integrating to a constant, ‘inﬁnitely diffuse’), as the denominator in the Bayes factor B1,2 would tend to zero. This phenomenon is the Bartlett paradox (Bartlett 1957; Lindley 1957). It demonstrates that, at least for the parameters being tested, improper priors should be avoided in posterior odds analysis.



Example: Illustration of Bayes’ rule, HPD region, and posterior odds in World Series Consider the following illustrative, simple model for the US baseball 2004 World Series between the Boston Red Sox and the St Louis Cardinals. In this model we have data y = {y1 , . . . , yn } with  1 Boston Red Sox win match t, yt = 0 St Louis Cardinals win match t,



t = 1, . . . , T ,



which are assumed to be independently Bernoulli(θ ) distributed, i.e., the model contains only one parameter θ , the probability that the Boston Red Sox beat the St Louis Cardinals
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in match t (t = 1, . . . , T ). The probability distribution of yt (t = 1, . . . , T ) is Pr[yt |θ ] = θ yt (1 − θ )1−yt , leading to the likelihood Pr[y|θ ] =



T $



Pr[yt |θ ] = θ T1 (1 − θ )T2 ,



t=1



with T1 and T2 the numbers of matches that have been won by the Boston Red Sox and the St Louis Cardinals, respectively. Suppose we have no a priori preference for the parameter θ , so we specify a uniform prior: p(θ ) = 1 for θ ∈ [0, 1], and p(θ ) = 0 otherwise. In the year 2004, the World Series consisted of only four matches that were all won by the Boston Red Sox, so yt = 1 for t = 1, 2, 3, 4. Hence, after T of these matches, the likelihood is given by Pr[yi |θ ] = θ T , and the posterior density of θ is given by  T 0 ≤ θ ≤ 1, θ p(θ |y) ∝ Pr[yt |θ ] p(θ ) = 0 otherwise, # for T = 1, 2, 3, 4. The scaling constant Pr[yt |θ ] p(θ ) dθ is " " 1 1 Pr[yt |θ ] p(θ ) dθ = , θ T dθ = T + 1 0 so we have p(θ |y) = #



Pr[yt |θ ] p(θ ) = Pr[yt |θ ] p(θ ) dθ







(T + 1)θ T 0



0 ≤ θ ≤ 1, otherwise.



Figure 7.7 shows the graphs of the prior and posterior densities of θ after T = 1, 2, 3, 4 matches. Note that after each match – won by the Boston Red Sox – more density mass is located on the right-hand side of θ = 0.5. The posterior cumulative distribution function (CDF) of θ after T = 1, 2, 3, 4 matches is given by Pr[θ ≤ θ˜ ] = θ˜ T +1 . So, the 95% HPD region is given by [0.051/(T +1) , 1] (see Table 7.2). We now consider a posterior odds analysis for the following two models M1 and M2 : model M1 in which θ ≤ 1/2 and model M2 in which θ > 1/2. Models 1 and 2 can be interpreted as the hypotheses that ‘the St Louis Cardinals are at least as good as the Boston Red Sox’ and ‘the Boston Red Sox are better than the St Louis Cardinals,’ respectively. The prior distributions for θ under models M1 and M2 are assumed to be uniform on [0, 1/2] and (1/2, 1], respectively. Notice that the models M1 and M2 are non-nested. In the case in which the Boston Red Sox have won all matches, the marginal likelihoods are given by  T +1 " " 1/2 1 2 p(y|M1 ) = p(y | θ, M1 ) p(θ |M1 ) dθ = θ T 2 dθ = , T +1 2 0   T +1  " " 1 1 2 p(y|M2 ) = p(y | θ, M2 ) p(θ |M2 ) dθ = . 1− θ T 2 dθ = T + 1 2 1/2
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Figure 7.7 Prior density and posterior density of parameter θ (probability that Boston Red Sox win a match) after T = 1, 2, 3, 4 matches (that are won by the Boston Red Sox) in World Series of the year 2004. Table 7.2 Results in Bernoulli model for World Series 2004 after T = 1, 2, 3, 4 matches. T



95% HPD region



Pr[M1 |y]



Bayesian Pr[M2 |y]



1 2 3 4



[0.224, 1] [0.368, 1] [0.473, 1] [0.549, 1]



0.250 0.125 0.063 0.031



0.750 0.875 0.937 0.969



K2,1



posterior odds: evidence for M2



3 7 15 31



positive positive positive strong



Frequentist p-value 0.500 0.250 0.125 0.063



In the second column, the 95% HPD region for θ (the probability that the Boston Red Sox win a match) is given. In the third and fourth columns, the posterior probabilities of the models M1 (with θ ≤ 1/2) and M2 (with θ > 1/2) are reported. In the ﬁfth column, the posterior odds ratio in favor of model M2 is shown. The corresponding interpretation of Kass and Raftery (1995) is given in the sixth column. In the ﬁnal column, the p-value of a frequentist test of null hypothesis H0 : θ ≤ 0.5 versus alternative hypothesis H1 : θ > 0.5 is reported.



So, if we assume equal prior probabilities Pr[M1 ] = Pr[M2 ] = 0.5, then the Bayes factor B1,2 and the posterior odds ratio K1,2 are given by B1,2 = K1,2 =



(1/2)T +1 Pr[M1 |y] = . Pr[M2 |y] 1 − (1/2)T +1



The posterior probabilities of models M1 and M2 are given by Pr[M1 |y] = (1/2)T +1 and Pr[M2 |y] = 1 − (1/2)T +1 . So, the probability that ‘the St Louis Cardinals are at least



232



SIMULATION-BASED BAYESIAN INFERENCE



as good as the Boston Red Sox’ given T (T = 1, 2, 3, 4) observed matches (won by the Boston Red Sox) is Pr[M1 |y] = (1/2)T +1 (see Table 7.2). Table 7.2 also presents the posterior odds ratio K2,1 in favor of model M2 . Further, it shows the corresponding interpretation, as proposed by Kass and Raftery (1995) and repeated in Table 7.1. We now compare these conclusions from Bayesian methods with the frequentist/classical approach. In the frequentist/classical framework, a test of null hypothesis H0 : θ ≤ 0.5 versus alternative hypothesis H1 : θ > 0.5 (using the number of matches won by the Boston Red Sox as a test statistic) has p-value (1/2)T after T (T = 1, 2, 3, 4) matches (see Table 7.2). After four matches we have a p-value of 0.063, so that at 5% size we cannot even reject the null. Note that the posterior odds analysis already leads to a ‘preference’ of the Boston Red Sox over the St Louis Cardinals after one match, whereas four matches are ‘enough’ to make the approach based on the HPD region lead to a rejection of θ = 0.5. After T (T = 1, 2, 3, 4) matches, the maximum likelihood estimate is in each case equal to θˆML = 1, which is obviously a poor point estimate of the probability that the Boston Red Sox win a match. Of course, it would be naive to expect that the St Louis Cardinals, who were strong enough to have reached the World Series, truly have no chance of beating the Boston Red Sox. In fact, one could specify a prior reﬂecting a preference for values of θ closer to 0.5; for example, one could use the conjugate prior given by p(θ ) = 6θ (1 − θ ) for θ ∈ [0, 1], and p(θ ) = 0 otherwise. This conjugate prior has the same effect as adding two artiﬁcial matches, one won by each team, to our dataset. Conjugate priors often have this interpretation of adding artiﬁcial observations to impose an a priori preference for particular parameter values. The ﬁndings in this example reﬂect the fact that, especially for small datasets, the Bayesian approach may yield much more useful results than the frequentist/classical framework.



7.2.4 Comparison of Bayesian inference and frequentist approach In the previous subsections we have considered the principles of Bayesian inference. To gain more insight into the key elements of Bayesian inference, we conclude this section with a brief comparison between Bayesian inference and the frequentist/classical approach. Table 7.3 provides an overview of four points at which these two approaches differ; for four elements of Bayesian inference the frequentist counterpart is given. Note that at some points the frequentist approach and Bayesian inference are each other’s opposite. In the frequentist approach, the data are random and the parameters are ﬁxed. Many realizations θˆ are possible under the assumption θ = θ0 . Testing the hypothesis θ = θ0 amounts to checking whether the observed realization θˆ∗ is plausible under θ = θ0 using the sampling density of θˆ . So, one checks whether the observed data realization is plausible, while (inﬁnitely) many realizations are possible. On the other hand, in the Bayesian approach the parameters are random, whereas the data are given. Testing the hypothesis θ = θ0 amounts to checking whether the value of θ0 is plausible given the data. So, (inﬁnitely) many values of θ are possible, but one checks whether θ = θ0 is plausible under the one data realization.
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Table 7.3 Comparison of frequentist (or classical) approach and Bayesian approach in a statistical/econometric model with parameter vector θ and data y. Frequentist approach



Bayesian approach



The parameters θ are ﬁxed unknown constants. There is some unknown true value θ = θ0 .



The parameters θ are stochastic variables. One deﬁnes a prior distribution on the parameter space. All values in a certain region are possible with a certain probability density.



The data y are used to estimate and check the validity of the postulated null model, by comparing data with an (inﬁnitely large, hypothetical) dataset from the null model.



The data y are used as evidence to update the state of the mind: data transform the prior into the posterior distribution by the likelihood.



Frequency concept of probability: a probability is the fraction of occurrences when a process is repeated inﬁnitely often. It should be noted that, although the frequentist approach is often used in non-experimental sciences, repeating the process is only possible in experimental situations.



Subjective concept of probability: a probability is a degree of belief that an event occurs. This degree of belief is revised when new information becomes available.



One can use the maximum likelihood estimator θˆ as an estimator of θ .



One uses Bayes’ theorem to obtain the posterior distribution of θ . One can use the posterior mean or mode as an estimator of θ . Alternatively, one can specify an appropriate, possibly asymmetric loss function, and ﬁnd a point estimate that minimizes expected posterior loss.



7.3



A primer on simulation methods



7.3.1 Motivation for using simulation techniques The importance of integration in Bayesian inference can already be seen from the following results in the previous section. • To obtain the posterior density from Bayes’ theorem, one needs to evaluate the # integral p(y) = p(y|θ )p(θ ) dθ in the denominator of (7.1). • To evaluate the posterior mean of (the elements of) θ , one requires additional integration. For this purpose, two integrals have to be evaluated: # " " θp(y|θ )p(θ ) dθ p(y|θ )p(θ ) E[θ |y] = θp(θ |y) dθ = θ # dθ = # . p(y|θ )p(θ ) dθ p(y|θ )p(θ ) dθ
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• To evaluate the posterior odds ratio in favor of model 1 versus model 2, one needs to evaluate two marginal likelihoods, and hence two integrals. In linear and binomial models (for certain prior speciﬁcations), these integrals can be computed analytically. However, for more complicated models it is usually impossible to ﬁnd analytical solutions. Also, the posterior moments of nonlinear functions of parameters are generally not known analytically. In general, we need numerical integration methods for Bayesian inference. Basically there are two numerical integration methods: deterministic integration and Monte Carlo integration. Deterministic integration consists in evaluating the integrand at a set of many ﬁxed points, and approximating the integral by a weighted sum of the function evaluations. Monte Carlo integration is based on the idea that E[g(θ )|y], the mean of a certain function g(θ ) under the posterior, can be approximated by its ‘sample counterpart,’ the sample mean (1/n) ni=1 g(θi ), where θ1 , . . . , θn are drawn from the posterior distribution. At ﬁrst glance, deterministic integration may always seem a better idea than Monte Carlo integration, as no extra uncertainty (caused by simulation noise) is added to the procedure. However, in deterministic integration the number of required function evaluations increases exponentially with the dimension of the integration problem, which is in our case the dimension k of the vector θ . Therefore, deterministic integration approaches, like quadrature methods, become unworkable if k exceeds, say, three. So, in many cases one has to make use of Monte Carlo integration. However, only for a very limited set of models and prior densities is it possible to draw random variables from the posterior distribution directly. In general, direct sampling from the posterior distribution of interest is not possible. Then one may use indirect sampling algorithms such as importance sampling or Markov chain Monte Carlo (MCMC) methods such as the Metropolis–Hastings algorithm. In the following subsections, direct sampling methods, rejection sampling, importance sampling, and MCMC methods will be discussed.



7.3.2 Direct sampling methods Only in the ideal case does Monte Carlo integration reduce to estimating the posterior expectation E[g(θ )|y] by the sample mean  )]DS = 1 E[g(θ g(θi ), n n



i=1



where θ1 , . . . , θn are directly sampled from the posterior. However, even when the posterior distribution is nonstandard, direct sampling methods are useful, as they can serve as building blocks for more involved algorithms. For example, any sampling algorithm is based on collecting draws from the uniform U (0, 1) distribution, so that suitable methods to generate these ‘random numbers’ are of utmost importance. 7.3.2.1 Uniform sampling The most commonly used method to sample from the uniform distribution is the linear congruential random number generator (LCRNG), initially introduced by Lehmer (1951).
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This generator creates a sequence of ‘random numbers’ u1 , . . . , un using the recursion ui = (aui−1 + b) mod M,



i = 1, . . . , n,



(7.22)



where mod M gives the remainder after division by M. The multiplier a and the modulus M are strictly positive integers, while the increment b is also allowed to be zero. The initial value u0 of the sequence is called the seed. In order to map u1 , . . . , un to the unit interval, these values are divided by M. We note that the recursion (7.22) is completely deterministic, so that the generated ‘random numbers’ are actually not random at all. For properly chosen a, b, and M, it only seems as if they are random. In practice, multiplicative LCRNGs are frequently considered. These arise from (7.22) by setting b = 0, so that the increment is turned off. Two very popular multiplicative LCRNGs are the Lewis–Goodman–Miller generator (Lewis et al. 1969), obtained by setting a = 16 807 and M = 231 − 1, and the Payne–Rabung–Bogyo generator (Payne et al. 1969), obtained by setting a = 630 360 016 and M = 231 − 1. This concludes our discussion on uniform sampling. For a more comprehensive text on generating pseudo-random numbers, the interested reader is referred to Law and Kelton (1991). 7.3.2.2 Inversion method The inversion method is an approach that directly translates uniform U (0, 1) draws into draws from the (univariate) distribution of interest. The underlying idea is very simple. If the random variable θ follows a distribution with cumulative distribution function (CDF) denoted by F , then the corresponding CDF value U = F (θ ) is uniformly distributed, as Pr(U ≤ u) = Pr(F (θ ) ≤ u) = Pr(θ ≤ F −1 (u)) = F (F −1 (u)) = u,



(7.23)



with F −1 denoting the inverse CDF. By relying on this result, the inversion method consists of ﬁrst collecting a uniform sample u1 , . . . , un , and subsequently transforming this sample into realizations θ1 = F −1 (u1 ), . . . , θn = F −1 (un ) from the distribution of interest. Figure 7.8 illustrates the inversion method for the standard normal distribution. Clearly, as the standard normal CDF is steepest around 0, that region is ‘hit’ most frequently, so that most draws have values relatively close to 0. On the other hand, not many draws fall into regions far away from 0, as these regions are difﬁcult to ‘hit.’ This mechanism causes draws to be assigned to regions in accordance with their probability mass. We note that the inversion method is particularly suited to sample from (univariate) truncated distributions. For example, if a distribution is truncated to the left of some value a and to the right of some value b, then all draws should fall into the region (a, b). All that has to be done is to transform ui to F (a) + [F (b) − F (a)]ui ,



i = 1, . . . , n.



(7.24)



For the inversion method, it is desirable that the inverse CDF F −1 can be evaluated easily. If F −1 has a closed-form expression, evaluation becomes trivial. For example, the exponential distribution with mean 1/λ has CDF F (θ ) = 1 − exp(−λθ ),



θ > 0.



(7.25)
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Figure 7.8 Illustration of the inversion method for the standard normal distribution. The uniform draws u1 = 0.4 and u2 = 0.7 correspond to the standard normal realizations x1 ≈ −0.25 and x2 ≈ 0.52, respectively. By solving u = F (θ ) = 1 − exp(−λθ )



(7.26)



for θ , it is seen that the inverse CDF is given by 1 θ = F −1 (u) = − log(1 − u). λ



(7.27)



As the random variable U = F (θ ) has the same uniform distribution as 1 − U , it follows from Equation (7.27) that a sample θ1 , . . . , θn from the exponential distribution is obtained by applying the following algorithm. Generate u1 , . . . , un from U (0, 1). 1 Transform to θi = − log(ui ), i = 1, . . . , n. λ Although it is desirable that the inverse CDF F −1 has a closed-form expression, this is not required. It is not even necessary that the CDF itself has a closed-form expression. However, in such situations one has to resort to some numerical approximation. For example, an approximating CDF can be constructed by evaluating the probability density function (or some kernel) at many points to build a grid, and using linear interpolation. As the resulting approximation is piecewise linear, inversion is straightforward. This strategy underlies the griddy Gibbs sampling approach of Ritter and Tanner (1992), which will be discussed later on.



7.3.3 Indirect sampling methods yielding independent draws If it is difﬁcult to sample directly from the distribution of interest, hereafter referred to as the target distribution, indirect methods might be considered. Such methods aim to collect
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a representative sample for the target distribution by considering an alternative ‘candidate’ distribution. This candidate distribution should be easy to sample from and hopefully it provides a reasonable approximation to the original target distribution. Indirect sampling methods involve some correction mechanism to account for the difference between the target density and the candidate density. In this section, we discuss two indirect sampling approaches resulting in independent draws, so that the law of large numbers (LLN) and the central limit theorem (CLT) still apply. 7.3.3.1 Rejection sampling The ﬁrst indirect method we discuss is rejection sampling. Following this approach, one collects a sample from the candidate distribution, and decides for each draw whether it is accepted or rejected. If a draw is accepted, it is included in the sample for the target distribution. Rejection means that the draw is thrown away. Note that the rejection step is the correction mechanism that is employed in rejection sampling. To apply the rejection method to some target density P , one ﬁrst needs to specify an appropriate candidate density Q. For example, one might consider some normal or Student’s t density. Next, some constant c has to be found such that P (θ ) ≤ cQ(θ )



(7.28)



for all θ , so that the graph of the kernel cQ of the candidate density is entirely located above the graph of the target density P . We note that (7.28) implies that P is allowed to be a kernel of the target density, as the constant c can always adjust to P . However, the candidate density Q should be such that the ratio P (θ )/Q(θ ) is bounded for all θ , so that c is ﬁnite. The idea of rejection sampling is illustrated by Figure 7.9 for a univariate bimodal target density. Essentially, the rejection method consists of uniformly
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Figure 7.9 Illustration of rejection sampling. The candidate density Q is blown up by a factor c such that its graph is entirely located above the graph of the target density P . Next, points are uniformly sampled below the cQ graph, and the horizontal positions of the points falling into the shaded area below the P graph are accepted.
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sampling points below the graph of cQ, and accepting the horizontal positions of the points falling below the graph of P . The remaining points are rejected. The coordinates of the points below the cQ graph are sampled as follows. The horizontal position θ is obtained by drawing it from the candidate distribution with density Q. Next, the vertical position u˜ is uniformly sampled from the interval (0, cQ(θ )), that is u˜ = cQ(θ )u with u ∼ U (0, 1). As the point (θ, u) ˜ is accepted if and only if u˜ is located in the interval (0, P (θ )), the acceptance probability for this point is given by P (θ )/cQ(θ ). The following rejection algorithm collects a sample of size n from the target distribution with density P .



Initialize the algorithm: The set of accepted draws S is empty: S = ∅. The number of accepted draws i is zero: i = 0. Do while i < n: Obtain θ from candidate distribution with density Q. Obtain u from uniform distribution U (0, 1). If u < P (θ )/cQ(θ ) then accept θ : Add θ to the set of accepted draws: S = S ∪ {θ }. Update the number of accepted draws: i = i + 1. Although rejection sampling is based on using an approximating candidate distribution, the method yields an exact sample for the target distribution. However, the big drawback of the rejection approach is that many candidate draws might be required to obtain an accepted sample of moderate size, making the method inefﬁcient. For example, in Figure 7.9 it is seen that most points are located above the P graph, so that many draws are thrown away. For large n, the fraction of accepted draws tends to the ratio of the area below the P graph and the area below the#cQ graph. As the candidate density Q integrates to 1, this acceptance rate is given by P (θ ) dθ/c, so that a smaller value for c results in more efﬁciency. Clearly, c is optimized by setting it at c = max θ



P (θ ) , Q(θ )



(7.29)



implying that the optimal c is small if variation in the ratio P (θ )/Q(θ ) is small. This explains that an appropriate candidate density, providing a good approximation to the target density, is desirable. Clever rejection sampling methods have been developed for simulating draws from the univariate standard normal distribution, which serve as building blocks for more involved algorithms. However, in higher dimensions, it may be nontrivial to determine the maximum of the ratio P (θ )/Q(θ ). Moreover, it may be difﬁcult to ﬁnd a candidate density that has small c in (7.29), so that the acceptance rate may be very low. Therefore, in higher dimensions, rejection sampling is not so popular; one mostly prefers one of the other sampling methods that will be discussed later in this chapter.
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7.3.3.2 Importance sampling Importance sampling is another indirect approach to obtain an estimate for E[g(θ )], where θ is a random variable from the target distribution. It was initially discussed by Hammersley and Handscomb (1964) and introduced in econometrics by Kloek and Van Dijk (1978). The method is related to rejection sampling. The rejection method either accepts or rejects candidate draws, that is, either draws receive full weight or they do not get any weight at all. Importance sampling is based on this notion of assigning weights to draws. However, in contrast with the rejection method, these weights are not based on an all-or-nothing situation. Instead, they can take any possible value, representing the relative importance of draws. If Q is the candidate density (= importance function) and P is a kernel of the target density, importance sampling is based on the relationship # # g(θ )P (θ ) dθ g(θ )w(θ )Q(θ ) dθ E[w(θ˜ )g(θ˜ )] E[g(θ )] = # , (7.30) = # = ˜ P (θ ) dθ w(θ )Q(θ ) dθ E[w(θ)] where θ˜ is a random variable from the candidate distribution, and w(θ˜ ) = P (θ˜ )/Q(θ˜ ) is the weight function, which should be bounded. It follows from (7.30) that a consistent estimate of E[g(θ )] is given by the weighted mean n ˜ ˜ i=1 w(θi )g(θi ) )]IS =  E[g(θ , (7.31) n ˜ j =1 w(θj ) where θ˜1 , . . . , θ˜n are realizations from the candidate distribution and w(θ˜1 ), . . . , w(θ˜n ) are the corresponding weights. As relationship (7.30) would still hold after redeﬁning the weight function as w(θ˜ ) = P (θ˜ )/cQ(θ˜ ), yielding the acceptance probability of θ˜ , there exists a clear link between rejection sampling and importance sampling, that is, the importance sampling method weights draws with the acceptance probabilities from the rejection approach. Figure 7.10 provides a graphical illustration of the method. Points for which the graph of the target density is located above the graph of the candidate density are not sampled often enough. In order to correct for this, such draws are assigned relatively large weights (weights larger than unity). The reverse holds in the opposite case. Although importance sampling can be used to estimate characteristics of the target density (such as the mean), it does not provide a sample according to this density, as draws are generated from the candidate distribution. So, in a strict sense, importance sampling should not be called a sampling method; rather, it should be called a pure integration method. The performance of the importance sampler is greatly affected by the choice of the candidate distribution. If the importance function Q is inappropriate, the weight function w(θ˜ ) = P (θ˜ )/Q(θ˜ ) varies a lot, and it might happen that only a few draws with extreme )]IS . This estimate would be weights almost completely determine the estimate E[g(θ very unstable. In particular, a situation such that the tails of the target density are fatter than the tails of the candidate density is concerning, as this would imply that the weight function might even tend to inﬁnity. In such a case, E[g(θ )] does not exist – see Equation (7.30). Roughly stated, it is much less harmful for the importance sampling results if the candidate density’s tails are too fat than if the tails are too thin, as compared with the target density. It is for this reason that a fat-tailed Student’s t importance function is usually preferred over a normal candidate density.
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Figure 7.10 Illustration of importance sampling. The weight function reﬂects the importance of draws from the candidate density. Example: Importance sampling in binary logit model for US recession indicator In order to provide a simple illustration of importance sampling, we apply it to a binary logit model with the purpose of explaining and predicting recessions in the USA using leading indicators. We deﬁne a recession indicator such that the economy is in a recession if the growth rate of US real gross domestic product (GDP) is negative in at least the current period and either the preceding or next period. As leading indicators, we consider the growth rate of the Dow Jones Industrial Average, real consumption growth, the growth rate of the money stock M3, the term structure (the ten-year Treasury Bond yield minus the one-year Treasury Bond yield), and the oil price. We use quarterly data running from the ﬁrst quarter of 1968 to the fourth quarter of 2001. We ﬁnd that the economy is in a recession for 12 of the 136 observed periods. A preliminary analysis indicates that a lag of two quarters between the leading indicators and the recession measure is appropriate. The binary logit model is given by zt = xt β + εt , εt ∼ logistic i.i.d.,  1 if zt > 0, yt = 0 if zt ≤ 0,



t = 1, . . . , T ,



(7.32) (7.33)



where yt is the binary recession variable and xt contains an intercept and the ﬁve leading indicators. The variable zt is not observed. We consider the non-informative prior p(β) ∝ 1 for the parameters β, so that the posterior is proportional to the likelihood function: p(β|y) ∝ p(y|β)
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y t  1−yt T  $ exp(xt β) 1 = 1 + exp(xt β) 1 + exp(xt β) t=1



=



T $ exp(yt xt β) . 1 + exp(xt β)



(7.34)



t=1



We use a Student’s t candidate density (= importance function):   ((ν + m)/2) (β − µ)  −1 (β − µ) −(ν+m)/2 −1/2 Q(β) = 1+ || , (ν/2)(πν)m/2 ν



(7.35)



with ν = 2 degrees of freedom and dimension m = 6, where the mode is the maximum ˆ ML is minus the inverse of the likelihood estimate µ = βˆML and the scale matrix  =  log-likelihood’s Hessian evaluated at βˆML . The reason for specifying the mode and scale matrix in this way is that under the ﬂat prior the posterior mode is equal to the maximum ˆ ML is the covariance matrix of the local likelihood estimate βˆML , while the scale matrix  normal approximation to the posterior distribution around βˆML . The marginal candidate densities are shown in Figure 7.11. We generate 50 000 draws from the candidate distribution and use these in formula (7.31) with weight function w(β) = P (β)/Q(β) = p(β|y)/Q(β) and functions g(β) = β j and g(β) = (β j )2 (j = 1, . . . , 6) to obtain estimates of the ﬁrst two posterior moments of the elements β j . The second and third columns of Table 7.4 show 0.3
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Figure 7.11 Marginal Student’s t candidate densities for binary logit model for US recession indicator.
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Table 7.4 Results for importance sampling in the binary logit model with a US recession indicator as the dependent variable.



intercept Dow Jones real consumption money stock M3 term structure oil price



Mean



s.d.



n.s.e.



RNE



ML



s.e.



0.438 −0.283 −2.280 −3.419 −4.400 0.125



1.430 0.099 1.038 1.200 1.441 0.063



0.011 0.001 0.009 0.011 0.013 0.001



0.312 0.250 0.271 0.241 0.234 0.298



0.216 −0.216 −1.819 −2.544 −3.259 0.095



1.236 0.081 0.844 0.969 1.146 0.052



In the second and third columns, the estimated posterior mean and standard deviation are reported for each parameter. In the fourth and ﬁfth columns, the numerical standard error and relative numerical efﬁciency are given. In the sixth and seventh columns, the maximum likelihood estimates and corresponding standard errors are shown.



the estimated posterior mean and standard deviation for each parameter. The fourth and ﬁfth columns present numerical standard errors and relative numerical efﬁciencies, two measures concerning the uncertainty on the results that is caused by simulation noise, which will be discussed later in this subsection (under the heading ‘Numerical accuracy of importance sampling’). The last two columns contain the ML parameter estimates and the corresponding standard errors. The table shows that the estimated posterior standard deviations are larger than the corresponding ML standard errors and that the estimated posterior means are larger (in absolute value) than the corresponding ML parameter estimates. The explanation for this difference is that a Bayesian analysis allows exact
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Figure 7.12 Estimates of marginal posterior densities from importance sampling in the binary logit model with a US recession indicator as the dependent variable.
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inference when the number of observations is limited, whereas the ML results are based on asymptotic approximations. The marginal posterior densities are estimated by dividing the domain of each parameter β j (j = 1, . . . , 6) into subintervals S and applying formula (7.31) with indicator functions g(β) = I {β j ∈ S}. Here we use that Pr[β j ∈ S] = E[I {β j ∈ S}]. The estimated marginal posterior densities are given by Figure 7.12. It is seen that the posterior densities have asymmetric tails and that, for all ﬁve leading indicators, nearly all posterior density mass is located such that the sign of the response parameter is as expected. The total weight of the 5% most inﬂuential draws is 27.7%. In the case where the candidate density equals the target density, this weight is 5%. This reﬂects that there is a substantial difference between candidate and target. For posterior distributions with even more asymmetric shapes or multimodality, it may occur that only a few draws completely determine the sampling results. For such distributions it is worthwhile to consider alternative approaches to importance sampling, such as the two methods in Section 7.4, where use is made of a radial transformation or a mixture of Student’s t distributions.



7.3.3.3 Using importance sampling to compute the marginal likelihood As an application of importance sampling, we show how it can be used to compute the marginal likelihood " p(y) = p(y|θ )p(θ ) dθ, (7.36) where y denotes the data and θ is the parameter vector. The most straightforward approach to estimate (7.36) is based on the interpretation p(y) = E[p(y|θ )], where the expectation is taken with respect to θ , which obeys its prior distribution with density p(θ ). The resulting estimate is given by 1 pˆ A = p(y|θi ), n n



(7.37)



i=1



where θ1 , . . . , θn are sampled from the prior distribution. However, this approach is inefﬁcient if the likelihood is much more concentrated than the prior, as most draws from the prior would correspond to extremely small likelihood values. Consequently, pˆ A would be determined by only a few draws with relatively large likelihood values. As an alternative, Newton and Raftery (1994) developed an estimate for p(y) that is based on the importance sampling approach. Using the interpretation that the marginal likelihood is p(y) = E[p(y|θ )], one is clearly interested in E[g(θ )], where g(θ ) = p(y|θ ) is the likelihood value. Next, as the expectation is taken with respect to θ obeying its prior distribution, the target density is the prior, that is, P (θ ) = p(θ ). Finally, by considering the posterior density as the candidate density, that is, Q(θ ) = p(θ |y) ∝ p(y|θ )p(θ ), the weight function becomes w(θ ) =



P (θ ) p(θ ) ∝ = p(y|θ )−1 . Q(θ ) p(y|θ )p(θ )



(7.38)
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This results in the importance sampling estimate pˆ NR =



n n −1   n −1 1 i=1 w(θi )g(θi ) i=1 p(y|θi ) p(y|θi ) −1   = = p(y|θ ) , j n n −1 n j =1 w(θj ) j =1 p(y|θj )



(7.39)



j =1



where θ1 , . . . , θn are sampled from the posterior distribution. We note that the posterior density p(θ |y) (used in pˆ NR ) usually gives a much better approximation to the likelihood p(y|θ ) than the prior p(θ ) (used in pˆ A ). In particular, this holds if data information strongly dominates prior information, which is the case if many observations are used. However, a drawback of the harmonic mean pˆ NR is that it is not only consistent but also unstable, as the weight function w(θ ) = p(y|θ )−1 takes extreme values for occasionally sampled θj for which the likelihood value p(y|θj ) is very small. In order to overcome this objection, several modiﬁcations and generalizations of pˆ NR have been proposed – see, for example, Gelfand and Dey (1994) and Newton and Raftery (1994). 7.3.3.4 Numerical accuracy of independence sampling The Monte Carlo integration methods discussed so far consider independent draws in order to obtain an estimate for E[g(θ )]. The direct sampling (and rejection sampling) estimate for E[g(θ )] is the sample mean  )]DS = 1 E[g(θ g(θi ), n n



i=1



with θ1 , . . . , θn being generated from the distribution of interest. The importance sampling )]IS (see Equation (7.31)). In this subsection estimate is the weighted sample mean E[g(θ we use the law of large numbers (LLN) and the central limit theorem (CLT) to assess the numerical accuracy of these Monte Carlo estimates. That is, we investigate the uncertainty on the results that is caused by simulation noise. We assume that the function g maps θ to a one-dimensional space. For example, g(θ ) = θ j would deliver the j th component of θ . Alternatively, g might deliver a sum of components of θ , such as the sum of coefﬁcients in the linear regression model. 7.3.3.5 Numerical accuracy of direct sampling (and rejection sampling) We ﬁrst consider the direct sampling (and rejection sampling) case. Under mild regularity conditions, and provided that the number of draws n is large, the CLT implies that the estimator n 1  E[g(θ )]DS = g(θi ) n i=1



is approximately N(E[g(θ )], σg2 /n) distributed, where σg2 denotes the variance of g(θ ). This variance can be estimated by 1 )]DS }2 . [g(θi )]2 − {E[g(θ n n



σˆ g2 =



i=1



(7.40)
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 The accuracy of √ the estimate E[g(θ )]DS for E[g(θ )] is reﬂected by the numerical standard error σˆ g / n. In the usual way, the 95% conﬁdence interval for E[g(θ )] can be constructed as √ √ )]DS − 1.96σˆ g / n, E[g(θ )]DS + 1.96σˆ g / n), (E[g(θ where 1.96 is the 2.5% upper quantile for the standard normal distribution. 7.3.3.6 Numerical accuracy of importance sampling We next consider the accuracy of importance sampling. To this end, we deﬁne 1 w(θ˜i ), n



(7.41)



1 ˜ w(θi )g(θ˜i ), n



(7.42)



n



t0 =



i=1 n



t1 =



i=1



where θ˜1 , . . . , θ˜n are independent random variables from the candidate density Q. The importance sampling estimator n ˜ ˜ i=1 w(θi )g(θi )  E[g(θ )]IS =  n ˜ i=1 w(θi ) )]IS = t1 /t0 . Analogous to the direct sampling case, it holds for can be written as E[g(θ )]IS is large n and under mild regularity conditions reported by Geweke (1989) that E[g(θ 2 2 )]IS . approximately distributed N(E[g(θ )], σIS ), where σIS denotes the variance of E[g(θ  The accuracy of the estimate E[g(θ )]IS for E[g(θ )] is reﬂected by the numerical standard error σˆ IS , and the 95% conﬁdence interval for E[g(θ )] can be constructed as )]IS + 1.96σˆ IS ). )]IS − 1.96σˆ IS , E[g(θ (E[g(θ )]IS is a ratio of two correlated random variables t1 and t0 , ﬁnding However, as E[g(θ 2 an expression for σˆ IS is not as straightforward as for the direct sampling case. Using the 2 )]IS = t1 /t0 is given by delta method, the estimated variance σˆ IS of E[g(θ &  %   /∂t ∂ E[g(θ )]   var(t ˆ ) cov(t ˆ , t ) 0 0 0 1 ∂ E[g(θ )] IS ∂ E[g(θ )] 2 IS IS σˆ IS ≈ cov(t ˆ 0 , t1 ) var(t ˆ 1) )]IS /∂t1 ∂t0 ∂t1 ∂ E[g(θ =



t12 1 t1 var(t ˆ 0 ) + 2 var(t ˆ 1 ) − 2 3 cov(t ˆ 0 , t1 ), t04 t0 t0



(7.43)



where var(t ˆ 0) =



1 1 var(w( ˆ θ˜i )) = n n



    n 1 w(θ˜i )2 − t02 , n i=1



(7.44)
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var(t ˆ 1) =



1 1 var(w( ˆ θ˜i )g(θ˜i )) = n n



    n 1 w(θ˜i )2 g(θ˜i )2 − t12 , n



(7.45)



i=1



1 1 cov(t ˆ 0 , t1 ) = cov(w( ˆ θ˜i ), w(θ˜i )g(θ˜i )) = n n



    n 1 2 ˜ ˜ w(θi ) g(θi ) − t0 t1 , (7.46) n i=1



and t0 and t1 are evaluated at their realized values. 7.3.3.7 Interpretation and use of numerical standard errors )] for E[g(θ )] reﬂects the uncertainty The numerical standard error of the estimate E[g(θ on E[g(θ )] due to simulation noise. The numerical standard error tends to 0, if the number of draws n → ∞. Note the difference between the numerical standard error of the estimate for E[g(θ )] and the (posterior) standard deviation of g(θ ). The (posterior) standard deviation of g(θ ) reﬂects the uncertainty on g(θ ), not merely its mean E[g(θ )], due to the randomness of the observations and the ﬁniteness of our dataset. In general, the (posterior) standard deviation of g(θ ) tends to 0, if the number of observations T → ∞. The numerical standard error can be used as a guideline to decide on the number of draws. For example, if one desires an estimate of a posterior mean that has (with 95% probability) a precision of two digits, one may generate draws until 1.96 times the numerical standard error is smaller than 0.5 × 10−2 . 7.3.3.8 Relative numerical efﬁciency √ The numerical standard errors σˆ g / n for the direct sampling case and σˆ IS for the importance sampling case are absolute measures in the sense that they depend on the amount of parameter uncertainty reﬂected by the target (posterior) density. Alternatively, one may deﬁne a scale-corrected measure by dividing the absolute numerical error by the estimated standard deviation of g(θ ). In the √ direct sampling √ case, this scaled numerical error would immediately boil down to (σˆ g / n)/σˆ g = 1/ n. In the importance sampling 2 2 case, it is given by σˆ IS /σˆ g,IS , where σˆ IS is deﬁned by Equations (7.41)–(7.46) and σˆ g,IS is deﬁned by n w(θ˜i )(g(θ˜i ))2 2 )]IS }2 . − {E[g(θ = i=1 (7.47) σˆ g,IS n ˜ w( θ ) j j =1 √ Finally, by multiplying σˆ IS /σˆ g,IS by n, one obtains a measure that corrects for the scale of the target distribution and is preserved when the number of draws n increases. This measure can be used as an indicator for the efﬁciency of the chosen importance function √ Q. Geweke (1989) refers to the squared reciprocal value of n σˆ IS /σˆ g,IS as the relative numerical efﬁciency (RNE). In the case for which Q coincides with the target density 2 2 P , the RNE value σˆ g,IS /(nσˆ IS ) equals unity. For less efﬁcient importance functions, the long-run RNE value is considerably smaller. The RNE measure is a useful indicator of the appropriateness of the importance function Q, given that it covers the same domain as the target density P . However, the RNE value may not say anything about the degree to which the target density is covered by the candidate density. For example, if the importance function closely mimics one
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mode of a bimodal target density but misses the second mode completely, the importance function is clearly inappropriate but the discussed measure might classify it as quite efﬁcient.



Example: Direct sampling and importance sampling for a normal distribution In order to illustrate the numerical accuracy measures discussed above, we consider a one-dimensional N(0, 1) target distribution. We estimate the mean and the 95% conﬁdence interval using n draws, where n varies from 1 to 500. The upper plot in Figure 7.13 displays the results obtained from direct sampling. It is seen that the estimated mean converges to the true value and that the conﬁdence interval becomes smaller when the number of draws n increases. However, convergence only occurs at a very slow speed. The bottom plot shows the importance sampling results for an N(1, 4) candidate density. The location of the candidate density is not correct, but the scale is chosen large enough so that the whole target density is still covered. It is seen that also importance sampling results in convergence. Next, we compute the RNE value for the N(1, 4) importance function using 50 000 draws. We ﬁnd that the value is 0.988, indicating that the importance function is quite close to the target density. Furthermore, if we consider a less appropriate N(2, 4) importance function, we ﬁnd that the RNE value drops to 0.756. This value is still reasonable. However, we note that obtaining a high RNE value becomes more challenging when the dimension of the integration problem increases. 1.0
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Figure 7.13 The estimated mean and the corresponding 95% conﬁdence interval for the N(0, 1) distribution using 1 to 500 draws. The upper plot results from direct sampling, whereas the bottom plot results from importance sampling with an N(1, 4) candidate density.
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Example: Importance sampling in binary logit model for US recession indicator (continued) As another illustration of the numerical accuracy measures, we consider the importance sampling results in the binary logit model for the US recession indicator in the previous subsection. Table 7.4 presented the numerical standard error and relative numerical efﬁciency for each parameter estimate, using 50 000 draws from the importance function, a Student’s t density around the maximum likelihood estimate. Note that, for each estimated posterior mean, 1.96 times the numerical standard error is smaller than 0.05, so that we have (with 95% probability) a precision of at least one digit. The estimated posterior means of the coefﬁcients at the Dow Jones index and the oil price have a precision of two digits. For example, the 95% conﬁdence interval for the posterior mean of the coefﬁcient at money stock M3 is given by (−3.419 − 1.960 × 0.011, −3.419 + 1.960 × 0.011) = (−3.441, −3.397). Figure 7.14 illustrates the convergence for the estimate of this posterior mean: it shows the estimated mean and the corresponding 95% conﬁdence interval using 100 to 5000 draws. The RNE values are roughly between 1/4 and 1/3. This means that this importance sampling approach needs approximately 3–4 times the amount of draws that would be required by direct sampling to obtain estimates with the same precision. The RNE measures are considerably lower than for the aforementioned one-dimensional normal target distribution. This reﬂects that it becomes more difﬁcult to obtain a high RNE value when the dimension of the integration problem increases. −2.8 −3 −3.2 −3.4 −3.6 −3.8 −4 −4.2 0
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Figure 7.14 Results for importance sampling in the binary logit model with a US recession indicator as the dependent variable: the estimated mean and the corresponding 95% conﬁdence interval for the parameter at money stock M3. The horizontal axis corresponds to the number of draws from the Student’s t candidate distribution upon which the estimate is based.
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7.3.4 Markov chain Monte Carlo: indirect sampling methods yielding dependent draws Another approach to sample from nonstandard distributions is the Markov chain Monte Carlo (MCMC) approach. An MCMC method aims to collect a sample representative of the target distribution by construction of a Markov chain converging to that distribution. After a sufﬁciently long burn-in period, so that the inﬂuence of the initialization conditions has become negligible, draws from the Markov chain are regarded as draws from the target distribution itself. However, as Markov chain sampling naturally induces correlation, the resulting draws are not independent, so that the law of large numbers (LLN) and the central limit theorem (CLT) no longer apply. For ease of exposition, we only consider Markov chain theory for discrete state spaces, but the results obtained can be extended immediately to continuous distributions. The interested reader is referred to Norris (1997) and Ross (1997) for textbook discussions on Markov chain theory. 7.3.4.1 Elementary Markov chain theory In order to make this section self-contained, we start by reviewing some elementary Markov chain theory. A Markov chain is a discrete-time stochastic process {θ0 , θ1 , . . .} satisfying the Markov property, that is, the next state depends only on the current state and does not depend on the path of previous states. For a ﬁnite discrete state space S, the one-step transition probability from state θ to state θ˜ is denoted by P (θ, θ˜ ) = Pr(θi+1 = θ˜ | θi = θ ),



(7.48)



where θ, θ˜ ∈ S. For example, we could specify a Markov chain process for a time series indicating whether an economy is in a recession or expansion. Given that the current period is a recession (expansion), there is a certain probability p˜1 (p˜2 ) of escaping the recession (expansion) in the next period, and a probability 1 − p˜1 (1 − p˜2 ) of staying in the recession (expansion).  ˜ By deﬁnition, it should hold that P (θ, θ˜ ) ≥ 0 and θ˜ ∈S P (θ, θ ) = 1. The j -step transition probability is denoted by P (j ) (θ, θ˜ ) = Pr(θi+j = θ˜ | θi = θ ),



(7.49)



where θ, θ˜ ∈ S. We note that (7.49) can be computed by summing the probabilities of all paths moving from state θ to state θ˜ in j steps. Under mild regularity conditions, it can be shown that the Markov chain converges to a unique distribution P (θ˜ ) = lim P (j ) (θ, θ˜ ) j →∞



that does not depend on the initial state and satisﬁes the invariance condition  P (θ )P (θ, θ˜ ) P (θ˜ ) =



(7.50)



(7.51)



θ∈S



for all θ˜ ∈ S. Intuitively, condition (7.51) says that the long-run proportion of states being θ˜ is given by the limiting probability P (θ˜ ). The regularity conditions that have to be satisﬁed are irreducibility and aperiodicity. The ﬁrst requirement means that all states
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in the state space are accessible from each other, that is, for all θ, θ˜ ∈ S, there exists a non-negative integer k such that P (k) (θ, θ˜ ) > 0. The second requirement means that, for any state θ ∈ S, the number of transitions necessary to return to state θ does not need to be a multiple of some integer ≥ 2. The two regularity conditions are, for example, satisﬁed if P (θ, θ˜ ) > 0 for all θ, θ˜ ∈ S; that is, if it is possible to go from each state to any other state in one transition. Next, we note that an irreducible and aperiodic Markov chain running backward is again a Markov chain. After a sufﬁciently long burn-in period, the transition probabilities of the reversed process are given by R(θ, θ˜ ) = Pr(θi = θ˜ | θi+1 = θ ) =



P (θ˜ )P (θ˜ , θ ) Pr(θi = θ˜ ) Pr(θi+1 = θ | θi = θ˜ ) = , Pr(θi+1 = θ ) P (θ ) (7.52)



where θ, θ˜ ∈ S. The Markov chain is called time-reversible if it has the same transition probabilities as its reversal, that is, if P (θ, θ˜ ) = R(θ, θ˜ ) for all θ, θ˜ ∈ S. It is seen from Equation (7.52) that this time-reversibility condition amounts to P (θ )P (θ, θ˜ ) = P (θ˜ )P (θ˜ , θ )



(7.53)



for all θ, θ˜ ∈ S. Intuitively, condition (7.53) says that, in the long run, the process moves as much from θ to θ˜ as it moves from θ˜ to θ . 7.3.4.2 The Metropolis–Hastings algorithm The Metropolis–Hastings (MH) algorithm, introduced by Metropolis et al. (1953) and generalized by Hastings (1970), samples from a time-reversible Markov chain converging to the target distribution. It has similarities with rejection sampling, as some rejection mechanism is involved. However, rejected draws are dealt with in a different way. An excellent exposition on the MH algorithm is Chib and Greenberg (1995) in which theory and intuition as well as application of the algorithm are discussed. An important survey on the broader class of MCMC methods is Tierney (1994). The intuitive derivation of the MH algorithm starts from the time-reversibility condition P (θ )PMH (θ, θ˜ ) = P (θ˜ )PMH (θ˜ , θ )



∀ θ, θ˜ ∈ S,



(7.54)



where P is a kernel of the target probability function and PMH is an appropriate but currently unknown transition density. So, the limiting distribution of the Markov chain is available, but the underlying process is not. Note that this is the opposite of the situation in which one knows the transition process and has to derive the limiting distribution, which is often encountered in Markov chain theory. The key idea is that if the transition probabilities P (θ, θ˜ ) and P (θ˜ , θ ) satisfy the time-reversibility condition (7.54) for the given target probabilities P (θ ) and P (θ˜ ) for each θ, θ˜ ∈ S, then this implies that the limiting distribution of the Markov chain is the desired target distribution with probability function P (θ ). The reason is that the time-reversibility property implies that the invariance condition (7.51) is satisﬁed:    P (θ )P (θ, θ˜ ) = P (θ˜ )P (θ˜ , θ ) = P (θ˜ ) P (θ˜ , θ ) = P (θ˜ ), (7.55) θ∈S



θ∈S



θ∈S
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where the ﬁrst equality follows from the time-reversibility property, and the last equality obviously holds as the conditional probabilities of θ given θ˜ have to sum to unity. Intuitively, it is clear that a Markov chain satisfying the time-reversibility condition for the given target probabilities must have this target distribution as its limiting distribution. When the Markov chain reaches the target distribution at a certain step, all the following steps will have this target distribution: at each following iteration, each point θ ∈ S ‘gets back’ exactly the same probability mass that ‘leaves’ to any other point θ˜ ∈ S. So, we are looking for a Markov chain with transition probabilities satisfying the time-reversibility condition (7.54). What may still seem to be an impossible task – that is, recovering such a Markov chain – can be done by considering the following approach. Suppose that the unknown transition density PMH is replaced by some known but probably inappropriate candidate transition density Q satisfying irreducibility and aperiodicity. Unless Q satisﬁes the time-reversibility condition for all θ, θ˜ ∈ S, which is extremely unlikely, there exist states θ and θ˜ such that the probability of going from θ to θ˜ is larger than the probability of going from θ˜ to θ : P (θ )Q(θ, θ˜ ) > P (θ˜ )Q(θ˜ , θ ),



(7.56)



where we note that only the ‘greater than’ inequality > is considered, as the ‘less than’ inequality < amounts to just interchanging the arbitrary states θ and θ˜ . In order to deal with the violation of the time-reversibility condition, a function α : S × S → [0, 1], indicating the probability of accepting a transition, is introduced such that P (θ )Q(θ, θ˜ )α(θ, θ˜ ) = P (θ˜ )Q(θ˜ , θ )α(θ˜ , θ ).



(7.57)



As the value on the right-hand side of (7.56) is too small compared with that on the left-hand side, α(θ˜ , θ ) is set at its maximum value, which is 1 (since it is a probability): α(θ˜ , θ ) = 1.



(7.58)



Next, substituting (7.58) into Equation (7.57) yields α(θ, θ˜ ) =



P (θ˜ )Q(θ˜ , θ ) < 1. P (θ )Q(θ, θ˜ )



(7.59)



It follows from Equations (7.58) and (7.59) that the function α is deﬁned by  α(θ, θ˜ ) = min



 P (θ˜ )Q(θ˜ , θ ) , 1 , P (θ )Q(θ, θ˜ )



(7.60)



where θ, θ˜ ∈ S. Now, a ﬁrst proposal for the unknown transition density PMH might ˜ for all θ, θ˜ ∈ S. However, as Q is already a be such that PMH (θ, θ˜ ) = Q(θ, θ˜ )α(θ, θ) transition density integrating to unity, and there exist θ and θ˜ such that α(θ, θ˜ ) < 1, this proposal cannot be a transition density itself. However, the ‘insufﬁcient candidate probability mass problem’ is easily ﬁxed by adjusting PMH (θ, θ ) for which the time-reversibility
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condition is satisﬁed by deﬁnition. For a discrete state space S, the adjusted transition density is deﬁned by ˜ = Q(θ, θ˜ )α(θ, θ˜ ), PMH (θ, θ) θ˜ = θ,   ˜ PMH (θ, θ ) = 1 − Q(θ, θ˜ )α(θ, θ˜ ) = Q(θ, θ ) + Q(θ, θ˜ )[1 − α(θ, θ)], θ˜ =θ



(7.61) (7.62)



θ˜ =θ



where α(θ, θ˜ ) is given by Equation (7.60). The MH algorithm is an interpretation of Equations (7.61) and (7.62). For some current state θ , one can make a transition according to the transition density PMH by drawing a candidate state θ˜ from the density Q and accepting the transition, which is ˜ Acceptance implies that the move is made, that is, from θ to θ˜ , with probability α(θ, θ). ˜ the next state is θ . Rejection means that the move is not made, that is, the next state is again θ . By repeating this procedure many times, a Markov chain is constructed. After a burn-in period, draws from the Markov chain are regarded as draws from the target distribution. A sufﬁcient condition for (long-run) convergence is that Q(θ, θ˜ ) > 0 for all θ and θ˜ such that P (θ˜ ) > 0. The MH algorithm constructs a Markov chain of length n as follows. Initialize the algorithm: Choose a feasible initial state θ0 . Do for i = 1, . . . , n: Obtain θ˜ from candidate transition density Q(θi−1 , θ˜ ). Obtain u from uniform distribution U (0, 1). Compute transition probability α(θi−1 , θ˜ ), deﬁned by(7.60). ˜ If u < α(θi−1 , θ˜ ) then accept transition: θi = θ. Else reject transition: θi = θi−1 . Several approaches can be adopted to specify the candidate transition density Q, Frequently, Q is such that the resulting Markov chain is either an ‘independence chain’ or a ‘random walk chain.’ An independence chain has the property that the candidate state θ˜ is drawn independently of the current state θ , that is, Q(θ, θ˜ ) = Q(θ˜ ),



(7.63)



where θ, θ˜ ∈ S. Typical choices for the candidate density Q(θ˜ ) are normal or Student’s t densities. It follows from Equations (7.60) and (7.63) that the acceptance probability in an independence chain is given by     ˜ )Q(θ ) ˜) P ( θ w( θ ˜ = min α(θ, θ) , 1 = min , 1 , (7.64) w(θ ) P (θ )Q(θ˜ ) that is, the minimum of a ratio of importance weights and unity. The interpretation of (7.64) is that a transition from θ to θ˜ resulting in a larger importance weight is
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always made, whereas a transition resulting in a smaller importance weight is not always performed. We note that (7.64) establishes a link with importance sampling. As an alternative to the independence chain, we have also mentioned the random walk chain. A random walk chain draws the transition step θ˜ − θ instead of the state θ˜ resulting from this transition, that is, Q(θ, θ˜ ) = Q(θ˜ − θ ).



(7.65)



Typical choices for Q(θ˜ − θ ) are normal or Student’s t densities centered around 0, so that the expectation of the next state θ˜ = θ + (θ˜ − θ ) is the current state θ . Finally, we mention that, if the transition density is symmetric, that is, if Q(θ, θ˜ ) = Q(θ˜ , θ ) for all θ, θ˜ ∈ S, the acceptance probability α(θ, θ˜ ) reduces to  α(θ, θ˜ ) = min



 P (θ˜ ) , 1 , P (θ )



(7.66)



as in the original Metropolis algorithm (Metropolis et al. 1953). The acceptance probability (7.66) has a similar interpretation as (7.64). A transition from θ to θ˜ implying an increase in the target density is always made, whereas a transition implying a decrease is not always performed.



Example: Metropolis–Hastings algorithm in binary logit model for US recession indicator In order to provide a simple illustration of the Metropolis–Hastings algorithm, we apply it to the binary logit model that we used for illustrating the importance sampling technique. In this model, the dependent variable yt is the binary US recession variable, and the vector of explanatory variables xt contains an intercept and the ﬁve leading indicators (lag of two quarterly periods: growth rate of the Dow Jones Industrial Average, real consumption growth, growth of money stock M3, the term structure, and the oil price). We consider the non-informative prior p(β) ∝ 1 for the parameters β. We use the independence chain Metropolis–Hastings algorithm with the same candidate density as we used for importance sampling, a Student’s t density around the maximum likelihood estimate with two degrees of freedom. We use the same 50 000 draws from the candidate distribution as we used for importance sampling: we take a burn-in period of 1000 draws and 49 000 effective draws. The second and third columns of Table 7.5 show the estimated posterior mean and standard deviation for each parameter. The fourth column reveals the autocorrelation in the Metropolis–Hastings sequence. The last two columns contain the ML parameter estimates and the corresponding standard errors. The results are very close to the results from importance sampling. This reﬂects the link between importance sampling and the independence chain Metropolis–Hastings algorithm, as established by formula (7.64), when the same candidate density is used in both algorithms. Estimates of the marginal posterior densities are easily obtained as the (scaled) histograms of the effective draws (see Figure 7.15). The estimated marginal posterior densities are close to those obtained by importance sampling. The autocorrelations in the Metropolis–Hastings algorithm are over 0.6 for each parameter. The acceptance rate is
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Table 7.5 Results for the Metropolis–Hastings algorithm in the binary logit model with a US recession indicator as the dependent variable.



intercept Dow Jones real consumption money stock M3 term structure oil price



Mean



s.d.



a.c.



ML



s.e.



0.411 −0.281 −2.264 −3.398 −4.368 0.125



1.419 0.099 1.035 1.180 1.418 0.063



0.642 0.697 0.679 0.702 0.715 0.662



0.216 −0.216 −1.819 −2.544 −3.259 0.095



1.236 0.081 0.844 0.969 1.146 0.052



In the second and third columns, the estimated posterior mean and standard deviation are reported for each parameter. In the fourth column, the autocorrelation in the Metropolis–Hastings sequence is shown. The last two columns contain the ML parameter estimates and the corresponding standard errors.
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Figure 7.15 Estimates of marginal posterior densities from the Metropolis–Hastings algorithm in the binary logit model with a US recession indicator as the dependent variable. 37.8%, so that 62.2% of the candidate draws are rejected. In the case where the candidate density equals the target density, the autocorrelations are approximately 0 and the acceptance rate is 100%. These differences reﬂect that there is a substantial difference between candidate and target. For posterior distributions with even more asymmetric shapes or multimodality, it may occur that only a few draws are accepted (and repeated many times in the Metropolis–Hastings sequence). For such distributions it is worthwhile to consider alternative approaches to the Metropolis–Hastings algorithm, such as the two methods in Section 7.4, where use is made of a radial transformation or a mixture of Student’s t distributions.
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7.3.4.3 Gibbs sampling The MH algorithm is a very general MCMC approach; one can generally apply it – given that one has a good candidate density, of course. A more problem-speciﬁc method within the MCMC class is the Gibbs sampling algorithm of Geman and Geman (1984). The Gibbs sampler is based on decomposing the multidimensional random variable θ into k components θ 1 , . . . , θ k , which are not necessarily univariate. It constructs a Markov chain, converging to the target distribution, by iteratively drawing the k components of θ conditional on the values of all other components. Gibbs sampling may be seen as an application of the divide-and-conquer principle. For many seemingly intractable target densities, it is possible to derive a set of conditional densities for which sampling is straightforward. The Gibbs sampler exploits this notion, as it precisely considers these conditional densities. A reason for its usefulness is that in several complex models conditioning on certain parameters results in a simple model involving the other parameters. For example, in the linear regression model with serially correlated error terms, conditioning on the autocorrelation parameters yields an ordinary regression model involving the other parameters, and vice versa. The utility of the Gibbs sampler is, for example, demonstrated by Gelfand et al. (1990), Gelfand and Smith (1990), and Smith and Roberts (1993). Casella and George (1992) provide a tutorial on Gibbs sampling using simple examples to explain how and why the method works. Gibbs sampling is an intuitively simple method that enables simulation from posterior distributions – and hence Bayesian inference – in many models that are useful for decision making and forecasting in practice. This explains why the Gibbs sampler has become enormously popular. An obvious requirement for the Gibbs sampler is that all full conditional distributions can be sampled from. These conditional distributions are described by the densities P (θ j |θ −j ), j = 1, . . . , k, where θ −j = (θ 1 , . . . , θ j −1 , θ j +1 , . . . , θ k ) denotes the set of k − 1 components excluding the j th component. The Gibbs sampling algorithm collects n j draws θi = (θi1 , . . . , θik ), i = 1, . . . , n, as follows. The components θi , i = 1, . . . , n, j = k 1 1 1, . . . , k, are augmented into a single sequence θ1 , . . . , θ1 , θ2 , . . . , θ2k , . . . , θn1 , . . . , θnk , and the elements of this Gibbs sequence are generated such that −j



j



θi results from P (θ j |θi−1 ), −j



j −1



i = 1, . . . , n,



j = 1, . . . , k,



(7.67)



j +1



k where θi−1 = (θi1 , . . . , θi , θi−1 , . . . , θi−1 ) denotes all components except θ j at their most recent values. The complete algorithm is as follows.



Initialize the algorithm: Choose a feasible initial state θ0 = (θ01 , . . . , θ0k ). Do for draw i = 1, . . . , n: Do for component j = 1, . . . , k: j −j Obtain θi from conditional target density P (θ j |θi−1 ). Figure 7.16 illustrates how the Gibbs sampler works for two two-dimensional target distributions involving correlation and bimodality. Clearly, each time one of the two components (either θ 1 or θ 2 ) is ﬁxed while the other component is sampled from its
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Figure 7.16 Illustration of the Gibbs sampler for a correlated target density (left) and a bimodal target density (right). The generated Gibbs paths are shown for 10 iterations (above) and 1000 iterations (below). conditional distribution, a Gibbs path moves in orthogonal directions parallel to the coordinate axes. So, the horizontal position is updated given the current vertical position, and the vertical position is updated given the current horizontal position. The ﬁgure displays Gibbs paths after 10 iterations and after 1000 iterations, and it indicates that the orthogonal movement may cause the Gibbs sampler to break down. First, the two left-hand graphs demonstrate that high correlation results in a slowly moving Gibbs path, so that the Gibbs sampler might be stuck in a small region for quite a long time. This problem increases when the correlation between the two components becomes higher. Second, the two right-hand graphs demonstrate that, if the target density has two modes located far away from each other, ‘mode hopping’ does not occur often. This essentially induces the same problem as high correlation, that is, the Gibbs sampler might be stuck in a local region for a very long time. Consequently, an enormous number of draws might be needed to obtain a representative coverage of the entire target density. However, we note that in many cases a reparameterization of the sampling problem can be found to deal effectively with such high correlations (see for example Gilks and Roberts 1996). 7.3.4.4 Gibbs sampling is a special case of the Metropolis–Hastings algorithm The Gibbs sampling algorithm is actually a special case of the MH algorithm. This can be understood as follows. First, it should be noted that an overall transition from state k 1 θi−1 = (θi−1 , . . . , θi−1 ) to state θi = (θi1 , . . . , θik ) consists of k subsequent transitions j −j j −j from (θi−1 , θi−1 ) to (θi , θi−1 ), where j = 1, . . . , k. In each of these k transitions, one of
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the components of θ is updated given the most recent values of the other components. As the density for the j th transition is given by j



−j



−j



j



−j



j



Qj ((θi−1 , θi−1 ), (θi , θi−1 )) = P (θi |θi−1 ),



(7.68)



where j = 1, . . . , k, the density for the overall transition from state θi−1 to state θi becomes Q(θi−1 , θi ) =



k $



j



−j



P (θi |θi−1 ).



(7.69)



j =1



By deﬁning the candidate transition density of the MH algorithm by Equations (7.68) and (7.69), the corresponding acceptance probabilities can be computed. The acceptance j −j j −j probability of the j th transition from (θi−1 , θi−1 ) to (θi , θi−1 ) is given by j



−j



j



−j







αj ((θi−1 , θi−1 ), (θi , θi−1 )) = min



j



−j



−j



j



−j



j



P (θi , θi−1 ) Qj ((θi , θi−1 ), (θi−1 , θi−1 )) j



−j



j



−j



j



−j



 , 1



P (θi−1 , θi−1 ) Qj ((θi−1 , θi−1 ), (θi , θi−1 ))   j −j j −j P (θi , θi−1 ) P (θi−1 |θi−1 ) , 1 = min j −j j −j P (θi−1 , θi−1 ) P (θi |θi−1 )   j −j j −j P (θi , θi−1 )/P (θi |θi−1 ) , 1 = min j −j j −j P (θi−1 , θi−1 )/P (θi−1 |θi−1 )   −j P (θi−1 ) , 1 = 1, (7.70) = min −j P (θi−1 )



where i = 1, . . . , k. As all k transitions are accepted with probability 1, the overall transition from θi−1 to θi is accepted with probability 1, that is, α(θi−1 , θi ) = 1.



(7.71)



Thus, the Gibbs sampler is a special case of the MH algorithm in which rejections do not occur. This absence of rejections has contributed to the popularity of the Gibbs sampler, as compared to other cases of the Metropolis–Hastings algorithms in which many rejections may occur. 7.3.4.5 Griddy Gibbs sampling and the Metropolis–Hastings within Gibbs method For application of the Gibbs sampling algorithm, it is desirable but not necessary that all k conditional distributions can be directly sampled from. For example, if a ‘difﬁcult’ conditional distribution is one-dimensional, an approximating cumulative distribution function (CDF) can be constructed by building a density grid and using linear interpolation. Subsequently, the inversion method can be applied to the piecewise linear approximation. This is the griddy Gibbs sampling approach, proposed by Ritter and Tanner (1992).
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Alternatively, an MH step might be considered to sample from the (not necessarily univariate) ‘difﬁcult’ conditional distribution. This implies that, each time a candidate transition is considered for the complicated component, it is either accepted or rejected in the Markov chain. Although this approach is just a special case of the MH algorithm, it is usually called the Metropolis–Hastings within Gibbs approach. 7.3.4.6 Gibbs sampling with data augmentation For many models involving latent variables (such as the unobserved utilities in probit choice models), the parameters θ have a nonstandard posterior distribution. Moreover, for such models, evaluation of the likelihood function and hence the posterior density might be complicated and computationally intensive. This is the case, for example, in the conditional probit model of Hausman and Wise (1978); see also McCulloch and Rossi (1994). However, standard distributions would arise if the latent data z were known. So, ‘observing’ z would greatly facilitate the sampling procedure. The data augmentation algorithm of Tanner and Wong (1987) is a useful extension of the Gibbs sampler that is based on this notion. It extends the sampling space, as both the parameters θ and the latent data z are sampled. In the algorithm, z is drawn conditional on θ , and θ is drawn conditional on z. So, the latent data are imputed using the current parameter values, and subsequently the parameters are sampled as if the latent data were observed. By repeating this procedure many times, a Gibbs sequence is constructed involving both θ and z. Disregarding z, the process results in a Markov chain for the parameters θ converging to the posterior distribution. The data augmentation algorithm has been applied in many models. For example, data augmentation for the conditional probit model is discussed by Albert and Chib (1993), McCulloch and Rossi (1994), and McCulloch et al. (2000). Wei and Tanner (1990) and Chib (1992) consider data augmentation for the censored regression model. Gibbs sampling with data augmentation is also useful for mixture models, which is currently an active area of research (for which frequentist methods are not that easy) – see for example Fr¨uhwirth-Schnatter (2001), Geweke and Keane (2007), and Geweke (2007).



Example: Data augmentation in binary probit model for US recession indicator In order to provide a simple illustration of the data augmentation approach, we apply it to the binary probit model zt = xt β + εt , εt ∼ N(0, 1) i.i.d.,  1 if zt > 0, yt = 0 if zt ≤ 0,



t = 1, . . . , T ,



(7.72) (7.73)



where yt is the US recession variable from the binary logit example, and xt contains an intercept and the ﬁve leading indicators (lag of two quarterly periods: growth rate of the Dow Jones Industrial Average, real consumption growth, growth of money stock M3, the term structure, and the oil price). The variable zt is not observed. We consider the non-informative prior p(β) ∝ 1 for the parameters β.
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The conditional distributions for β and z are easily derived. First, if zt were observed, the model would reduce to a linear regression model with known variance σ 2 . Using the symmetry with classical maximum likelihood (which holds in this case but does not hold in general), we obtain that β|z, y ∼ N((X X)−1 X z, (X X)−1 ),



(7.74)



where xt , t = 1, . . . , T , are stacked in the matrix X. Second, given the parameters β and the observed data y, it holds that zt |β, y ∼ N(xt β, 1) I {zt ≤ 0} if yt = 0, zt |β, y ∼ N(xt β, 1) I {zt > 0} if yt = 1,



(7.75)



for t = 1, . . . , T . In sum, this gives the following data augmentation algorithm. Initialize the algorithm: Choose a feasible initial β0 . Do for draw i = 1, . . . , n:  N(xt βi−1 , 1) I {zi,t ≤ 0} if yt = 0, Sample zi,t from N(xt βi−1 , 1) I {zi,t > 0} if yt = 1, Sample βi from N((X X)−1 X zi , (X X)−1 ).



t = 1, . . . , T .



We generate 50 000 draws with the zero vector as the initial location for the Markov chain. Alternatively, one might take the maximum likelihood (ML) parameter estimates as the initial values. We take a burn-in period of 1000 draws and we consider 49 000 effective draws. In this illustration we use all draws after the burn-in, but other popular operationalizations are thinning (for example, only keeping every tenth draw) and independent runs (running many different chains from dispersed starting values and only keeping the ﬁnal value) – see for example Smith and Roberts (1993). The latter two approaches aim to reduce correlations at the expense of many (relatively uninformative) lost draws. The obtained marginal densities for β are displayed in Figure 7.17. As for the binary logit example, it is seen that the posterior densities have asymmetric tails and that, for all ﬁve leading indicators, nearly all posterior density mass is located such that the sign of the response parameter is as expected. Table 7.6 reports the estimated mean, standard deviation, and autocorrelation for each parameter, together with the ML parameter estimates and the corresponding standard errors. All autocorrelations are larger than 0.85, and ﬁve of the six autocorrelations are larger than 0.90, indicating that the Markov chain only moves slowly through the parameter space. As for the binary logit model, the estimated posterior standard deviations are larger than the corresponding ML standard errors, reﬂecting that the Bayesian analysis allows exact ﬁnite-sample inference, whereas the ML results are based on asymptotic approximations.
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Figure 7.17 Estimated marginal posterior densities from the data augmentation algorithm in the binary probit model with a US recession indicator as the dependent variable. Table 7.6 Sampling results for Gibbs sampling with data augmentation in the binary probit model with a US recession indicator as the dependent variable.



intercept Dow Jones real consumption money stock M3 term structure oil price



Mean



s.d.



a.c.



ML



s.e.



0.335 −0.144 −1.262 −1.782 −2.297 0.062



0.762 0.048 0.520 0.596 0.720 0.031



0.869 0.946 0.936 0.978 0.986 0.918



0.183 −0.121 −1.070 −1.454 −1.860 0.053



0.719 0.046 0.491 0.551 0.669 0.030



In the second, third and fourth columns, the estimated mean, standard deviation, and autocorrelation (in the Gibbs sequence) are reported for each parameter. In the ﬁfth and sixth columns, the maximum likelihood parameter estimates and corresponding standard errors are shown.



7.3.4.7 Auxiliary variable Gibbs sampling Gibbs sampling with auxiliary variables is a sampling approach developed by Damien et al. (1999). Similar to data augmentation, latent variables are incorporated in the sampling process to facilitate drawing from the set of conditional distributions. However, contrary to data augmentation, the latent variables are not ‘missing data’ from the model. Instead, they are introduced in an artiﬁcial way. The method of auxiliary variable Gibbs sampling may be interpreted as a reversion of the independence chain MH algorithm. We ˜ given the current state θi−1 , recall that the MH algorithm ﬁrst draws a candidate state θ,



SOME RECENTLY DEVELOPED SIMULATION METHODS



261



and subsequently considers a uniform draw u ∈ (0, 1) to determine whether the candidate state is accepted. The sampling approach of Damien et al. (1999) turns this around. That is, ﬁrst an auxiliary draw u from the uniform distribution is obtained, and subsequently the state θ˜ is sampled inside the acceptance region determined by u. The gain of this reversion is that the state θ˜ is accepted by deﬁnition. However, the price to pay is that sampling inside the acceptance region amounts to drawing from a truncated distribution. We refer the interested reader to Damien et al. (1999) for details. 7.3.4.8 Assessing convergence in MCMC Implementation of MCMC methods involves several potential caveats. For the MH algorithm, the choice of the candidate density might seriously affect the quality of the resulting sample. If the candidate density provides a poor approximation to the target distribution, correlations between subsequent draws might become extremely high, so that many draws are needed to obtain a representative coverage of the target density. Even worse, if the scale of the candidate distribution is not taken large enough, complete modes of the target density may be missed. Several approaches have been proposed to deal with this issue of ﬁnding an appropriate candidate density. Such approaches include the split Student’s t density of Geweke (1989) and the two methods in Section 7.4, where use is made of a radial transformation or a mixture of Student’s t distributions. Some important implementation issues of MCMC concern the length of the burn-in period needed for convergence of the Markov chain to the target distribution, and the number of effective draws needed to obtain accurate estimates. Summaries of convergence diagnostics for MCMC methods can be found in Cowles and Carlin (1996) and Brooks and Roberts (1998). Unfortunately, one of the central messages from these papers is that any convergence diagnostic should be used with caution and that detected ‘convergence’ can never be trusted blindly. It is therefore advisable to consider a variety of diagnostics at the same time. An obvious, yet computationally intensive, method is to repeat the simulation with different initial ‘seeds’ of the random number generator, and to analyze the dispersion of the results among the simulations. A simple and direct method that requires fewer extra computational efforts is as follows. To get an indication of the required length of the burn-in period, one can monitor how the sample mean (or some other summary statistic) develops when the number of draws is increased. The mean of, say, the most recent 100 draws may also provide useful information. These two measures are displayed in Figure 7.18 for the Metropolis–Hastings algorithm in the binary logit model for the US recession indicator. It is seen that the estimated posterior mean becomes quite stable after 1000 draws, indicating that a burn-in period of 1000 draws may be sufﬁcient. Furthermore, the batch means indicate that the Markov chain moves at a reasonable speed through the parameter space. For another popular approach to assess how fast the Markov chain moves around, we refer to Yu and Mykland (1998), who make use of cusum path plots.



7.4



Some recently developed simulation methods



The simulation methods discussed previously are popular simulation algorithms that are applicable to many posterior densities, as long as these posterior densities are reasonably well behaved. In this subsection we discuss two recently developed simulation methods
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Figure 7.18 The estimated posterior mean in the binary logit model for the US recession indicator (solid) and the mean for the most recent batch of 100 draws (dotted) when the sample size is gradually increased to 10 000. that are ﬂexible and robust in the sense that these methods also yield reliable results in the case of a posterior with highly non-elliptical shapes, e.g. multimodality, extreme skewness, and/or heavy tails.



7.4.1 Adaptive radial-based direction sampling Adaptive radial-based direction sampling (ARDS) methods, due to Bauwens et al. (2004), constitute a class of Monte Carlo integration methods that involve a transformation from the usual Cartesian coordinates to radial coordinates. The ARDS algorithms can be especially useful for Bayesian inference in models with non-elliptical, possibly multimodal target distributions. A key step is a radial-based transformation to directions and distances. After the transformation a Metropolis–Hastings or importance sampling method is applied to evaluate generated directions. Next, given these directions, distances are generated from the exact target distribution. An adaptive procedure is applied to update the initial location and covariance matrix in order to sample directions in an efﬁcient way. The main idea is that sampling from an ill behaved distribution can be facilitated by slicing this target distribution in a clever way, that is, by drawing along one-dimensional lines. Suitable directions, deﬁning these lines, are obtained through either an MH step or an importance sampling step. The MH variant is called adaptive radial-based Metropolis–Hastings sampling (ARMHS), and the importance sampling variant is called adaptive radial-based importance sampling (ARIS). The ARDS algorithms have three major advantages. First, the algorithms do not require much information on the shape of the target density: only approximate guesses of
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location and scale are required as initial values. Second, the ARDS algorithms are ﬂexible and robust: they can handle highly non-elliptical target densities such as multimodal, extremely skew or heavy-tailed target densities. Third, the ARDS algorithms can handle linear inequality conditions on the parameter space without any additional complications for the implementation. The ARDS methods are inspired by other algorithms in which directions are generated in order to facilitate the integration or simulation process. The ARDS algorithms extend earlier methods like the algorithm of Box and Muller (1958) for generating normal variates, the adaptive direction sampling (ADS) algorithms due to Gilks et al. (1994), the mixed integration method by Van Dijk et al. (1985), and the spherical integration method by Monahan and Genz (1997). 7.4.1.1 The radial transformation Since the radial transformation is the key step of the ARDS algorithms, we start by describing the transformation from Cartesian coordinates to radial coordinates. The original m-dimensional parameter space is transformed into an (m − 1)-dimensional space of directions and a one-dimensional complementary space of distances. In our notation, θ˜ = (θ˜1 , . . . , θ˜m ) denotes the Cartesian coordinates of a point, and (ρ, η) denotes the corresponding radial coordinates. Here η = (η1 , . . . , ηm−1 ) indicates the direction of the point relative to the origin, and ρ is related to the Euclidean distance. The m-dimensional transformation from (θ˜1 , . . . , θ˜m ) ∈ Rm to (ρ, η) = (ρ, η1 , . . . , ηm−1 ) ∈ R × {η ∈ Rm−1 : η η < 1} is given by  (7.76) ρ = sgn(θ˜m ) θ˜  θ˜ , ηj = θ˜j /ρ,



j = 1, . . . , m − 1,



(7.77)



j = 1, . . . , m − 1, θ˜j = ρηj ,  θ˜m = ρ 1 − η η.



(7.78)



with inverse transformation



(7.79)



By deﬁning θ˜−m = (θ˜1 , . . . , θ˜m−1 ), the Jacobian of the transformation is   ∂ θ˜−m (ρ, η)/∂η ∂ θ˜−m (ρ, η)/∂ρ Jθ˜ (ρ, η) = det ∂ θ˜m (ρ, η)/∂ρ ∂ θ˜m (ρ, η)/∂η   ρI√m−1 η √ = det 1 − η η −ρη / 1 − η η =√



ρ m−1 = Jθ˜ (ρ)Jθ˜ (η), 1 − η η



(7.80)



where Jθ˜ (ρ) = ρ m−1 ,



(7.81) 



−1/2



Jθ˜ (η) = (1 − η η)



.



(7.82)
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Figure 7.19 The relationship between Cartesian coordinates and radial coordinates in the two-dimensional case. Basically, θ˜ is transformed to m − 1 Cartesian coordinates on the unit sphere and a stretching factor ρ. This is illustrated in Figure 7.19 for m = 2 dimensions. Here we note that the sign of ρ determines whether θ˜ is located above or below the θ˜1 axis. 7.4.1.2 Radial-based Metropolis–Hastings sampling We now deﬁne the radial-based Metropolis–Hastings algorithm (RMHS), which is based on a candidate density that is taken to be multivariate normal with parameters µ and . However, Bauwens et al. (2004) show that actually any elliptically contoured candidate distribution can be considered without affecting the sampling results. After deﬁning RMHS, we will deﬁne the adaptive RMHS algorithm (ARMHS), where µ and  are iteratively updated using the sample of draws from a previous round of the RMHS algorithm. RMHS is based on an independence chain MH algorithm. It uses draws from an N(µ, ) candidate where hopefully µ and  provide good approximations to the unknown mean and covariance matrix of the target distribution. In contrast to the MH algorithm, the draws are not used for construction of a Markov chain in the original parameter space. Instead, a composite transformation is made. For expository purposes we treat this transformation explicitly in two steps. The ﬁrst step is a location-scale transformation of a realization θ to a realization θ˜ . This transformation aims to standardize the candidate density with respect to the location, scale, and correlations of the target (posterior) density, denoted by P (θ ). It is deﬁned by the afﬁne transformation θ˜ = θ˜ (θ | µ, ) =  −1/2 (θ − µ)



(7.83)



θ = θ (θ˜ | µ, ) = µ +  1/2 θ˜



(7.84)



with inverse transformation
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and Jacobian Jθ (θ˜ ) = det( 1/2 ).



(7.85)



The second step is the radial transformation, which is deﬁned by Equations (7.76) and (7.77), with inverse transformation given by Equations (7.78) and (7.79), and Jacobian (7.80). Combining the two transformations, one obtains the composite transformation     ρ ρ(θ˜ (θ | µ, )) = (7.86) η η(θ˜ (θ | µ, )) with inverse transformation θ = θ (θ˜ (ρ, η) | µ, )



(7.87)



Jθ (ρ, η) = Jθ˜ (ρ, η)Jθ (θ˜ ) = Jθ˜ (ρ)Jθ˜ (η) det( 1/2 ).



(7.88)



and Jacobian



Applying the two transformations to a candidate realization θi∗ from N(µ, ) yields a distance ρi∗ and a vector of directions ηi∗ . Ignoring the distance, the candidate direction is either accepted or rejected in an MH step: the direction becomes  ∗ with probability α(ηi−1 , ηi∗ ), η (7.89) ηi = i ηi−1 with probability 1 − α(ηi−1 , ηi∗ ), for some acceptance probability α(ηi−1 , ηi∗ ) that will be given below. An iteration of RMHS is completed by drawing from the target distribution on the line deﬁned by the direction ηi . This can be done as follows. First, one draws a distance ρi from the transformed target distribution for given direction ηi using the numerical inversion method. Next, ηi and ρi are transformed to the original space by inverting the radial transformation and the location-scale transformation. Therefore, the steps of one iteration of RMHS are as follows. 1. Obtain candidate: Get realization θi∗ from N (µ, ). 2. Standardization: Transform θi∗ to θ˜i∗ =  −1/2 (θi∗ − µ). 3. Radialization: Transform θ˜i∗ to (ρi∗ , ηi∗ ) using (7.76) and (7.77).  ∗ with probability α(ηi−1 , ηi∗ ), η 4. MH step: ηi = i ηi−1 with probability 1 − α(ηi−1 , ηi∗ ). 5. Inversion step: Sample ρi from its conditional density p(ρ|ηi ) by applying the inversion method to the density grid obtained in Step 4. 6. Deradialization: Transform (ρi , ηi ) to θ˜i using (7.78) and (7.79). 7. Destandardization: Transform θ˜i to θi = µ +  1/2 θ˜i .
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Note that Step 4 of an RMHS iteration requires the acceptance probability α(ηi−1 , ηi∗ ), while Step 5 requires the distribution of the distance ρi conditional on the direction ηi . Bauwens et al. (2004) show that α(ηi−1 , ηi∗ ) is given by   I (ηi∗ ) ∗ , 1 , (7.90) α(ηi−1 , ηi ) = min I (ηi−1 ) where



" I (η) =



∞ −∞



κ(ρ|η) dρ



(7.91)



and where κ(ρ|η) is a kernel of the conditional density p(ρ|η) of Step 5, deﬁned by p(ρ|η) ∝ κ(ρ|η) = P (θ (ρ, η | µ, )) |Jθ˜ (ρ)|,



(7.92)



where P (θ ) is (a kernel of) the target density. To obtain the acceptance probability α(ηi−1 , ηi∗ ), the one-dimensional integral I (η) deﬁned by Equation (7.91) is computed by a deterministic integration rule. Since the density of ρ conditional on η is proportional to the integrand of I (η), evaluations of the integrand, gathered during the deterministic integration phase, can be used in order to construct a grid for κ(ρ|η). Using the numerical inversion method, sampling the distance ρ conditional on the direction η – Step 5 of RMHS – is straightforward. We can further reduce the computational effort by generating several draws of ρ for each draw of η, thereby capitalizing on the construction of the grid for κ(ρ|η). Further note that the integral I (η) has inﬁnite integration bounds. However, in practice, we use ﬁnite integration bounds for its numerical evaluation. To obtain bounds for the distance ρ, we impose minimum and maximum values for each element of θ in the original space. It is often possible to ﬁnd sensible bounds by either theory and/or common sense. Bauwens et al. (2004) show that, as these bounds on the elements of θ can be considered as linear restrictions, additional linear restrictions do not cause any additional complications for the algorithm. 7.4.1.3 Convergence of radial-based Metropolis–Hastings sampling RMHS is a combination of a Metropolis–Hastings sampler for the directions and direct sampling of the distance ρ. Hence, the transition kernel of RMHS is the transition kernel of the MH step, and we can rely on known convergence results for the MH algorithm (see e.g. Smith and Roberts 1993). As long as the covariance matrix  is nonsingular, these convergence results are preserved after applying the location-scale transformation. Moreover, they are also preserved after applying the radial transformation given that this transformation does not induce singularities, which is the case if η = ±1 and ρ = 0. As these singularities have Lebesgue measure zero, the radial transformation does not affect convergence properties. So, the sampled RMHS chain converges in distribution to the target distribution. Nevertheless, in practice, convergence after a ﬁnite number of draws should obviously be monitored by the usual tools (see e.g. Oh and Berger 1992; Van Dijk and Kloek 1980). But at least, since only the direction η, and not the distance ρ, is generated from a possibly ‘wrong’ candidate distribution, the risk of collecting a ‘wrong’ sample is substantially reduced. In other words, ARMHS is quite robust, as the distance
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ρ conditional on the direction η immediately comes from the target distribution, that is, sampling on a given line mimics exactly the target density. 7.4.1.4 Adaptive radial-based Metropolis–Hastings sampling For implementation of RMHS, the mean µ and the covariance matrix  of the normal candidate distribution have to be speciﬁed. Good enough initial approximations are usually the posterior mode and minus the inverse Hessian of the log posterior evaluated at the mode. Heuristically, convergence of RMHS should improve if µ and  are taken closer to the target mean and covariance matrix. Adaptive radial-based Metropolis–Hastings sampling (ARMHS) considers a sequential adaptive approach. Given a generated sample θ1 , θ2 , . . . , θn from a previous run of the algorithm, µ and  are replaced by the Monte Carlo estimates of the posterior mean and covariance matrix, which are given by 1 θi , n n



µˆ =



i=1



 ˆ = 1  (θi − µ)(θ ˆ i − µ) ˆ . n n



i=1



Using these estimates, one can proceed with a new sampling round. This process can be repeated any number of times. To monitor convergence over sampling rounds, the Mahalanobis distance is useful. It is deﬁned as ˆ (j ) ]−1 (µ(j Mahj = (µ(j ˆ ) − µ(j ˆ − 1)) [ ˆ ) − µ(j ˆ − 1)), where j indicates the sampling round. The Mahalanobis distance measures the extent to which the estimated posterior mean changes between successive sampling rounds, while accounting for parameter uncertainty and the underlying correlation structure. 7.4.1.5 Adaptive radial-based importance sampling Radial-based importance sampling (RIS) replaces the MH step of RMHS for the direction η by an importance sampling step. So, Step 4 of an RMHS iteration changes. In RIS, every sampled direction ηi is kept, a distance ρi is sampled conditional on it, and the resulting radial coordinates are transformed to a draw θi in the original space, which is weighted according to the appropriate importance weight w(ηi ) =



P (ηi ) ∝ I (ηi ), Q(ηi )



(7.93)



where I (η) is deﬁned by Equation (7.91). As RIS can be interpreted as a special case of importance sampling, the convergence properties of RIS follow directly from those for the latter method. Important diagnostics are given by the distribution of the weights w(ηi ); for details, see Geweke (1989). In a similar fashion to ARMHS, the parameters µ and  of the location-scale transformation can be updated by replacing them by their Monte Carlo estimates: n w(ηi )θi µˆ w = i=1 , n i=1 w(ηi )



n ˆw = 



i=1



w(ηi )(θi − µˆ w )(θi − µˆ w ) n , i=1 w(ηi )
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where θ1 , θ2 , . . . , θn is the collected sample, and w(η1 ), w(η2 ), . . . , w(ηn ) are the corresponding importance weights. We will refer to this adaptive extension of RIS as adaptive RIS (ARIS).



Example: ARDS in two-regime mixture model for the US GNP growth rate In order to illustrate the advantages of the ARDS methods, we investigate a mixture model for the analysis of economic growth in the USA, which is also considered by Bauwens et al. (2004). Bauwens et al. compare the performance of the ARDS methods with the results from both the (independence chain) Metropolis–Hastings algorithm and the importance sampling method with a Student’s t candidate distribution (with ﬁve degrees of freedom). They compare estimation results after a given computing time with the ‘true’ results – estimation results after many more draws – and inspect the graphs of estimated marginal densities resulting from different sampling methods. Here we take another approach to investigate the accuracy of different simulation methods given the same computing time. For each simulation method, we repeat the simulation process 10 times with different random seeds, after which we compute the standard deviations of the 10 estimates of the posterior means. We note that in these empirical examples the mixture process refers to the data space. However, such mixture processes may give rise to bimodality and skewness in the parameter space. In this example we consider a mixture model with two autoregressive AR(1) regimes for real GNP growth:  β + β12 yt−1 + εt with probability p, yt = 11 εt ∼ N (0, σ 2 ), (7.94) β21 + β22 yt−1 + εt with probability 1 − p, where yt denotes the quarterly growth rate. The data (source: Economagic) consist of observations from the ﬁrst quarter of 1959 to the last quarter of 2001. Note that we have a six-dimensional vector θ = (β11 , β12 , β21 , β22 , σ, p) . The priors for β11 , β12 , β21 , β22 , and p are chosen uniform, and the prior for σ is taken proportional to 1/σ , which amounts to specifying a uniform prior for log(σ ). So, we have p(θ ) = p(β11 , β12 , β21 , β22 , σ, p) = 1/σ . For identiﬁcation, it is imposed that β11 < β21 . In order to numerically evaluate the integral I (η) in Equation (7.91), parameter bounds are speciﬁed. For β11 , β21 , β12 , β22 , σ , and p the intervals are given by [−4, 4], [−4, 4], [−1, 1], [−1, 1], [0, 2], and [0, 1], respectively. We choose the same sampling setup as Bauwens et al. (2004). In our adaptive approach, additional sampling rounds are considered as long as the Mahalanobis distance is larger than 0.02. However, we allow at most eight rounds. In any round, ARMHS and ARIS draw 5000 directions and ﬁve distances per direction, resulting in a sample of size 25 000. In order to make the computing times comparable, the MH and importance sampling algorithms are allowed to collect a larger sample of size 250 000. The scale of the initial candidate distribution is taken sufﬁciently large, so that MH and importance sampling can initially cover the whole density mass. Sampling results are given by Table 7.7. Notice that each standard deviation of the 10 estimates of the posterior means is smaller for the ARDS methods than for the MH and IS approaches with a Student’s t candidate, where the ARIS somewhat outperforms the ARMHS method. Even though 10 times fewer draws have been generated, the ‘quality’



SOME RECENTLY DEVELOPED SIMULATION METHODS



269



Table 7.7 Sampling results for two-regime mixture model for US real GNP growth. ARMHS Mean s.d.



ARIS Mean s.d.



MH Mean s.d.



IS



β11 (s.d. 10×)



0.10 (0.06)



0.59



−0.14 (0.04)



0.88



0.01 (0.12)



0.72



0.07 (0.09)



0.70



β12 (s.d. 10×)



0.45 (0.03)



0.25



0.42 (0.03)



0.28



0.40 (0.04)



0.28



0.41 (0.04)



0.27



β21 (s.d. 10×)



1.27 (0.07)



0.78



1.22 (0.05)



0.83



1.28 (0.11)



0.85



1.30 (0.10)



0.79



β22 (s.d. 10×)



−0.02 (0.03)



0.38



0.05 (0.02)



0.39



0.01 (0.04)



0.40



−0.04 (0.04)



0.41



σ (s.d. 10×)



0.82 (0.00)



0.06



0.82 (0.00)



0.06



0.82 (0.00)



0.06



0.82 (0.00)



0.06



p (s.d. 10×)



0.53 (0.03)



0.38



0.48 (0.02)



0.39



0.52 (0.04)



0.39



0.55 (0.04)



0.38



Draws per iteration (η × ρ)



5000 × 5



5000 × 5



250 000



250 000



8



5



8



8



Average time per iteration (s)



23.7



23.5



25.1



24.8



Mahalanobis distance



0.04



0.02



0.20



0.15



Acceptance rate (%)



17.6



Number of iterations



5% most inﬂuential weights (%)



1.2 57.9



99.7



of those draws is much higher. This can be seen from the acceptance rate, which is much higher for ARMHS than for MH, and from the weight of the 5% most inﬂuential points, which is much smaller for ARIS than for IS. It is also possible to apply the data augmentation algorithm to this model. However, this approach requires more ‘inputs’ than the ARDS methods. For the data augmentation method, the conditional posterior distribution of each parameter has to be derived, whereas the ARDS methods only require a kernel of the posterior density (and approximate guesses of the location and scale). In this model we deﬁne the latent variables zt (t = 1, . . . , T ) as:  0 if period t is a period of regime 1, t = 1, 2, . . . , T . (7.95) zt = 1 if period t is a period of regime 2,
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Table 7.8 Data augmentation sampling results for two-regime mixture model for US real GNP growth. Mean



s.d.



β11 (s.d. 10×)



0.019 (0.018)



0.748



β12 (s.d. 10×)



0.407 (0.002)



0.287



β21 (s.d. 10×)



1.237 (0.017)



0.737



β22 (s.d. 10×)



−0.012 (0.008)



0.393



σ (s.d. 10×)



0.820 (0.000)



0.056



p (s.d. 10×)



0.525 (0.012)



0.377



Draws



600 000



Computing time (s)



2



119.4



3



b11



b12
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Figure 7.20 Estimates of marginal posterior densities in two-regime mixture model (7.94) for US real GNP, based on draws generated by the data augmentation algorithm.
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Conditionally on the values of the parameters, the latent variables zt (t = 1, . . . , T ) have a Bernoulli distribution. Conditionally on the latent variables z (and each other), (β11 , β12 ) and (β21 , β22 ) are normally distributed, while σ 2 and p have an inverted gamma and a beta distribution, respectively. The results of the data augmentation method are given by Table 7.8. The number of draws has been chosen in order to make the computing time comparable with the ARIS method. Notice that each standard deviation of the 10 estimates of the posterior means is smaller for the data augmentation than for the ARDS methods. Estimates of the marginal densities are given by Figure 7.20. Note the bimodality in the marginal posterior of p and the skewness for the β parameters. These shapes can be explained by inspecting the scatter plots of parameter draws. Figure 7.21 shows draws 1.0 1.5 0.0 −0.5 −1.0 −1.5 −2.0 −2.5 −3.0
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Figure 7.21 Sampling results for the two-regime mixture model (7.94) for US real GNP: scatter plots of draws generated by the data augmentation algorithm.
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of (p, β11 ) and (p, β21 ). If p → 0 (p → 1), then β11 and β12 (β21 and β22 ) become unidentiﬁed, so that a wide range of values is possible for these parameters. Further, note the two modes in the distributions of (p, β11 ) and (p, β21 ): one mode for p close to 0 and one mode for p close to 1. In fact, the data augmentation algorithm hardly moves from one mode to the other. This can be seen from the high serial correlation in the data augmentation sequence for the parameter p, which is 0.996. For other models and datasets, the probability of ‘mode hopping’ can be even smaller than in this example. In that case, the data augmentation may require billions of draws in order to obtain reliable estimation results. In such situations, the ARDS methods are much more reliable (and quicker) alternatives.



7.4.2 Adaptive mixtures of t distributions Hoogerheide et al. (2007) propose a class of Monte Carlo integration methods that involve a mixture of Student’s t distributions that approximates the target distribution. Just like the ARDS algorithms, the adaptive mixture of t (AdMit) algorithms may be especially useful for Bayesian inference in models with non-elliptical, possibly multimodal, posterior distributions. Hoogerheide et al. propose a quick, iterative method for constructing a mixture of t densities that provides a ‘reasonably good’ approximation to the target density. This procedure will be discussed below. After a suitable mixture of t densities has been obtained, it is used as a candidate density in the Metropolis–Hastings or importance sampling method. Hoogerheide et al. (2007) show examples of highly non-elliptical, bimodal posterior distributions that may occur in the instrumental variables (IV) regression model with weak instruments. In these cases the proposed AdMit methods outperform several competing algorithms – the Gibbs sampler, importance sampling, and the Metropolis–Hastings algorithm with a Student’s t candidate distribution – in the sense of yielding more accurate estimates of posterior moments in the same computing time. The AdMit algorithms share two advantages with the ARDS methods. First, the AdMit algorithms also require little information on the shape of the target density. Again, only approximate guesses of location and scale are required as initial values. Second, the AdMit algorithms are also ﬂexible and robust. The AdMit methods are able to handle highly non-elliptical target densities such as multimodal, extremely skew, or heavy-tailed target densities. The mixture of H Student’s t densities is given by Q(θ ) =



H 



ph t (θ | µh , h , νh ),



(7.96)



h=1



 where ph (h = 1, . . . , H ), satisfying ph ≥ 0 and H h=1 ph = 1, are the probabilities of the Student’s t components, and t (θ | µh , h , νh ) is a multivariate t density with mode vector µh , scaling matrix h , and νh degrees of freedom:   (θ − µh ) h−1 (θ − µh ) −(νh +m)/2 ((νh + m)/2) −1/2 1+ |h | , t (θ | µh , h , ν) = (νh /2)(πνh )m/2 νh (7.97)
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where m is the dimension of the parameter vector θ . The reason for this choice of candidate density is that it allows easy and quick sampling, and that the Student’s t distribution has fatter tails than the normal distribution. This property means that the AdMit methods can cope with fat-tailed target distributions. Zeevi and Meir (1997) show that under certain conditions any density function can be approximated to arbitrary accuracy by a convex combination of ‘basis’ densities; the mixture of Student’s t densities in Equation (7.96) falls within their framework. This makes the AdMit methods ﬂexible and robust, as a wide variety of target density functions can be well approximated by mixtures of t distributions. 7.4.2.1 The adaptive mixture of t (AdMit) method The adaptive mixture of t (AdMit) method of Hoogerheide et al. (2007) constructs a ‘mixture of t’ approximation to a certain target density with kernel P (θ ) by the following steps. First, compute the mode µ1 and scale 1 of the ﬁrst Student’s t distribution in the mixture as µ1 = argmaxθ P (θ ), the mode of the target distribution, and 1 as minus the inverse Hessian of log P (θ ) evaluated at its mode µ1 . Then draw a set of points θi (i = 1, . . . , n) from the ﬁrst-stage candidate density Q(θ ) = t (θ | µ1 , 1 , ν1 ), with small ν1 to allow fat tails; for example, ν1 = 1. Next, add components to the mixture, iteratively, by performing the following steps: Step 1. Compute the importance sampling weights w(θi ) = P (θi )/Q(θi ), i = 1, . . . , n. To determine the number of components H of the mixture, we make use of a simple diagnostic criterion: the coefﬁcient of variation, i.e. the standard deviation divided by the mean, of the IS weights w(θi ), i = 1, . . . , n. If the relative decrease in the coefﬁcient of variation of the IS weights caused by adding one new Student’s t component to the candidate mixture is small, e.g. less than 10%, then stop: the current Q(θ ) is our approximation to the target density. Otherwise, go to Step 2. Notice that Q(θ ) is a proper density, whereas P (θ ) is merely a density kernel. So, the mixture of t densities does not provide an approximation to the target density kernel P (θ ) in the sense that Q(θ ) ≈ P (θ ). Instead, Q(θ ) provides an approximation to the density of which P (θ ) is a kernel in the sense that the ratio P (θ )/Q(θ ) has relatively little variation. Step 2. Add another Student’s t distribution with density t (θ | µh , h , νh ) to the mixture with µh = argmaxθ w(θ ) = argmaxθ {P (θ )/Q(θ )}, h equal to minus the inverse Hessian of log w(θ ) = log P (θ ) − log Q(θ ) evaluated at its mode µh , and small νh to allow fat tails. Here Q(θ ) denotes the mixture of (h − 1) Student’s t densities obtained in the previous iteration of the procedure. An obvious initial value for the maximization procedure for computing µh = argmaxθ w(θ ) is the point θi with the highest weight w(θi ) in the sample {θi | i = 1, . . . , n}. The idea behind this choice of µh and h is that the new t component should ‘cover’ a region where the weights w(θ ) are relatively large: the point where the weight function w(θ ) attains its maximum is an obvious choice for the mode µh , while the scale h is the covariance matrix of the local normal approximation to the distribution with density kernel w(θ ) around the point µh .
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If the region of integration of the parameters θ is bounded, it may occur that w(θ ) attains its maximum at the boundary of the integration region; in this case minus the inverse Hessian of log w(θ ) evaluated at its mode µh may be a very poor scale matrix; in fact this matrix may not even be positive deﬁnite. In that case, µh and h are obtained as estimates of the mean and covariance matrix of a certain ‘residual distribution’ with density kernel res(θ ) = max{p(θ ) − cQ(θ ˜ ), 0},



(7.98)



where c˜ is a constant; we take max{·, 0} to make it a (non-negative) density kernel. These estimates of the mean and covariance matrix of the ‘residual distribution’ are easily obtained by importance sampling with the current Q(θ ) as the candidate density, using the sample θi (i = 1, . . . , n) from Q(θ ) that we already have. The weights wres (θi ) and scaled weights w˜ res (θi ), i = 1, . . . , n, are wres (θi ) =



res(θi ) = max{w(θi ) − c, ˜ 0} Q(θi )



wres (θi ) , and w˜ res (θi ) = n i=1 wres (θi ) (7.99)



and µh and h are obtained as µh =



n 



w˜ res (θi )θi ,



h =



n 



i=1



w˜ res (θi )(θi − µh )(θi − µh ) .



(7.100)



i=1



There are two issues relevant for the choice of c˜ in Equations (7.98) and (7.99). First, the new t density should appear exactly at places where Q(θ ) is too small (relative to P (θ )), i.e. the scale should not be too large. Second, there should be enough points θ i with w(θ i ) > c˜ in order to make h nonsingular. A procedure is to calculate h for c˜ equal to 100 times the average value of w(θi ), i = 1, . . . , n; if h in Equations (7.100) is nonsingular, accept c; ˜ otherwise lower c. ˜ Step 3. Choose  the probabilities ph (h = 1, . . . , H ) in the new mixture Q(θ ), with Q(θ ) = H h=1 ph t (θ | µh , h , νh ), by minimizing the (squared) coefﬁcient of variation of the importance sampling weights. First, draw n points θih from each component t (θ | µh , h , νh ), h = 1, . . . , H . Then minimize E[w(θ )2 ]/E[w(θ )]2 , where 1  ph w(θih )k n n



E[w(θ )k ] =



H



(k = 1, 2),



i=1 h=1



w(θih ) = H l=1



P (θih ) pl t (θih | µl , l , νl )



.



(7.101)



Step 4. Draw a sample ofn points θi (i = 1, . . . , n) from our new mixture of t distributions, Q(θ ) = H h=1 ph t (θ | µh , h , νh ), and go to Step 1; in order to draw a point from the density Q(θ ), ﬁrst use a draw from the U (0, 1) distribution to determine which component t (θ | µh , h , νh ) is chosen, and then draw from this multivariate t distribution.
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It may occur that one is dissatisﬁed with diagnostics like the coefﬁcient of variation of the IS weights corresponding to the ﬁnal candidate density resulting from the procedure above. In that case, one may start all over again with a larger number of points n. The idea behind this is that the larger n is, the easier it is for the method to ‘feel’ the shape of the target density kernel, and to specify the t distributions of the mixture adequately. Note that an advantage of the AdMit approach is that it does not require the speciﬁcation of a certain bounded region where the random variable θ ∈ Rm takes its values. After the construction of the ‘mixture of t’ approximation to the target density, one can simply use it as the candidate density in importance sampling or the Metropolis–Hastings algorithm. Here an advantage is that it is very easy to sample from a mixture of t distributions. Convergence properties of the AdMit methods follow directly from those for the importance sampling and Metropolis–Hastings algorithms. Hoogerheide et al. (2007) show that the mixture of t densities in Equation (7.96) is a four-layer feed-forward neural network function, and also present two different types of neural network functions that allow easy sampling. Hence, the AdMit approach is a member of the class of neural network sampling methods.



Example: AdMit methods in two-regime mixture model for the US GNP growth rate To illustrate the advantages of the AdMit methods, we investigate a mixture model for the analysis of economic growth in the USA, which is also considered in Bauwens et al. (2004) and the illustration of the ARDS methods. We consider a mixture model with two AR(1) regimes for real GNP growth:  β + β12 yt−1 + εt with probability p, yt = 11 εt ∼ N (0, σ 2 ), (7.102) β21 + β22 yt−1 + εt with probability 1 − p, where yt denotes the quarterly growth rate. The data (source: Economagic) consist of observations from the ﬁrst quarter of 1959 to the last quarter of 2001. We specify the prior p(θ ) = p(β11 , β12 , β21 , β22 , σ, p) = 1/σ . For identiﬁcation, it is imposed that β11 < β21 . First, the AdMit approach constructs a candidate distribution; in this case it yields a mixture of 10 Student’s t distributions. Next, we use this candidate distribution in the (independence chain) MH algorithm and IS. Sampling results are given by Table 7.9. The number of draws has been chosen in order to make the computing time comparable with the methods in the previous subsection (ARDS methods, MH, IS, and data augmentation). For both AdMit methods, we repeat the simulation process 10 times with different random seeds, after which we compute the standard deviations of the 10 estimates of the posterior means. Notice that, except for the parameter β12 , for which the data augmentation algorithm is somewhat more precise, the AdMit methods outperform the competing approaches. This is remarkable, as the AdMit methods only require a kernel of the posterior density (and approximate guesses of the location and scale), whereas the data augmentation method requires that the conditional posterior distribution of each parameter is derived. The serial correlation in the AdMit-MH sequence for the parameter p is 0.914, which is much lower than the serial correlation of 0.996 in the data augmentation approach. In this example, the ARDS methods have a lower precision than the AdMit methods, given the same computing time. This is caused by the much smaller number of draws
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Table 7.9 Sampling results for AdMit methods in two-regime mixture model for US real GNP growth. AdMit-IS Mean s.d.



AdMit-MH Mean s.d.



β11 (s.d. 10×)



0.052 (0.011)



0.743



0.053 (0.013)



0.716



β12 (s.d. 10×)



0.409 (0.005)



0.284



0.410 (0.006)



0.282



β21 (s.d. 10×)



1.276 (0.004)



0.762



1.278 (0.009)



0.762



β22 (s.d. 10×)



−0.026 (0.002)



0.399



−0.025 (0.002)



0.400



σ (s.d. 10×)



0.820 (0.000)



0.055



0.820 (0.000)



0.055



p (s.d. 10×)



0.547 (0.002)



0.374



0.548 (0.005)



0.374



Draws Computing time (s): NN construction NN sampling total



500 000



500 000



73.3 40.5 113.8



73.3 40.9 114.2



Acceptance rate (%) 5% most inﬂuential weights (%)



9.5 67.7



in the ARDS algorithms. The process of evaluating a one-dimensional integral over distances given a direction and sampling from the exact conditional target distribution given a direction is relatively quite time consuming. However, it should also be noted that the MH acceptance rate is higher and the IS weight of the 5% most inﬂuential draws is lower for the ARDS methods than for the AdMit algorithms. So, the quality of the draws generated by ARDS is higher than the quality of the AdMit draws. Furthermore, as the ARDS methods sample from the exact target distribution given a direction, the ARDS algorithms may be more robust and reliable than the AdMit procedures in other cases of highly non-elliptical posterior distributions. An interesting topic for further research is to combine these algorithms in a clever way.



7.5



Concluding remarks



In this chapter we discussed several aspects of simulation-based Bayesian econometric inference (SBBEI). First, we showed that the Bayesian framework provides a natural learning rule that allows optimal learning and (hence) optimal decision making under
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uncertainty. The Bayesian framework provides a proper way to consider the sensitivity of estimates and to use probability statements that indicate a ‘degree of conﬁdence.’ We discussed the basic principles of Bayesian inference (prior and posterior density, Bayes’ rule, highest posterior density (HPD) region, and posterior odds) and described some substantial differences between Bayesian inference and the frequentist/classical approach. We showed that evaluating integrals by simulation methods is a crucial ingredient in Bayesian inference. After that, we discussed some of the most popular and well known simulation techniques, plus two recently developed sampling methods: adaptive radial-based direction sampling (ARDS), which makes use of a transformation to radial coordinates, and adaptive mixtures of t (AdMit) methods, which make use of mixtures of Student’s t densities that approximate the posterior distribution of interest. Both methods are especially useful in cases where the posterior distribution is not well behaved, in the sense of having highly non-elliptical shapes. We illustrated the simulation techniques with several example models, such as a model for the US real GNP and models for binary data of a US recession indicator. The development of advanced sampling methods, which perform the evaluation of integrals efﬁciently, makes Bayesian inference possible in an ever increasing number of complex models. This allows more realistic descriptions of many processes in several ﬁelds of research, for example in ﬁnance and macroeconomics, leading to more accurate forecasts, a better quantiﬁcation of uncertainty, and hence better policies. We have not attempted to provide a complete survey of simulation methods. For further reading we refer the interested reader to the following textbooks, in alphabetical order: Bauwens et al. (1999), Geweke (2005), Koop (2003), Koop et al. (2007), Lancaster (2004), and Rossi et al. (2005).
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Econometric analysis with vector autoregressive models Helmut Lutkepohl ¨



8.1



Introduction



Vector autoregressive (VAR) models have a long tradition as tools for multiple time-series analysis (e.g. Quenouille 1957). Being linear models, they are relatively easy to work with both in theory and in practice. Although the related computations are relatively straightforward, they are sufﬁciently involved to have made applied work cumbersome before powerful computers were in widespread use. VAR models became popular for economic analysis when Sims (1980) advocated them as alternatives to simultaneous equations models. The latter models have been used extensively since the 1950s. The availability of longer and more frequently observed time series emphasized the need for models that focused on the dynamic structure of the variables, however. Sims also criticized the exogeneity assumptions for some of the variables in simultaneous equations models as ad hoc and often not backed by fully developed theories. In contrast, in VAR models often all observed variables are treated as a priori endogenous. Statistical procedures rather than subject matter theory are used for imposing restrictions. VAR models are easy to use for forecasting and can also be applied for economic analysis. Impulse response analysis or forecast error variance decompositions are typically used for disentangling the relations between the variables in a VAR model. To investigate structural hypotheses based on economic theory usually requires a priori Handbook of Computational Econometrics  2009 John Wiley & Sons, Ltd
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assumptions that may not be testable with statistical methods. Therefore structural vector autoregressive (SVAR) models were developed as a framework for incorporating such restrictions. Moreover, the discovery of the importance of stochastic trends in economic variables and the development of cointegration analysis by Granger (1981), Engle and Granger (1987), Johansen (1995), and many others has led to important new developments in analyzing the relations between economic variables. In particular, it is often desirable to separate the long-run relations from the short-run dynamics of the generation process of a set of variables. The long-run or cointegration relations are often associated with speciﬁc economic relations that are of particular interest, whereas the short-run dynamics describe the adjustment to the long-run relations when disturbances have occurred. Vector error correction or equilibrium correction models (VECMs) offer a convenient framework for separating long-run and short-run components of the data generation process (DGP), and they will also be discussed in this chapter. The importance of the trending properties of the variables makes a special terminology useful. It will be introduced next.



8.1.1 Integrated variables A stochastic trend is usually thought of as a component of a stochastic process with properties similar to those of a discrete random walk. In other words, it is viewed as a nonstationary stochastic component that does not have a tendency to revert to a ﬁxed mean. An important characteristic of such components is that they can be removed by differencing a variable. In this chapter a time-series variable yt is called integrated of order d (denoted I (d)) if stochastic trends can be removed by differencing the variable d times and a stochastic trend still remains after differencing only d − 1 times. Using the differencing operator , which is deﬁned such that yt = yt − yt−1 , the variable yt is I (d) if d yt is stationary while d−1 yt still has a stochastic trend. I follow Johansen (1995) in deﬁning this terminology more formally for linear processes. Suppose that ut , t ∈ Z, is a zero-mean K-dimensional stochastic process of independent and identically distributed (i.i.d.) random variables with nonsingular covariance matrix E(ut ut ) = u , and let i , i = 0, 1, . . . , be an absolutely summable  sequence of K × K matrices. Then the K-dimensional vector stochastic process yt = ∞ i=0 i ut−i , t∈ N, is called a linear process. It is called integrated of order 0 (denoted I (0)) if ∞ d i=0 i = 0, and it is called I (d), d = 1, 2, . . . , if yt is I (0). To simplify matters, all variables are assumed to be either I (0) or I (1) in the following, if not explicitly stated otherwise. Notice that a K-dimensional vector of time-series variables yt = (y1t , . . . , yKt ) is I (d), in short, yt ∼ I (d) if at least one of its components is I (d). In that case, d−1 yt will still have a stochastic trend while d yt does not. This deﬁnition does not exclude the possibility that some components of yt may be I (0) individually if yt ∼ I (1). Moreover, it is often convenient to deﬁne an I (0) process yt for t ∈ Z rather than t ∈ N in the same way as before, and I will repeatedly make use of this possibility in the following. In fact, I will assume that I (0) processes are deﬁned for t ∈ Z in a stationary context, if not otherwise stated. On the other hand, if I (d) processes yt with d > 0 are involved, it is often easier to deﬁne them for t ∈ N, and this is therefore done here. More general deﬁnitions of integrated processes can be given. In particular, an I (0) process does not have to be a linear process, and I (d) processes for non-integer d can
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be deﬁned (see also Johansen (1995, chapter 3) for further discussion). For our purposes the deﬁnitions given here are general enough, however. A set of I (d) variables is called cointegrated if a linear combination exists that is of lower integration order. Because I mostly consider I (1) and I (0) variables, the leading case will be a vector yt that is I (1) and for which a vector c exists such that c yt is I (0). The linear combination c yt is then called a cointegration relation. If yt consists of two components only, which are both individually I (1) and cointegrated, then they will be driven by a common stochastic trend and hence have a particularly strong relation. In the long run they move together, although they may drift apart in the short run. The concept extends directly to more than two variables. If yt contains components that are individually I (0), then there may be trivial linear combinations, which are called cointegration relations according to our terminology. For example, if the ﬁrst component y1t is I (0), then c = (1, 0, . . . , 0) gives a trivial cointegration relation c yt = y1t . Although our terminology is in this case not quite in the spirit of the original idea of cointegration, it will be convenient in the following. Notice also that the integratedness of the variables refers only to their stochastic properties. In addition, there can be deterministic terms. More precisely, a process yt with nonzero mean term will be called I (d) if yt − E(yt ) is I (d) in the sense deﬁned earlier. In particular, I (0) variables may still have deterministic trend components. With respect to deterministic terms, I assume that they will usually be at most linear trends of the form E(yt ) = µt = µ0 + µ1 t. If µ1 = 0 there is just a constant or intercept term in the process. Occasionally, µt = 0 will in fact be assumed to simplify matters. Extensions to other deterministic terms such as seasonal dummies are straightforward, and are therefore avoided for simplicity.



8.1.2 Structure of the chapter A typical VAR analysis proceeds by specifying and estimating a model and then checking its adequacy. If model defects are detected at the latter stage, model revisions are made until a satisfactory model has been found. Then the model may be used for forecasting, causality or structural analysis. Figure 8.1 depicts the main steps of a VAR analysis, and this chapter is organized accordingly. The basic VARs and VECMs will be introduced in Section 8.2. Estimation and model speciﬁcation issues will be treated in Sections 8.3 and 8.4, respectively, and Section 8.5 is devoted to model checking. Forecasting, Granger-causality analysis, and structural modelling will be considered in Sections 8.6, 8.7, and 8.8, respectively. Conclusions and extensions are presented in Section 8.9. A multiple time-series analysis with VAR models can in principle be done with fairly straightforward computational algorithms. Recently, computer-intensive methods such as bootstrap and Bayesian simulation techniques have been developed for some stages of the analysis, however. They will be pointed out in the following even though the main focus is on the general concepts underlying a VAR analysis. There are a number of textbooks and review articles that treat some of the issues in more depth than the present exposition. Examples of related books are Banerjee et al. (1993), Hamilton (1994), Hendry (1995), Johansen (1995), Hatanaka (1996), L¨utkepohl and Kr¨atzig (2004), and in particular L¨utkepohl (2005). The present chapter draws heavily on the latter book and partly also on L¨utkepohl (2006b).
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Impulse response analysis



Forecast error variance decomposition



Figure 8.1 VAR analysis. (Figure adapted from L¨utkepohl (2006b).)



8.1.3 Terminology and notation The following abbreviations will be used for terms in this chapter: data generation process (DGP), vector autoregression (VAR), structural vector autoregression (SVAR), vector error correction model (VECM), moving average (MA), dynamic stochastic general equilibrium (DSGE), maximum likelihood (ML), least squares (LS), generalized least squares (GLS), reduced rank (RR), Lagrange multiplier (LM), likelihood ratio (LR), and mean squared error (MSE). The following notation is also used. The natural logarithm is abbreviated as log. The sets of all integers and positive integers are denoted by Z and N, respectively. The lag operator L is deﬁned such that, for a time-series variable yt , Lyt = yt−1 , that is, it shifts the time index backward by one period. The differencing operator = 1 − L is deﬁned such that yt = yt − yt−1 . For a number x, |x| denotes the absolute value or modulus. As usual, a sum is deﬁned to be zero if the lower bound of the summation index exceeds the upper bound. The following notation is used in relation to a matrix A: transpose A , inverse A−1 , trace tr(A), determinant det(A), and rank rk(A), respectively. For an n × m matrix A of full column rank (n > m), an orthogonal complement is denoted by A⊥ . The zero matrix is the orthogonal complement of a nonsingular square matrix, and an identity matrix of suitable dimension is the orthogonal complement of a zero matrix. The symbol vec denotes the column vectorization operator, and vech is the corresponding operator that stacks the columns of a symmetric matrix from the main diagonal downwards. Finally, ⊗ signiﬁes the Kronecker product, and In is an n × n identity matrix. The expression ‘∼ (µ, )’ abbreviates ‘has a distribution with mean (vector) µ and (co)-variance (matrix) ’ and ‘N(µ, )’ denotes a (multivariate) normal distribution
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with mean (vector) µ and (co)-variance (matrix) . Convergence in distribution and ‘is d asymptotically distributed as’ are denoted as →, and plim abbreviates the probability limit. Independent and identically distributed is abbreviated as i.i.d. A stochastic process ut with t ∈ Z or t ∈ N is called white noise if the ut are i.i.d. with mean zero, E(ut ) = 0, positive deﬁnite covariance matrix u = E(ut ut ), and ﬁnite fourth-order moments. Notice that the i.i.d. assumption is stronger than elsewhere in the literature. It is actually not necessary for many of the forthcoming results to hold, but it is made here for convenience.



8.2



VAR processes



In the following the DGP of the K time-series variables yt = (y1t , . . . , yKt ) is assumed to be the sum of a deterministic term and a purely stochastic part, yt = µt + xt .



(8.1)



Here µt is the deterministic part and xt is a purely stochastic process with zero mean. As mentioned earlier, the deterministic term µt will be assumed to be zero (µt = 0), a constant (µt = µ0 ) or a linear trend (µt = µ0 + µ1 t) for simplicity. The (usually unobservable) purely stochastic part, xt , includes stochastic trends and cointegration relations. It is assumed to have mean zero and a VAR or VECM representation. The observable process yt inherits its deterministic and stochastic properties from µt and xt . In particular, the order of integration and the cointegration relations are determined by xt . The precise relation between xt and yt will be seen in the following subsections.



8.2.1 The levels VAR representation The stochastic part xt is assumed to be generated by a VAR process of order p (denoted VAR(p)) of the form xt = A1 xt−1 + · · · + Ap xt−p + ut ,



(8.2)



where the Ai (i = 1, . . . , p) are K × K parameter matrices, and the error process ut = (u1t , . . . , uKt ) is a K-dimensional zero-mean white noise process with covariance matrix E(ut ut ) = u . In short, ut ∼ i.i.d.(0, u ). The VAR process (8.2) is stable if det(IK − A1 z − · · · − Ap zp ) = 0



for |z| ≤ 1,



(8.3)



that is, if all roots of the determinantal polynomial are outside the complex unit circle. In that case xt is I (0) and it is convenient to assume that the DGP is deﬁned for all t ∈ Z. The process xt then has time-invariant means, variances, and covariance structure. Therefore, without prior notice, I assume t ∈ Z if xt is stable. If, however, the determinantal polynomial in (8.3) has a root for z = 1 (i.e. a unit root) and all other roots outside the complex unit circle, then some or all of the variables are integrated and there may be cointegration. In that case, it is convenient to assume that the speciﬁcation in (8.2) holds for t ∈ N. The initial values x−p+1 , . . . , x0 are then assumed to be ﬁxed values. For simplicity it may in fact be assumed that they are zero. This will be assumed if xt is I (1) and nothing else is explicitly speciﬁed. Recall that all variables are either I (0) or



286



ECONOMETRIC ANALYSIS WITH VAR MODELS



I (1) by default. Also, recall that yt is the vector of observed variables, whereas xt is the (typically unobserved) stochastic part. Using the lag operator, the process (8.2) can be written more compactly as A(L)xt = ut ,



(8.4)



where A(L) = IK − A1 L − · · · − Ap Lp is a matrix polynomial in the lag operator of order p. If µt = µ0 + µ1 t, then pre-multiplying (8.1) by A(L) shows that yt has the VAR(p) representation A(L)yt = A(L)µt + ut or yt = ν0 + ν1 t + A1 yt−1 + · · · + Ap yt−p + ut ,



(8.5)



where     p p  Aj µ0 + j Aj µ1 ν0 = IK − j =1



j =1



  p  and ν1 = IK − Aj µ1 . j =1



This model form is often called the levels form of the VAR process because it is purely in the levels of the yt variables. If the process (8.5) is the point of departure with unrestricted parameters νi , i = 0, 1, the variables may in fact have quadratic trends if yt ∼ I (1). Thus, the additive model setup (8.1) is restrictive and in particular imposes restrictions on the deterministic parameters in (8.5). The setup is useful in theoretical derivations, however. Generally, it may also be a good idea to think about the necessary deterministic terms at the beginning of the analysis and allow for the appropriate polynomial order. Sometimes subtracting the deterministic term before analyzing the stochastic part is helpful, and the latter part is often of main interest in econometric analysis because it usually describes the behavioral relations.



8.2.2 The VECM representation If yt ∼ I (1) and the variables are potentially cointegrated, the levels form of the VAR in (8.5) may not be the most useful representation because it does not contain the cointegration relations explicitly, and these relations are often of particular interest. In that case, it may be advantageous to reparameterize the model (8.2) by subtracting xt−1 on both sides of the equation and rearranging terms so as to obtain xt =



xt−1 + 1 xt−1 + · · · + p−1 xt−p+1 + ut .



(8.6)



Here = −(IK − A1 − · · · − Ap ) and j = −(Aj +1 + · · · + Ap ) for j = 1, . . . , p − 1. This representation is known as the vector error correction model (VECM) form of the VAR(p). Notice that xt does not contain stochastic trends because xt ∼ I (1) by assumption. Thus, the term xt−1 is the only one that includes I (1) variables and, consequently, xt−1 must also be I (0). Hence, it must contain the cointegration relations. The term xt−1 is often referred to as the long-run or long-term part or the error correction or equilibrium correction term of the model. On the other hand, the short-run movements of the variables are determined by the j (j = 1, . . . , p − 1), which are sometimes called short-term or short-run parameters.
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If yt ∼ I (1) and the polynomial in (8.3) has a unit root, that is, det(IK − A1 z − · · · − Ap zp ) = 0 for z = 1, the matrix is singular. Let rk( ) = r, 0 < r < K. Then it is known from matrix theory that there exist K × r matrices α and β with rk(α) = rk(β) = r such that = αβ  . Pre-multiplying xt−1 = αβ  xt−1 by (α  α)−1 α  shows  that β xt−1 is I (0) and, hence, there are r linearly independent cointegration relations among the components of xt . The rank r of is called the cointegrating rank of the process. Clearly, the matrices α and β are not unique. Choosing any nonsingular r × r matrix P , another decomposition = α ∗ β ∗ with α ∗ = αP −1 and β ∗ = βP  is obtained. Sometimes, unique or, in econometric terminology, identiﬁed cointegration relations are obtained from subject matter theory. The cointegration relations are meant to represent the long-run or equilibrium economic relations. This may be helpful knowledge in specifying restrictions. For example, if there is just one cointegration relation, it sufﬁces to normalize one coefﬁcient to unity, and thereby identiﬁcation of the cointegration parameters is achieved. Suppose, for instance, that the system of interest consists of the variables log income (gdpt ), log money stock (mt ), and an interest rate (rt ), and there is one cointegration relation, ect = β1 gdpt + β2 mt + β3 rt . If this relation represents a money demand function, it makes sense to normalize the coefﬁcient of mt so that mt = γ1 gdpt + γ2 rt + ect∗ , where γ1 = −β1 /β2 , γ2 = −β3 /β2 , and ect∗ = ect /β2 . As another example consider a four-dimensional system of interest rates, (R1t , r1t , R2t , r2t ) , where Rit and rit are a long-term and a short-term interest rate, respectively, of a country i, i = 1, 2. Suppose that all variables are I (1). In this case, the expectations hypothesis of the term structure suggests that the interest rate spreads, R1t − r1t and R2t − r2t , are I (0), and uncovered interest rate parity implies that R1t − R2t is I (0). Thus, there may be three cointegration relations with a cointegration matrix   1 −1 0 0 0 1 −1  . β =  0 1 0 −1 0 Even if the expected long-run relations do not hold precisely, there may, for instance, be cointegration relations R1t + β21 r1t , R2t + β42 r2t , and R1t + β33 R2t , so that   1 β21 0 0 1 β42  β =  0 0 1 0 β33 0 with unknown parameters β21 , β42 , and β33 , and normalized parameters β11 = β32 = β13 = 1. The zero restrictions on the remaining parameters ensure identiﬁcation. Johansen (1995, section 5.3) discusses general conditions for the cointegration matrix β to be identiﬁed. If no suitable restrictions are available from elsewhere, a purely statistical normalization of the form  β  = [Ir : β(K−r) ],



(8.7)
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with a (K − r) × r matrix β(K−r) , is always possible if the variables are arranged appropriately. In other words, we can always choose β such that its upper part is an r × r identity matrix. The cointegrating rank r is necessarily between 0 and K. If rk( ) = K, the process xt is I (0). Moreover, for r = 0, the term xt−1 disappears in (8.6) and, hence, xt has a stable VAR(p − 1) representation in ﬁrst differences. Although these limit cases do not represent cointegrated systems in the usual sense, they are included for convenience. Other cases arise where no cointegration in a strict sense is present, although the representation (8.6) has a cointegrating rank strictly between 0 and K; for instance, if all variables but one are I (0), then the cointegrating rank is K − 1 although the I (1) variable is not really cointegrated with the other variables. Pre-multiplying (8.1) by the matrix operator IK − αβ  L − 1 L − · · · − p−1 Lp−1 and rearranging terms shows that yt has the VECM representation yt = ν0 + ν1 t + αβ  yt−1 + 1 yt−1 + · · · + p−1 yt−p+1 + ut ,



(8.8)



if µt = µ0 + µ1 t. Here ν0 and ν1 can be obtained from µ0 and µ1 by the same expressions as in (8.5). Thus, ν1 = − µ1 = −αβ  µ1 , so that the trend term can be absorbed into the cointegration relations,   yt−1 yt = ν + α[β  , η] (8.9) + 1 yt−1 + · · · + p−1 yt−p+1 + ut , t −1 with η = −β  µ1 being an r × 1 vector and ν = ν0 + ν1 . If µ1 happens to be orthogonal to β, that is, β  µ1 = 0, then yt = ν + αβ  yt−1 + 1 yt−1 + · · · + p−1 yt−p+1 + ut ,



(8.10)



and there is just an intercept in this model, although some variables may have deterministic linear trends. This property is due to the fact that stochastic trends can generate linear deterministic trends if there is just a constant in the model. If none of the variables has a linear trend, so that µ1 = 0, then ν = ν0 = − µ0 = −αβ  µ0 and the constant term can be absorbed into the cointegration relations,   yt−1 yt = α[β  , η0 ] + 1 yt−1 + · · · + p−1 yt−p+1 + ut , (8.11) 1 where η0 = −β  µ0 . No separate intercept term is needed in the model in this case.



8.2.3 Structural forms The previously considered model forms hide all contemporaneous relations between the observable variables in the white noise covariance matrix u . All variables on the right-hand side are lagged or predetermined. Such model forms are called reduced forms. Sometimes it is desirable to model also the contemporaneous relations between the variables. This can be done with structural form models, where contemporaneous variables may appear as explanatory variables in some equations. For example, a structural form associated with the VAR representation (8.5) may be of the form Ayt = ν0∗ + ν1∗ t + A∗1 yt−1 + · · · + A∗p yt−p + vt ,



(8.12)
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where νi∗ = Aνi (i = 0, 1) and A∗j = AAj (j = 1, . . . , p). The structural form error term vt = Aut is i.i.d. white noise with covariance matrix v = Au A . The K × K matrix A is nonsingular and describes the instantaneous relations between the variables. Clearly, one could multiply (8.5) by any nonsingular matrix to obtain a representation of the form (8.12). Thus, the parameters of the structural form (8.12) are not identiﬁed without further restrictions. Structural form models will play an important role in analyzing the relations between the variables with impulse responses. I will return to them in that context. Before a structural analysis is conducted, a reduced form model as a valid description of the DGP is usually constructed. I will discuss the relevant stages of a VAR analysis in the following. Before issues related to model speciﬁcation are considered, it is useful to discuss estimation of fully speciﬁed models because estimation of various models is usually necessary at the speciﬁcation stage.



8.3



Estimation of VAR models



Estimating unrestricted reduced form VAR models is computationally straightforward. I will discuss estimators for the levels VAR form and VECMs ﬁrst in Sections 8.3.1 and 8.3.2, respectively. Estimation of models with linear constraints is considered in Section 8.3.3, and some comments on Bayesian estimation are provided in Section 8.3.4.



8.3.1 Estimation of unrestricted VARs Consider the levels VAR(p) model yt = A1 yt−1 + · · · + Ap yt−p + ut .



(8.13)



Deterministic terms are deleted for simplicity. Including them is straightforward and I will comment on them later. Given a sample of size T , y1 , . . . , yT , and p pre-sample values, y−p+1 , . . . , y0 , I deﬁne   yt−1   Y = [y1 , . . . , yT ], Y = [Y0 , . . . , YT −1 ], where Yt−1 =  ...  , (8.14) yt−p A = [A1 , . . . , Ap ]



and U = [u1 , . . . , uT ].



Using this notation, the model can be written compactly as Y = AY + U.



(8.15)



Estimating the K equations separately by LS results in the estimator Aˆ = [Aˆ 1 , . . . , Aˆ p ] = Y Y (YY )−1 .



(8.16)



It was shown by Zellner (1962) that this estimator is identical to GLS estimation, if no restrictions are imposed on the parameter matrix A. If the process is normally distributed (Gaussian) or, equivalently, ut ∼ N(0, u ), this estimator is also identical to the ML
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estimator (conditional on the initial values). Consequently there is no loss in asymptotic estimation efﬁciency. If the process is stable (I (0)), the LS estimator Aˆ has an asymptotic normal distribution under general conditions (see e.g. L¨utkepohl 2005, chapter 3), √ d T vec(Aˆ − A) → N(0, Aˆ ). (8.17) The covariance matrix of the asymptotic distribution is Aˆ = plim(YY /T )−1 ⊗ u , ˆ Aˆ = (YY /T )−1 ⊗  ˆ u , where, for example, which can be estimated consistently by  T  ˆu = 1 uˆ t uˆ t  T



(8.18)



t=1



ˆ t−1 are the LS residuals. Thus, can be used as an estimator for u . Here uˆ t = yt − AY ˆ ≈ N(vec(A), (YY )−1 ⊗  ˆ u) vec(A)



(8.19)



is an intuitive way of writing the result in (8.17). Clearly, the covariance matrix is a stochastic matrix, which makes the statement imprecise. It has the advantage, however, that an asymptotically correct inference is obtained by pretending that the result is precise and using it in the usual way to set up t, χ 2 and F statistics. If yt ∼ I (1) and, hence, the process is not stable and the variables may be cointegrated, then (8.17) still holds (see Park and Phillips 1988, 1989; Sims et al. 1990; L¨utkepohl 2005, chapter 7). However, in that case the covariance matrix Aˆ is singular because some estimated parameters or linear combinations of parameters converge √ with a faster rate than T , as will be seen in the next subsection. In this situation, the usual t, χ 2 , and F tests for inference regarding the VAR parameters may no longer be valid asymptotically (Toda and Phillips 1993). Despite this general result, there are many cases where asymptotic inference remains valid. Toda and Yamamoto (1995) and Dolado and L¨utkepohl (1996) have shown that, if a null hypothesis is considered that does not restrict elements of each of the Ai (i = 1, . . . , p), then the usual tests have their standard asymptotic properties. For example, for a bivariate VAR(2) process with coefﬁcient matrices     α11,1 α12,1 α11,2 α12,2 A1 = and A2 = , α21,1 α22,1 α21,2 α22,2 standard Wald tests of the following hypotheses have the usual asymptotic χ 2 distributions: H0 : α11,1 = 0, H0 : α11,2 = α21,2 = 0, or even H0 : α11,1 = α21,1 = α12,1 = α22,1 = 0. On the other hand, the Wald statistic for testing H0 : α12,1 = α12,2 = α21,2 = 0 may not have a standard asymptotic χ 2 (3) distribution, even if H0 is true, because the null hypothesis places restrictions on both coefﬁcient matrices. Generally, for a VAR(p) with p ≥ 2, the t ratios have their usual asymptotic standard normal distributions because they are test statistics for hypotheses regarding individual coefﬁcients. I will discuss a speciﬁc, problematic case in Section 8.7.2, when causality tests are considered. Deterministic terms can be included easily in the model (8.15) by augmenting the regressor vectors Yt−1 accordingly. For example, a 1 or a 1 and a t may be included as additional regressors. The previously stated formulas apply with these modiﬁcations. √ Although the convergence rates of some of the parameter estimators may not be T , the
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result in (8.19) can still be used for constructing asymptotically valid test statistics in the I (0) case. In the I (1) case, the situation is complicated by the fact that some deterministic terms may be absorbed into the cointegration relations (see Section 8.2.2). However, the asymptotic properties of the estimators of the VAR parameters remain essentially the same as in the case without deterministic terms (Sims et al. 1990). Still, estimating the parameters in the VECM framework may be advantageous in some respects. Estimation of VECMs is therefore considered in the following section.



8.3.2 Estimation of VECMs Consider a VECM without deterministic terms, yt = αβ  yt−1 + 1 yt−1 + · · · + p−1 yt−p+1 + ut .



(8.20)



Using the deﬁnitions Y = [ y1 , . . . , yT ],



Y−1 = [y0 , . . . , yT −1 ], 



X = [ X0 , . . . , XT −1 ] with



 Xt−1 = 



 = [1 , . . . , p−1 ],  yt−1  ..  . yt−p+1



and U = [u1 , . . . , uT ], the model can be written in compact matrix form as Y = αβ  Y−1 +  X + U.



(8.21)



In the following, ML and feasible GLS estimation of the parameters of this model will be considered. A complication arises from the error correction term αβ  Y−1 , which involves a product of parameters and, hence, the usual equationwise LS estimation cannot be used directly. However, if the product αβ  were known, LS estimation of the other parameters would be possible. In that case, the LS estimator for  is  ˆ ) = ( Y − αβ  Y−1 ) X ( X X )−1 . (αβ



(8.22)



Replacing  in (8.21) by this estimator gives Y = αβ  Y−1 + ( Y − αβ  Y−1 ) X ( X X )−1 X + U ∗ , which involves just the parameters αβ  . Deﬁning M = IT − X ( X X )−1 X,



R0 = Y M and R1 = Y−1 M



gives R0 = αβ  R1 + U ∗ .



(8.23)



In the following, different methods for estimating α and β from (8.23) will be discussed. The estimator for  is then obtained by substituting the estimators for α and β in Equation (8.22).
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8.3.2.1 ML estimation for Gaussian processes The ﬁrst estimation method is ML under Gaussian assumptions as proposed by Johansen (1988), also known as reduced rank (RR) regression (see also Anderson 1951). The objective is to choose the estimators for α and β such that log l = − 12 KT log 2π − 12 T log |u | − 12 tr[(R0 − αβ  R1 ) u−1 (R0 − αβ  R1 )]



(8.24)



is maximized. The solution is −1/2 β˜ = [v1 , . . . , vr ] S11



˜ β˜  S11 β) ˜ −1 , and α˜ = S01 β(



(8.25)



where Sij = Ri Rj /T , i = 0, 1, and v1 , . . . , vK are the orthonormal eigenvectors of the −1/2 −1/2 −1 matrix S11 S10 S00 S01 S11 corresponding to the eigenvalues in non-increasing order.  Normalizing β such that β  = [Ir : β(K−r) ] as in (8.7) and the ML estimator accord ) converges ingly, it can be shown that, under general conditions, T vec(β˜ (K−r) − β(K−r) in distribution to a mixture normal distribution (see Johansen 1995; L¨utkepohl 2005, chapter 7). In other words, the √ estimator of the cointegration parameters converges at the faster rate T rather than just T as the other parameters. It is therefore sometimes called superconsistent. The fact that the asymptotic distribution of the cointegration parameter estimators is mixed normal implies that inference can be performed as with asymptotically normal estimators. For example, t ratios have the usual asymptotic interpretation. Notice also that the estimator for α is the LS estimator obtained from a multivariate regression model R0 = α β˜  R1 + U ∗ with regressor matrix β˜  R1 . Its asymptotic properties are standard, as are those of the resulting estimator for , ˜ α˜ β˜  ) = ( Y − α˜ β˜  Y−1 ) X ( X X )−1 . ( √ In particular, the estimators converge at the usual rate T to an asymptotic normal distribution under general conditions. Unfortunately, in small samples, the ML estimator produces occasional outlying estimates far away from the true parameter values, as shown, for example, by Br¨uggemann and L¨utkepohl (2005). Therefore, it may be worth considering the more robust GLS estimator, which is discussed next. 8.3.2.2 Feasible GLS estimation  Using the normalization β  = [Ir : β(K−r) ] given in (8.7), Equation (8.23) can be rewritten as  R1(2) + U ∗ , R0 − αR1(1) = αβ(K−r)



(8.26)



where R1(1) and R1(2) denote the ﬁrst r and last K − r rows of R1 , respectively. For a  known α, the GLS estimator of β(K−r) based on this speciﬁcation can be shown to be βˆ (K−r) = (α  u−1 α)−1 α  u−1 (R0 − αR1(1) )R1(2) (R1(2) R1(2) )−1



(8.27)
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(see L¨utkepohl 2005, chapter 7). A feasible GLS estimator can be obtained by estimating the matrix from R0 = R1 + U ∗ with unrestricted equationwise LS and using =  [α : αβ(K−r) ]. Thus, the ﬁrst r columns of the estimator for can be used as an estimator for α, say α. ˆ Substituting this estimator and the LS estimator of the white noise covariance matrix in (8.27) gives the feasible GLS estimator ˆ u−1 α) ˆ u−1 (R0 − αR βˆˆ (K−r) = (αˆ   ˆ −1 αˆ   ˆ 1(1) )R1(2) (R1(2) R1(2) )−1 .



(8.28)



This estimator was proposed by Ahn and Reinsel (1990) and Saikkonen (1992) (see also Reinsel 1993, chapter 6). It has the same asymptotic properties as the ML estimator, and also the asymptotic properties of the associated estimators of α and  are the same as in the previous section. Including deterministic terms in the ML or GLS estimation procedures is straightforward. All that needs to be done is to include the required terms in the list of regressors in the short-term dynamics or the cointegration term as appropriate. The asymptotic properties of the resulting estimators are the usual ones so that standard inference can be used under usual assumptions.



8.3.3 Estimation with linear restrictions If restrictions are imposed on the parameters of the levels VAR or VECM representations, the previously discussed estimation methods may be asymptotically inefﬁcient. However, efﬁcient GLS methods may be used. They are easy to implement as long as no (over-identifying) restrictions are imposed on the cointegration matrix. Zero restrictions are the most common constraints for the parameters of these models. I will therefore focus on such restrictions in the following. Suppose ﬁrst that a levels VAR form (8.13) is of interest and there are zero restrictions for A = [A1 , . . . , Ap ]. Deﬁning α = vec(A), they can be written in the form α = Rγ ,



(8.29)



where R is a known K 2 p × M matrix of zeros and ones with rank M and γ is the M × 1 vector of all unrestricted parameters. Using the rule vec(ABC) = (C  ⊗ A)vec(B) for conformable matrices A, B, and C, and vectorizing the compact model form (8.15) as vec(Y ) = (Y ⊗ IK ) vec(A) + vec(U ) = (Y ⊗ IK )Rγ + vec(U ),



(8.30)



shows that the GLS estimator for γ is γˆ = [R  (YY ⊗ u−1 )R]−1 R  (Y ⊗ u−1 ) vec(Y ).



(8.31)



Here the fact that the covariance matrix of vec(U ) is IT ⊗ u has been used. The estimator γˆ has standard asymptotic properties if yt ∼ I (0), that is, the GLS estimator is consistent and asymptotically normally distributed, √ d −1 T (γˆ − γ ) → N(0, (R  A−1 (8.32) ˆ R) ). If the white noise covariance matrix is unknown, as is usually the case in practice, it may be replaced by an estimator based on an unrestricted estimation of the model. The
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resulting feasible GLS estimator, say γˆˆ , has the same asymptotic properties as the GLS estimator. The corresponding feasible GLS estimator of α, αˆˆ = R γˆˆ , is also consistent and asymptotically normal, √ d −1  T (αˆˆ − α) → N(0, R(R  A−1 ˆ R) R ).



(8.33)



The feasible GLS estimator may be iterated by re-estimating the white noise covariance matrix from the ﬁrst-round feasible GLS residuals and using that estimator in the next round. The procedure may be continued until convergence. The resulting estimators for γ and α will have the same asymptotic distributions as without iteration. For Gaussian white noise ut , ML estimation may also be used. Its asymptotic properties are also the same as those of the GLS estimator. Deterministic terms can be included by modifying the regressor matrix in the foregoing formulas and are, hence, straightforward to deal with. If yt is I (1), it is useful to impose possible restrictions on the VECM form. In case there are no restrictions for the cointegration matrix, the cointegration parameters may be estimated in a ﬁrst round as in Section 8.3.2, ignoring the restrictions. Let the estimator ˆ In a second stage, the remaining parameters may then be estimated from be β. yt = α βˆ  yt−1 + 1 yt−1 + · · · + p−1 yt−p+1 + ut .



(8.34)



ˆ this is a linear system and a feasible GLS procedure may be used just Conditional on β, like for the levels VAR form. The properties of the estimators are the same as if the cointegration matrix β were known. If there are also restrictions for β, one may use nonlinear optimization algorithms to obtain ML estimators of all parameters simultaneously, provided the β parameters are identiﬁed. It is also possible to use a two-step procedure that estimates the restricted β matrix ﬁrst and in a second step conditions on that estimator. Restricted estimation of β is treated, for instance, by Johansen (1995), Boswijk and Doornik (2004), and L¨utkepohl (2005, chapter 7).



8.3.4 Bayesian estimation of VARs Because the levels VAR form is linear in the parameters, standard Bayesian methods for estimating linear regression models can be applied to estimate its parameters. Since Bayesian methods are treated elsewhere in this volume (Chapter 7), I will not discuss these methods in detail here. It is worth noting, however, that speciﬁc priors have been popular in VAR analysis. For example, in the earlier literature the so-called Minnesota prior was quite popular (see Doan et al. 1984; Litterman 1986). It shrinks the VAR towards a random walk for each of the variables. Recently, proposals have been made to shrink towards some dynamic stochastic general equilibrium (DSGE) model (e.g. Del Negro and Schorfheide 2004; Ingram and Whiteman 1994). A more detailed presentation of Bayesian methods in VAR analysis is also given by Canova (2007, chapters 9–11). For VECMs the situation is complicated by the matrix product in the error correction term. It makes straightforward application of linear Bayesian methods problematic. These problems and possible solutions are well documented in the literature. Important publications on the subject are Kleibergen and van Dijk (1994), Bauwens and Lubrano
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(1996), Geweke (1996), Kleibergen and Paap (2002), and Strachan and Inder (2004). Koop et al. (2005) provide a survey with many more references.



8.4



Model speciﬁcation



Model speciﬁcation in the present context involves selection of the VAR order and, in VECMs, also choosing the cointegrating rank. Because the number of parameters in these models increases with the square of the number of variables, it is also often desirable to impose zero restrictions on the parameter matrices and thereby eliminate some lagged variables from some of the equations of the system. Various algorithms exist that can assist in specifying these so-called subset restrictions (see e.g. Penm et al. 2000; Hendry and Krolzig 2001; Br¨uggemann and L¨utkepohl 2001; Br¨uggemann 2004; Foschi and Kontoghiorghes 2003; Gatu and Kontoghiorghes 2005, 2006; Gatu et al. 2008). Lag order selection and testing for the cointegrating rank of a VAR process are discussed next.



8.4.1 Choosing the lag order The most common procedures for VAR order selection are sequential testing procedures and application of model selection criteria. These approaches will be discussed in turn. 8.4.1.1 Sequential testing Given a maximum reasonable order, say pmax , for a VAR model, the following sequence of null hypotheses can be tested to determine the lag order: H0 : Apmax = 0, H0 : Apmax −1 = 0, etc. The testing procedure stops and the lag order is chosen accordingly when the null hypothesis is rejected for the ﬁrst time. Because the parameter estimators have standard asymptotic properties, the usual Wald or LR χ 2 tests for parameter restrictions can be used for this purpose if the process is stationary. In fact, the discussion in Section 8.3.1 implies that, even if some of the variables are I (1), these tests will have standard asymptotic properties as long as the null hypothesis H0 : A1 = 0 is not tested. There is evidence, however, that the tests have small-sample distributions that are quite different from their asymptotic χ 2 counterparts, especially if systems with more than a couple of variables are studied (e.g. L¨utkepohl 2005, section 4.3.4). Therefore it may be useful to consider small-sample adjustments, possibly based on bootstrap methods (e.g. Berkowitz and Kilian 2000; Li and Maddala 1996). The lag order obtained with such a procedure depends to some extent on the choice of pmax . If pmax is chosen quite small, an appropriate model may not be in the set of possibilities and, hence, it cannot be found. If, on the other hand, pmax is chosen excessively large, there is a high chance of ending up with too large an order because in each test there is a chance of rejecting a true null hypothesis and, hence, for committing a Type I error. Generally, at an early stage of the analysis, using a moderate value for pmax appears to be a sensible strategy because any problems caused by an inadequate choice should be detected at the model checking stage (see Section 8.5). The procedure can in fact also be used if the DGP under consideration does not have a ﬁnite-order VAR representation, although in that case a ‘true’ ﬁnite VAR order does not exist. Ng and Perron (1995) have considered this case and discuss some consequences.
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8.4.1.2 Model selection criteria The standard model selection criteria that are used in this context choose the VAR order that minimizes them over a set of possible orders m = 0, . . . , pmax . The general form of a set of such criteria is ˆ m ) + cT ϕ(m), C(m) = log det( where ˆ m = T −1 



T 



(8.35)



uˆ t uˆ t



t=1



is the residual covariance matrix estimator for a model of order m, ϕ(m) is a function of order m that penalizes large VAR orders, and cT is a sequence that may depend on the ˜ m ) is a non-increasing sample size and identiﬁes the speciﬁc criterion. The term log det( function of the order m, while ϕ(m) increases with m. The lag order is chosen that optimally balances these two forces. Examples of criteria of this type are: (i) the Akaike information criterion (Akaike 1973, 1974), ˆ m ) + 2 mK 2 , AIC(m) = log det( T where cT = 2/T ; (ii) the Hannan–Quinn criterion (Hannan and Quinn 1979; Quinn 1980), 2 log log T ˆ m) + HQ(m) = log det( mK 2 , T for which cT = (2 log log T )/T ; and (iii) the Schwarz (or Rissanen) criterion (Rissanen 1978; Schwarz 1978), ˆ m) + SC(m) = log det(



log T mK 2 , T



with cT = (log T )/T . In each case ϕ(m) = mK 2 is the number of VAR parameters in a model with order m. Denoting by p(AIC), ˆ p(HQ), ˆ and p(SC) ˆ the orders selected by AIC, HQ, and SC, respectively, the following relations hold for samples of ﬁxed size T ≥ 16: p(SC) ˆ ≤ p(HQ) ˆ ≤ p(AIC). ˆ Thus, the AIC always suggests the largest order, SC chooses the smallest order, and HQ is in between (see L¨utkepohl 2005, chapters 4 and 8). Of course, this does not preclude the possibility that all three criteria agree in their choice of VAR order. The HQ and SC criteria are both consistent, that is, the order estimated with these criteria converges in probability or almost surely to the true VAR order p under quite general conditions, if pmax exceeds the true order. On the other hand, the AIC tends to overestimate the order asymptotically. These results hold for both I (0) and I (1) processes (Paulsen 1984).
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8.4.2 Choosing the cointegrating rank of a VECM A great number of proposals have been made for determining the cointegrating rank of a VAR process. Many of them are reviewed and compared in Hubrich et al. (2001). Generally, there is a good case for using the Johansen (1995) likelihood ratio (LR) approach based on Gaussian assumptions and its modiﬁcations because all other approaches have been found to have shortcomings in some situations. Even if the actual DGP is not Gaussian, the resulting pseudo-LR tests may have better properties than many competitors. These tests are also attractive from a computational point of view because, for a given cointegrating rank r, ML estimates and, hence, the likelihood maximum are easy to compute (see Section 8.3.2). Of course, if there are speciﬁc reasons, for example, due to special data properties, it may be worth using alternative tests. Denoting the matrix αβ  in the error correction term by , the following sequence of hypotheses may be considered for selecting the cointegrating rank: H0 (r0 ) : rk( ) = r0



versus H1 (r0 ) : rk( ) > r0 ,



r0 = 0, . . . , K − 1.



(8.36)



The cointegrating rank speciﬁed in the ﬁrst null hypothesis that cannot be rejected is then chosen as the estimate for the true cointegrating rank r. If H0 (0), the ﬁrst null hypothesis in this sequence, cannot be rejected, a VAR process in ﬁrst differences is considered. If all the null hypotheses can be rejected, including H0 (K − 1), the process is treated as I (0) and a levels VAR model is speciﬁed. The LR statistics corresponding to the null hypotheses in (8.36) have nonstandard asymptotic distributions. They depend on the difference K − r0 and on the deterministic terms included in the DGP but not on the short-term dynamics. Critical values for various possible sets of deterministic components such as constants and linear trends have been computed by simulation methods and are available in the literature (e.g. Johansen 1995, chapter 15). The power of the tests can be improved by specifying the deterministic terms as tightly as possible. For example, if there is no deterministic linear trend term, it is desirable to perform the cointegration rank tests without such terms. On the other hand, leaving them out if they are part of the DGP can lead to major distortions in the tests. Johansen (1995) also provided the asymptotic theory for testing hypotheses regarding the deterministic terms, which can be helpful in this respect. Test versions have also been developed for the case where a structural break occurs in the deterministic term in the form of either a level shift or a break in the trend slope or both. In this case, the critical values of the LR tests depend also on the timing of the break. This feature is inconvenient if the breakpoint is not known a priori and also has to be estimated. In that case a test variant proposed by Saikkonen and L¨utkepohl (2000a, b) may be preferable. They suggest estimating the deterministic term ﬁrst by a GLS procedure and adjusting the series before an LR type test is applied to the adjusted process. The advantage is that the asymptotic null distribution of the test statistic does not depend on the breakpoint if just a level shift is considered. This fact makes it possible to develop procedures that work when the break date is not known (e.g. L¨utkepohl et al. 2004; Saikkonen et al. 2006).
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Although the short-term dynamics do not matter for the asymptotic theory, they have a substantial impact in small and moderate samples. Therefore, the choice of the lag order p is quite important. Choosing p rather large, to be on the safe side as far as missing out on important short-term dynamics is concerned, may lead to a drastic loss in power of the cointegrating rank tests. On the other hand, choosing the lag order too small may lead to dramatic size distortions even for well behaved DGPs. In a small-sample simulation study, L¨utkepohl and Saikkonen (1999) found that using the AIC for order selection may be a good compromise. There are many other interesting suggestions for modifying and improving the Johansen approach to cointegration testing. For example, to improve the performance of the Johansen cointegration tests in small samples, Johansen (2002) presents a Bartlett correction. Also, there are a number of proposals based on different ideas. As mentioned previously, much of the earlier literature is reviewed in Hubrich et al. (2001). Generally, at present, it appears that the Johansen approach should be the default, and only if there are particular reasons are other proposals worth contemplating. Clearly, the Johansen approach has its drawbacks. In particular, in systems of large dimension and if long lag orders are necessary to capture the short-term dynamics, it may not ﬁnd all the cointegration relations (see Gonzalo and Pitarakis 1999). In other words, its power may not sufﬁce to reject some small cointegration rank if the true rank is a bit larger. Therefore, it may be useful to apply cointegration tests to all possible subsystems as well and check whether the results are consistent with those for the full model.



8.5



Model checking



A wide range of procedures is available for checking the adequacy of VARs and VECMs. They should be applied before a model is used for a speciﬁc purpose to ensure that it represents the DGP adequately. A number of procedures consider the estimated residuals and check whether they are in line with the white noise assumption. Another set of tests check the stability of the model over time. In the following, I will ﬁrst consider residual-based tests for autocorrelation, non-normality, and conditional heteroskedasticity. Then I will discuss tests for structural stability. In addition to these more formal procedures, there are also many informal procedures based, for example, on plots of residuals and autocorrelations. For some of these procedures, the interested reader is referred to L¨utkepohl (2004).



8.5.1 Tests for residual autocorrelation 8.5.1.1 Portmanteau test The portmanteau test for residual autocorrelation checks the null hypothesis that all residual autocovariances are zero, that is, H0 : E(ut ut−i ) = 0 (i = 1, 2, . . . ). It is tested against the alternative that at least one autocovariance, and hence one autocorrelation, is nonzero. The test statistic is based on the residual autocovariances and has the form Qh = T



h  j =1



tr(Cˆ j Cˆ 0−1 Cˆ j Cˆ 0−1 ),



(8.37)
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uˆ t uˆ t−j



t=j +1



and the uˆ t are the estimated residuals. For an unrestricted stationary VAR(p) process, the null distribution of Qh can be approximated by a χ 2 (K 2 (h − p)) distribution if T and h approach inﬁnity such that h/T → 0. If there are parameter restrictions, the degrees of freedom of the approximate χ 2 distribution are obtained as the difference between the number of (non-instantaneous) autocovariances included in the statistic (K 2 h) and the number of estimated VAR parameters (e.g. Ahn 1988; Hosking 1980, 1981a, b; Li and McLeod 1981; L¨utkepohl 2005, section 4.4). This approximation is unsatisfactory for integrated and cointegrated processes, as pointed out by Br¨uggemann et al. (2006). For such processes, the degrees of freedom also depend on the cointegrating rank. Thus, portmanteau tests are not recommended for levels VAR processes with unknown cointegrating rank. For VECMs with appropriately speciﬁed cointegrating rank r and no restrictions on α and 1 , . . . , p−1 , the proper approximate distribution is χ 2 (K 2 h − K 2 (p − 1) − Kr). All these approximations of the test distributions may be poor in small samples. To improve the match between actual and approximating distribution, Hosking (1980) proposed the use of the modiﬁed statistic Q∗h



=T



2



h  j =1



1 tr(Cˆ j Cˆ 0−1 Cˆ j Cˆ 0−1 ) T −j



instead of the original version in Equation (8.37). The choice of h is also important for the small-sample properties of the test. This quantity should be considerably larger than p to get a good approximation to the null distribution. Unfortunately, choosing h too large may reduce the power of the test. Often, a number of different values of h are considered in practice. The portmanteau test should be applied primarily to test for autocorrelation of high order. The LM test considered in the next section is more suitable to check for low-order residual autocorrelation. 8.5.1.2 LM test The LM test, also known as the Breusch–Godfrey test, for residual autocorrelation of order h, may be viewed as a test for zero coefﬁcient matrices in the model ut = B1 ut−1 + · · · + Bh ut−h + et . The quantity et denotes a white noise error term. Thus, a test of H0 : B 1 = · · · = Bh = 0



versus H1 : Bi = 0 for at least one i ∈ {1, . . . , h}



is called for. The relevant LM statistic can be computed easily by considering the auxiliary model uˆ t = A1 yt−1 + · · · + Ap yt−p + B1 uˆ t−1 + · · · + Bh uˆ t−h + et∗ ,



(8.38)
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for the levels VAR form, or uˆ t = α βˆ  yt−1 + 1 yt−1 + · · · + p−1 yt−p+1 + B1 uˆ t−1 + · · · + Bh uˆ t−h + et∗ , (8.39) for the VECM form. Here the uˆ t are again the estimated residuals from the original model, βˆ is the RR estimator of the cointegration matrix, and et∗ is an auxiliary error term. The uˆ t with t ≤ 0 should be replaced by zero. If the model contains deterministic terms, they should also be added to the auxiliary model. Denoting the residuals from the estimated auxiliary model by eˆt∗ (t = 1, . . . , T ) and deﬁning T 1  ∗ ∗ ˆ e = eˆt eˆt , T t=1



the LM statistic may be computed as ˆ u−1  ˆ e )). QLM = T (K − tr( It has an asymptotic χ 2 (hK 2 ) distribution under the null hypothesis for both I (0) and I (1) systems (Br¨uggemann et al. 2006). Thus, the LM test can also be applied to levels VAR processes with unknown cointegrating rank. Edgerton and Shukur (1999) have performed a large Monte Carlo study for stationary processes and found that this statistic also may have a small-sample distribution that differs considerably from its asymptotic χ 2 distribution. They propose an F version with better small-sample properties.



8.5.2 Tests for non-normality Although normality is not a necessary condition for the validity of many of the statistical procedures related to VAR models, deviations from the normality assumption may indicate that model improvements are possible. Therefore, non-normality tests are common in applied work. Multivariate versions can be applied to the full residual vector of the VAR model, and univariate versions can be used for the errors of the individual equations. Multivariate tests for non-normality may be constructed to check whether the third and fourth moments of the residuals are conformable with those of a normal distribution. This approach extends ideas of Lomnicki (1961) and Jarque and Bera (1987) for univariate models. In the multivariate case, the residual vector of a VAR or VECM is ﬁrst transformed to make the individual components independent. Then the moments are compared with those of normal distributions. For given residuals uˆ t (t = 1, . . . , T ) of ˆ u is determined an estimated VAR process or VECM, the residual covariance matrix  ˆ u is computed. The tests for non-normality can then and a matrix P such that PP =  be based on the skewness and kurtosis of the standardized residuals uˆ st = P −1 uˆ t . The non-normality tests depend to some extent on the transformation matrix P , which is used to standardize the residuals. Doornik and Hansen (1994) proposed the use of the ˆ u , whereas L¨utkepohl (2005, chapter 4) considered a Cholesky square root matrix of  decomposition of the residual covariance matrix. Although the literature on testing for non-normality is extensive, and many other tests are available, the ones mentioned here are probably the most popular tests in the context of VAR analysis. Non-normality is
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also a likely problem if the residuals are conditionally heteroskedastic. Special tests for this feature are discussed next.



8.5.3 ARCH tests A test for multivariate autoregressive conditional heteroskedasticity (ARCH) can be based on similar ideas as the LM test for residual autocorrelation. A multivariate ARCH model of order q for the residual vector ut has the form vech(t|t−1 ) = β0 + B1 vech(ut−1 ut−1 ) + · · · + Bq vech(ut−q ut−q ), where vech is the column stacking operator for symmetric matrices, which stacks the columns from the main diagonal downwards, and t|t−1 is the conditional covariance matrix of ut given ut−1 , ut−2 , . . . . Moreover, β0 is a 12 K(K + 1)-dimensional parameter vector and the Bj are 12 K(K + 1) × 12 K(K + 1) coefﬁcient matrices for j = 1, . . . , q. For this model, one may want to test the pair of hypotheses H0 : B1 = · · · = Bq = 0 versus H1 : Bi = 0 for at least one i ∈ {1, . . . , q}. If H0 is true, there is no ARCH in the residuals. The relevant LM statistic can be obtained by using the auxiliary model vech(uˆ t uˆ t ) = β0 + B1 vech(uˆ t−1 uˆ t−1 ) + · · · + Bq vech(uˆ t−q uˆ t−q ) + errort



(8.40)



and computing LMARCH (q) =



1 2 T K(K



 + 1) 1 −



 2 −1 ˆ ˆ tr(0 ) , K(K + 1)



ˆ is the residual covariance matrix of the 1 K(K + 1)-dimensional regression where  2 ˆ 0 is the corresponding matrix for the case q = 0. The model (8.40) with q > 0, and  statistic is similar to the one described by Doornik and Hendry (1997, section 10.9.2.4) and may be used with critical values from a χ 2 (qK 2 (K + 1)2 /4) distribution. Alternatively, an F version may be considered, which may be advantageous in small samples.



8.5.4 Stability analysis A wide range of procedures for checking the stability or time invariance of a given model exist (e.g. Doornik and Hendry 1997; L¨utkepohl 2004, 2005, chapter 17). They may be used to detect potential structural breaks during the sample period. For example, possible breaks in monetary models for the USA have been discussed extensively in the literature (e.g. Bernanke and Mihov 1998; Christiano et al. 1999; Cogley and Sargent 2001; Lubik and Schorfheide 2004; Primiceri 2005; Sims and Zha 2006; Lanne and L¨utkepohl 2008). Therefore, it is important to have statistical instruments for investigating possible changes in the structure of VARs and VECMs. Here I will just discuss Chow tests, which are standard tools for stability analysis for time-series models. Different types of Chow tests exist. They check the null hypothesis of time-invariant parameters throughout the sample period against the possibility of a change in the parameter values in some period, TB , say. In one type of test, the model under consideration
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is estimated from the full sample of T observations, and from the ﬁrst T1 and the last T2 observations, where T1 < TB and T2 ≤ T − TB . The test is based on the LR principle under Gaussian assumptions. In other words, the likelihood maximum from the constant parameter model is compared to the one with different parameter values before and after period TB , leaving out the observations between T1 and T − T2 + 1. Denoting the conditional log density of the tth observation vector by lt , i.e. lt = log f (yt | yt−1 , . . . , y1 ), a version of the Chow test statistic can be written as         T1 T1 T T  λChow = 2 sup lt + sup lt − sup lt + lt . (8.41) t=1



t=T −T2 +1



t=1



t=T −T2 +1



If the model is time invariant, the statistic has an asymptotic χ 2 distribution. The degrees of freedom are given by the number of restrictions imposed by assuming a constant coefﬁcient model for the full sample period, that is, it is the difference between the sum of the number of free coefﬁcients estimated in the ﬁrst and last subperiods and the number of free coefﬁcients in the full sample model. For a K-dimensional VECM, yt = αβ  yt−1 + 1 yt−1 + · · · + p−1 yt−p+1 + ut , with cointegrating rank r, counting all parameters in the model apart from those in u gives 2Kr + (p − 1)K 2 . The degrees of freedom for the test based on λChow are, however,  2Kr − r 2 + (p − 1)K 2 , where r 2 is subtracted because normalizing β  = [Ir : β(K−r) ] 2 shows that r of its parameters are ﬁxed throughout the sample (see Hansen 2003). From the point of view of asymptotic theory, there is no need to leave out any observations between the two subsamples. So T1 = TB − 1 and T2 = T − TB is a possible choice. In practice, if the parameter change has not occurred instantaneously at the beginning of period TB , but is spread out over a few periods or its exact timing is unknown, leaving out some observations may improve the small-sample power of the test. Various generalizations of these tests are possible. For example, one could test for more than one break or one could check constancy of a subset of parameters keeping the remaining ones ﬁxed. Moreover, there may be deterministic terms in the cointegration relations or the number of cointegration relations may change in different subperiods. These generalizations are also treated by Hansen (2003). A Chow forecast test version for multivariate time-series models was proposed by Doornik and Hendry (1997). It tests the null hypothesis that the forecasts from a model ﬁtted to the ﬁrst TB observations are in line with the actually observed data. Doornik and Hendry (1997) also proposed F versions of the tests to alleviate small-sample distortions. Candelon and L¨utkepohl (2001) pointed out that, especially for multivariate time-series models, the asymptotic χ 2 distribution may be a poor guide for small-sample inference. Even adjustments based on F approximations can lead to distorted test sizes. Therefore, they proposed to use bootstrap versions of the Chow tests in order to improve their small-sample properties. Chow tests are sometimes performed repeatedly for a range of potential breakpoints TB . If the test decision is based on the maximum of the test statistics, the test is effectively based on the test statistic supTB ∈T λChow , where T ⊂ {1, . . . , T } is the set of periods for which the test statistic is determined. The asymptotic distribution of the sup test statistic is not χ 2 but of a different type (see Andrews 1993; Andrews and Ploberger 1994; Hansen 1997). Various versions of these tests may be useful for checking parameter constancy. If the short-term dynamics are expected to be stable and a test of parameter change in
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the long-run part only is desired, one may ﬁrst concentrate out the short-term parameters based on the full sample. Then, one may focus on recursive estimation of α and β. Hansen and Johansen (1999) derive tests that may be used to test stability of the cointegration space separately. Once an adequate model for the reduced form has been found, this can be used as the basis for forecasting and structural analysis. These issues will be considered next.



8.6



Forecasting



Although VARs and VECMs are both well suited for forecasting, I focus on the levels VAR form in the following for convenience. The discussion is equally valid for VECMs that have been converted to VAR form. The somewhat unrealistic situation of a known DGP will be considered ﬁrst to separate model-inherent uncertainty from issues related to uncertainty due to model speciﬁcation and parameter estimation.



8.6.1 Known processes Because the future values of deterministic terms are known with certainty by their very nature, I will ﬁrst focus on the stochastic part. Let xt be generated by a VAR(p) process as in Equation (8.2), where ut is an i.i.d. white noise process. Under these assumptions, the conditional expectation given xt , t ≤ T , i.e. xT +h|T = E(xT +h | xT , xT −1 , . . . ) = A1 xT +h−1|T + · · · + Ap xT +h−p|T ,



(8.42)



is the optimal (minimum MSE) h-step-ahead forecast in period T . Here xT +j |T = xT +j for j ≤ 0. The forecasts can easily be computed recursively for h = 1, 2, . . . . The associated forecast error is xT +h − xT +h|T = uT +h + 1 uT +h−1 + · · · + h−1 uT +1 ,



(8.43)



where the i weighting matrices may be obtained recursively as i =



i 



i−j Aj ,



i = 1, 2, . . . ,



(8.44)



j =1



with 0 = IK and Aj = 0 for j > p (e.g. L¨utkepohl 2005, chapter 2). For h = 1, ut is seen to be the forecast error in period t − 1. The forecast errors have mean zero, and hence the forecasts are unbiased. The forecast error covariance or MSE matrix is x (h) = E[(xT +h − xT +h|T )(xT +h − xT +h|T ) ] =



h−1 



j u j .



(8.45)



j =0



If the ut are just uncorrelated and not independent, the forecasts obtained recursively as in Equation (8.42) are still the best linear forecasts but do not necessarily minimize the MSE in a larger class that includes nonlinear forecasts as well. These results are valid for both I (0) and I (1) processes. Yet there are important differences in the forecasts for these alternative types of variables. For I (0) processes,
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the forecast MSEs are bounded as the horizon h goes to inﬁnity, whereas for I (1) processes the forecast uncertainty, and hence the MSE, increases without bounds for increasing forecast horizon. Deterministic components can be added easily if yt = µt + xt with nonzero µt . In this case the h-step forecast of yt at origin T is yT +h|T = µT +h + xT +h|T . Obviously, the forecast errors are identical to those of the xt process. In other words, one has yT +h − yT +h|T ∼ (0, x (h)). If the process yt is Gaussian, that is, ut ∼ i.i.d. N(0, u ), the forecast errors are also multivariate normal and forecast intervals can be set up in the usual way. If yt is non-Gaussian or if the distribution is unknown, other methods for setting up forecast intervals are called for. Findley (1986), Masarotto (1990), Grigoletto (1998), Kabaila (1993), Kim (1999), and Pascual et al. (2004) considered bootstrap methods for forecasting non-normal processes. For non-normally distributed variables, forecast intervals may not represent the best way to report the forecast uncertainty, however. A survey of related issues is given by Tay and Wallis (2002).



8.6.2 Estimated processes If unknown parameters are replaced by estimators in the previous formulas, this has implications for the forecast precision. Signifying forecasts based on estimated parameters with a hat, the forecast error becomes yT +h − yˆT +h|T = (yT +h − yT +h|T ) + (yT +h|T − yˆT +h|T ) =



h−1 



j uT +h−j + (yT +h|T − yˆT +h|T ).



(8.46)



j =0



The ﬁrst term on the right-hand side involves residuals ut with t > T only, and the second term involves just yT , yT −1 , . . ., if only variables up to time T have been used for estimation. Consequently, the two terms are independent and yˆ (h) = E[(yT +h − yˆT +h|T )(yT +h − yˆT +h|T ) ] = x (h) + o(1)



(8.47)



is obtained, where o(1) denotes a term that approaches zero as the sample size tends to inﬁnity. The latter result follows because the difference yT +h|T − yˆT +h|T is small in probability under standard assumptions. Thus, asymptotically the forecast uncertainty implied by estimation uncertainty may be ignored. In ﬁnite samples, the precision of the forecasts will depend on the precision of the estimators, however. Hence, precise forecasts require precise estimators. For the stationary case, possible correction factors for MSEs and forecast intervals are given, for example, in Yamamoto (1980), Baillie (1981), and L¨utkepohl (2005, chapter 3). A number of extensions of these results are worth mentioning. For example, constructing separate models for different forecast horizons may be considered if estimation uncertainty is an issue (e.g. Bhansali 2002). Moreover, Lewis and Reinsel (1985) and L¨utkepohl (1985) considered the case of a stationary inﬁnite-order VAR DGP that is approximated by a ﬁnite-order VAR, thereby extending earlier univariate results by
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Bhansali (1978). Moreover, Reinsel and Lewis (1987), Basu and Sen Roy (1987), Engle and Yoo (1987), Sampson (1991), Reinsel and Ahn (1992), and Clements and Hendry (1998, 1999) presented results for processes with unit roots. Stock (1996) and Kemp (1999) assumed that the forecast horizon h and the sample size T both go to inﬁnity simultaneously. Clements and Hendry (1998, 1999) also considered various other sources of possible forecast errors.



8.7



Causality analysis



8.7.1 Intuition and theory VAR models also open up the possibility for analyzing the relation between the variables involved. Analyzing the causal relations is of particular interest. Granger (1969) presented a deﬁnition of causality in the time-series context that has become quite popular in applied work. He called a variable y1t causal for a variable y2t if the information in y1t is helpful for improving the forecasts of y2t . Because this is a special concept of causality, it is often referred to as Granger-causality. In a bivariate VAR(p) setting,      p  α11,i α12,i y1,t−i y1t = + ut , (8.48) y2t α21,i α22,i y2,t−i i=1



it turns out that y1t is not Granger-causal for a variable y2t if and only if α21,i = 0,



i = 1, 2, . . . , p,



(8.49)



that is, if it does not appear in the y2t equation of the model. Although this result holds for stationary and integrated processes alike, for I (1) variables it may still be desirable to investigate Granger-causal relations within a VECM. This case is discussed by Mosconi and Giannini (1992). An interesting implication of cointegration between two I (1) variables is that there must be Granger-causality in at least one direction (from y1t to y2t or from y2t to y1t or both). For other characterizations of Granger-causality, see also Gourieroux and Monfort (1997). Because economic systems of interest usually consist of more than two variables, it is desirable to extend the concept of Granger-causality to higher-dimensional processes. Such extensions have been discussed by L¨utkepohl (1993) and Dufour and Renault (1998). In one approach the vector of all variables is partitioned into two subvectors so that    yt = (y1t , y2t ) and Granger-causality from y1t to y2t is considered in this context. It turns out that in the VAR(p) framework Granger-noncausality is still characterized by zero restrictions on the parameter matrices similar to the bivariate case (L¨utkepohl 2005, section 2.3.1). This type of generalization is not satisfactory if a causal relation between two variables within a higher-dimensional system is of interest. In that case more complex restrictions may have to be considered (Dufour and Renault 1998; L¨utkepohl 2005, section 2.3.1). Causality has been discussed extensively in the econometrics literature and is an area of ongoing research. It is obviously also of interest in other than VAR models. In fact, causality is of interest not only in the context of time-series models but also in describing economic relations more generally (e.g. Granger 1982; Angrist et al. 1996; Heckman 2000; Pearl 2000; Hoover 2001).
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8.7.2 Testing for Granger-causality Because Granger-noncausality is characterized by zero restrictions on the levels VAR representation of the DGP, standard Wald χ 2 or F tests can be applied for causality analysis. Unfortunately, these tests may have nonstandard asymptotic properties if yt ∼ I (1) (Toda and Phillips 1993). There is a simple modiﬁcation that ﬁxes the problem in this case, however. Recall from Section 8.3.2 that standard inference is possible whenever the elements in at least one of the complete coefﬁcient matrices Ai are not restricted at all under the null hypothesis. Thus, adding an extra redundant lag in estimating the parameters of the process ensures standard asymptotics for the Wald tests if elements from all matrices A1 , . . . , Ap are involved in the restrictions as, for instance, in the noncausality restrictions in (8.49) (see Toda and Yamamoto 1995; Dolado and L¨utkepohl 1996). Clearly, a VAR(p + 1) is an appropriate model if the same is true for a VAR(p). The test may then be performed on the A1 , . . . , Ap only. As a consequence of results due to Park and Phillips (1989) and Sims et al. (1990), the procedure remains valid if deterministic terms are included in the VAR model. Although this device leads to a known limiting distribution of the test statistic, it is not a fully efﬁcient procedure because of the redundant lag. Extensions to testing for Granger-causality in inﬁnite-order VAR processes were considered by L¨utkepohl and Poskitt (1996b) and Saikkonen and L¨utkepohl (1996). Moreover, tests for other types of causality restrictions were considered by L¨utkepohl and Burda (1997) and Dufour et al. (2006).



8.8



Structural VARs and impulse response analysis



Traditional econometric simultaneous equations models are sometimes used to predict the responses of the endogenous variables to changes in exogenous variables or to derive optimal policy responses to changes in the economic conditions. In VAR models there are typically no exogenous variables. In these models, the effects of shocks are usually studied and used to link the VAR models to economic models. For example, they may be used to investigate the effects of monetary policy shocks, that is, of unexpected changes in the variables that were not anticipated by the economic agents. The relevant tool is known as impulse response analysis and will be considered in the following. For a meaningful analysis, it is important to isolate the actual shocks of interest. This requires the imposition of some structure on the reduced forms that we have discussed predominantly so far. The relevant structural VARs and VECMs will be discussed in Sections 8.8.1 and 8.8.2, respectively. Estimation of structural parameters and impulse responses will be discussed in Section 8.8.3. Based on structural innovations, forecast error variance decompositions are often computed and used to study the structure of economic systems. They are brieﬂy presented in Section 8.8.4.



8.8.1 Levels VARs Impulse response analysis is a standard tool for investigating the relations between the variables in a VAR model. If the VAR(p) process yt is I (0), it has a Wold moving
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average (MA) representation of the form yt =



∞ 



j ut−j ,



(8.50)



j =0



where deterministic terms are ignored to simplify the exposition. In this representation, 0 = IK and the j (j = 1, 2, . . . ) are K × K coefﬁcient matrices, which can be computed using the formulas in Equation (8.44). The marginal response of yn,t+j to a unit change in ymt , holding constant all past values of yt , is given by the (n, m)th elements of the matrices j , viewed as a function of j . More precisely, the elements of j represent responses to ut innovations, that is, to forecast errors. Therefore, these quantities are sometimes called forecast error impulse responses (L¨utkepohl 2005, section 2.3.2). Since j → 0 as j → ∞ for stationary processes, the effect of an impulse vanishes over time. In other words, it is transitory. Forecast error impulse responses may not reﬂect the actual reactions of a given system properly because, if the components of ut are contemporaneously correlated, and hence u is not diagonal, the shocks are not likely to occur in isolation in practice. Therefore, orthogonalized shocks are often considered in impulse response analysis. Any nonsingular matrix P with the property that PP = u can be used to deﬁne orthogonalized shocks as εt = P −1 ut . Clearly, these shocks have the property that εt ∼ (0, IK ) and they are contemporaneously uncorrelated. The responses to such shocks are given by the coefﬁcients of the MA representation yt =



∞ 



j PP−1 ut−j =



∞ 



j =1



j εt−j .



(8.51)



j =1



The problem here is that the matrix P is not unique, and hence many different impulse responses j = j P exist. To identify those impulses which are interesting from an economic point of view is the objective of structural VAR (SVAR) analysis. It uses subject matter theory to impose restrictions on P that result in unique impulse responses. Historically, a popular choice of P has been a lower-triangular matrix obtained by a Cholesky decomposition of u . The recent SVAR literature has considered many other possibilities as well. A number of them can be placed within the so-called AB model of Giannini (1992) and Amisano and Giannini (1997), which may be represented as Ayt = A∗1 yt−1 + · · · + A∗p yt−p + Bεt ,



(8.52)



where εt ∼ (0, IK ), as before. In this setup, instantaneous relations between the components of yt may be modelled via A as in Equation (8.12), and relations between the residuals may be taken into account via B (see also Breitung et al. 2004; L¨utkepohl 2005, chapter 9). The error term in Equation (8.52) is related to the reduced form error term by ut = A−1 Bεt , and hence P = A−1 B in Equation (8.51).
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Different types of identifying restrictions for the matrices A and B have been considered. Examples can be found, for instance, in Sims (1986), Bernanke (1986), Blanchard and Quah (1989), Gal´ı (1999), and Pagan (1995).



8.8.2 Structural VECMs Forecast error impulse responses can also be computed for I (1) processes (L¨utkepohl and Reimers 1992; L¨utkepohl 2005, chapter 6). The shocks may have permanent effects, however. Although the AB model may also be used for I (1) systems to specify identifying restrictions for impulse responses for levels VAR processes, it is often of interest to distinguish between shocks with permanent and transitory effects. This can be done more easily in the VECM framework. To simplify matters, I focus on a B model setup. That is, I assume that ut = Bεt . Hence, u = BB . Owing to the symmetry of the covariance matrix, u = BB represents only 12 K(K + 1) independent equations. For a unique speciﬁcation of the K 2 elements of B, at least 12 K(K − 1) further restrictions are needed and, as will be seen now, the cointegration structure may help in setting them up. Granger’s representation theorem (see Johansen 1995, theorem 4.2) states that yt has the representation yt = "



t  i=1



ui +



∞ 



"∗j ut−j + y0∗ ,



t = 1, 2, . . . ,



(8.53)



j =0



 ∗ where the term y0∗ contains the initial values. The term ∞ j =0 "j ut−j is an I (0) comt ponent, while zt = i=1 ui = zt−1 + ut , t = 1, 2, . . . , is a K-dimensional random walk and is thus I (1). Hence, " ti=1 ui represents a stochastic trend component. The matrix " can be shown to be of the form    −1 p−1    " = β⊥ α⊥ IK − i β⊥ α⊥ . i=1



For a VECM with cointegrating rank r, it has rank K − r. Thus, the representation in Equation (8.53) decomposes yt in K − r common trends and a stationary cyclical part. Substituting Bεi for ui in Equation (8.53) shows that the long-run effects of the structural innovations are given by "B. As this matrix also has rank K − r, it can have at most r zero columns. In other words, at most r of the structural innovations can have transitory effects only, and at least K − r of them must have permanent effects on at least some of the variables. Thereby, cointegration analysis can help in suggesting how many transitory shocks there can be at most. In this framework, linear restrictions for "B and B are typically speciﬁed to identify the structural shocks (see e.g. King et al. 1991; Gonzalo and Ng 2001). The transitory shocks may be identiﬁed, for example, by placing zero restrictions on B directly and thereby specifying that certain shocks have no instantaneous impact on some of the variables. For further examples, see Breitung et al. (2004); more discussion on partitioning the shocks into permanent and transitory ones is given in Gonzalo and Ng (2001), Fisher and Huh (1999), and others. Identifying the impulse responses within a given model is but one problem related to a proper interpretation. Other problems are due to omitted variables, ﬁltering and adjusting series prior to using them for a VAR analysis. Moreover, aggregated or transformed data
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can lead to major changes in the dynamic structure of the variables and hence the impulse responses. These issues should be taken into account in an impulse response analysis.



8.8.3 Estimating impulse responses Forecast error impulse responses can be estimated straightforwardly by substituting estimated reduced form parameters in the formulas for computing them. Estimation of the structural impulse responses is also straightforward if estimates of the structural parameters A and B are available. To estimate these parameters, ML or quasi-ML methods under normality assumptions are often used. If no restrictions are imposed on the VAR model or VECM (apart from the rank restriction for the error correction term), the parameters can be concentrated out of the likelihood function by replacing them by their LS or RR estimators. The concentrated log-likelihood function in terms of A and B then becomes −1 ˆ u ), l(A, B) = constant + 12 T log det(A)2 − 12 T log det(B)2 − 12 T tr(A B B−1 A (8.54)



ˆ ˆ  is the usual estimator of u (cf. Breitung et al. ˆ u = T −1 (Y − AY)(Y − AY) where  2004). Numerical methods can be used to optimize this function with respect to the free parameters in A and B. Under standard assumptions, the resulting estimators have the usual asymptotic properties of ML estimators (for details, see e.g. L¨utkepohl 2005, chapter 9). Denoting the vector of all structural form parameters by α and its estimator by α, ˆ a vector of impulse response coefﬁcients ψ is a (nonlinear) function of α, ψ = ψ(α), which can be estimated as ψˆ = ψ(α). ˆ If αˆ is asymptotically normal, the same will hold for ψˆ = ψ(α) ˆ by appealing to the delta method. More precisely, if √ d T (αˆ − α) → N(0, αˆ ), then √ d T (ψˆ − ψ) → N(0, ψˆ ), where ψˆ =



(8.55)



∂ψ  ∂ψ ,  α ˆ ∂α  ∂α



provided that the matrix of partial derivatives ∂ψ/∂α is such that none of the variances is zero and, in particular, ∂ψ/∂α  = 0. However, inference problems may arise if ∂ψ/∂α  does not have full row rank. In that case, ψˆ , and hence the asymptotic distribution of ˆ will be singular. This may in fact occur at speciﬁc points in the parameter space in ψ, the present situation because the function ψ(α) consists of sums of products of elements of α. Moreover, αˆ will in general be singular if yt is I (1), which in turn may imply singularity of ψˆ even if ∂ψ/∂α  has full row rank. As a further complication, both problems may be present simultaneously. For further discussion, see also Benkwitz et al. (2000). Thus, standard asymptotic conﬁdence intervals around impulse responses based on the asymptotic normal distribution in (8.55) may be misleading. Generally, even in parts of the parameter space where standard asymptotic theory works, it may not provide good approximations to the small-sample distributions of
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impulse responses. Therefore, bootstrap methods are often used in applied work to construct conﬁdence intervals for these quantities (e.g. Kilian 1998b; Benkwitz et al. 2001). They are computer intensive but have the advantage that complicated analytical expressions of the asymptotic variances are not needed and they may improve inference procedures. On the other hand, it is important to note that they are also justiﬁed by asymptotic theory. In general, the bootstrap does not overcome the problems due to a singularity in the asymptotic distribution. Thus, in these cases bootstrap conﬁdence intervals may also be unreliable and may have a coverage that does not correspond to the nominal level (for further details, see Benkwitz et al. 2000). A solution to these problems may be possible by using subset VAR techniques to single out all zero coefﬁcients and estimate only the remaining nonzero parameters. Several authors have compared the relative merits of conﬁdence intervals for impulse responses obtained by asymptotic theory on the one hand and bootstrap methods on the other using Monte Carlo simulation methods (e.g. Fachin and Bravetti 1996; Kilian 1998a, b; Kilian and Chang 2000). The results are rather mixed and depend to some extent on the Monte Carlo design. Generally, in some cases, simple asymptotic intervals outperformed standard bootstrap intervals in terms of coverage, i.e. their actual coverage probabilities were closer to the nominal ones chosen by the user. Bootstrap or simulation methods may improve substantially, however, once adjustments are made as proposed, for example, by Kilian (1998b). Also a Bayesian Monte Carlo integration method proposed by Sims and Zha (1999) performed well in one of the simulation comparisons. Generally, inference related to impulse responses has been discussed extensively in the recent literature. For example, Sims and Zha (1999) questioned the practice of reporting conﬁdence intervals around individual impulse response coefﬁcients and proposed likelihood-characterizing error bands as alternatives. Moreover, Koop (1992) considered conﬁdence bands for impulse responses constructed with Bayesian methods. Generally, Bayesian methods are popular in structural VAR analysis. For example, Del Negro and Schorfheide (2004) used Bayesian methods in a structural analysis that combines DSGE models with VARs and, in particular, derived the structure from a simple DSGE model. Christiano et al. (2005) estimated the parameters of a DSGE model by minimizing the distance of impulse responses from a DSGE model and a VAR. Other ideas for identifying impulse responses have been advanced by Uhlig (2005), who proposed the use of inequality constraints and also Bayesian methods, by Lanne and L¨utkepohl (2008, 2009), who suggested utilizing information from the residual distribution, and by Lee et al. (1992) and Pesaran and Shin (1996), who considered persistence proﬁles that measure the persistence of certain shocks without imposing structural identiﬁcation restrictions.



8.8.4 Forecast error variance decompositions Using the structural innovations to express the h-step forecast error from Equation (8.43) gives yT +h − yT +h|T = 0 εT +h + 1 εT +h−1 + · · · + h−1 εT +1 . From this expression the forecast error variance of the kth component can be shown to be h−1 K   2 2 2 2 (ψk1,j + · · · + ψkK,j )= (ψkj,0 + · · · + ψkj,h−1 ), σk2 (h) = j =0



j =1
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2 2 where ψnm,j denotes the (n, m)th element of j . The term (ψkj,0 + · · · + ψkj,h−1 ) may be interpreted as the contribution of the j th innovation to the h-step forecast error variance of 2 2 variable k. The relative contributions obtained as the ratios (ψkj,0 + · · · + ψkj,h−1 )/σk2 (h) are often reported for various variables and forecast horizons. Estimation of these quantities can easily be done by replacing unknown parameters by their estimators. Standard asymptotic and bootstrap evaluations of their sampling uncertainty is problematic, however, because some of these quantities may assume the boundary values of zero and one. Clearly, interpretation of these quantities is informative only if they are based on meaningful and economically relevant structural innovations.



8.9



Conclusions and extensions



In this chapter the speciﬁcation and estimation of ﬁnite-order VAR models have been reviewed. Furthermore, the possible uses of these models for forecasting, causality, and impulse response analysis have been discussed. Special attention has been paid to integrated and cointegrated variables, for which vector error correction models have been considered throughout. Using these models in practice requires extensive computations because asymptotic inference is often not very precise in small samples, and improved methods based on bootstraps, say, are often used. There are some software packages that contain programs for many of the procedures discussed in this chapter. Examples of specialized software are PcGive (Doornik and Hendry 1997), EViews (EViews 2000), and JMulTi (Kr¨atzig 2004). There are different possible directions for generalizing the methods and results discussed in this chapter. For example, one may consider inﬁnite-order VAR processes and study the consequences of ﬁtting ﬁnite-order approximations to time series generated by such DGPs. For an exposition of this topic, with further references, see L¨utkepohl (2005, chapter 15). For a more parsimonious parameterization, the class of vector autoregressive moving average processes may be worth considering. In these models, the residuals of the VAR part are allowed to have an MA structure rather than being white noise. For the stationary case, these models have been considered, for instance, by Hannan and Deistler (1988), L¨utkepohl (2005, part IV), and L¨utkepohl and Poskitt (1996a). Extensions to cointegrated systems have been discussed by L¨utkepohl and Claessen (1997), Bartel and L¨utkepohl (1998), Poskitt (2003), and L¨utkepohl (2005, chapter 14). A recent survey with many more references was given by L¨utkepohl (2006a). Furthermore, nonlinear components may be included in VAR models (e.g. Balke and Fomby 1997; Granger 2001; Escribano and Mira 2002; Saikkonen 2005), or speciﬁc modelling of strong seasonal ﬂuctuations may be desirable (e.g. Ghysels and Osborn 2001). Also VAR models may be amended by ARCH residuals (e.g. L¨utkepohl 2005, chapter 16), and higher-order integration may be accounted for (e.g. Boswijk 2000; Johansen 1997, 2006).
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9



Statistical signal extraction and ﬁltering: a partial survey D. Stephen G. Pollock



9.1



Introduction: the semantics of ﬁltering



In common parlance, a ﬁlter is a device for removing solids or suspended particles from liquids. In the late 17th century, the term began to be used by the natural philosophers in a manner that gave expression to their understanding of the nature of light. It was recognized that white light is a compound of colored lights of differing wavelengths. A colored glass was seen as a device that selectively transmits some of the light, corresponding to a range of wavelengths, while blocking the remainder. Therefore, it was described as an optical ﬁlter. A direct analogy with light led engineers, in the early 20th century, to talk of electronic ﬁlters. Electronic ﬁlters are constructed from capacitors, resistors, and inductors. A circuit in which a voltage signal passes through an inductor, or in which a capacitor provides a path to earth, imposes less attenuation on low-frequency signals than on high-frequency signals. Therefore, it constitutes a lowpass ﬁlter. If the signal passes through a capacitor, or has a path to earth through an inductor, then the circuit imposes less attenuation on high-frequency signals than on low-frequency signals, and it constitutes a highpass ﬁlter. In these examples, one is imagining a stream or a current ﬂowing continuously through the ﬁlter. The notion of a ﬁlter seems inappropriate to statistical time-series analysis, where the data are a sequence of discrete observations. However, over a period of half
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a century at least, there has been a gradual shift in electronic technology from analogue devices, which are naturally analysed in terms of continuous time, to digital devices, which are best described in terms of events occurring at discrete points in time. In the process, the terminology of electronic ﬁltering has made a transition from the analogue to the digital domain; and electronic ﬁltering has come to be known as signal processing. Given the increasing commonality between digital signal processing and statistical time-series analysis, there are compelling reasons for why the two disciplines should share a common terminology, and this is what has transpired. Such is the convergence of these disciplines that, nowadays, their adherents contribute often to the same academic journals and they can be found at the same conferences. Nevertheless, considerable differences remain, both of emphasis and of conceptualization. In particular, statisticians tend to operate principally within the time domain, in which their discretely sampled data naturally reside, whereas engineers, who are familiar with harmonic motions and oscillating currents, feel at home in the frequency domain. The present account of linear ﬁltering and signal extraction has a statistical bias. It proceeds from the time domain to the frequency domain. It is also orientated towards econometric analysis, since econometrics is the primary discipline of the author. Econometric data are supplied, in the main, by governmental agencies, such as the Central Statistical Ofﬁce of the UK or the Bureau of the Census of the USA. They come mainly at intervals of a year or a quarter, but there are also some monthly data. The ﬁxity of these sampling rates has meant that, in the past, econometricians have not thought much about the effect of varying the rates at which the data are derived by sampling continuous processes. This is notwithstanding a venerable tradition of continuous-time econometrics, which adopts the premise that all processes should, in the ﬁrst instance, be modelled in continuous time. The growth of ﬁnancial econometrics and the advent of various theoretical developments, of which wavelet analysis is the principal one, have raised the issue of sampling rates anew, and we shall devote some attention to it.



9.2



Linear and circular convolutions



In the time domain, a process of ﬁltering corresponds to the convolution of two sequences. If ψ(j ) = {ψj : j = 0, ±1, ±2, . . .} is the sequence of ﬁlter coefﬁcients and if y(t) = {yt : t = 0, ±1, ±2, . . .} is the data sequence, then the ﬁltered sequence ψ(j ) ∗ y(t) = x(t) = {xt : t = 0, ±1, ±2, . . .}, which is the convolution of the two, has the generic element   ψj yt−j = ψt−j yj . (9.1) xt = j



j



Adding the indices j and t − j of the factors of the generic product on the right-hand side gives the value t, which is the index of xt on the left-hand side. The process of convolution is also entailed in the multiplication of two polynomials or power series, since it is the process by which the coefﬁcients of the product are obtained from those of its factors. By converting the sequences into series, one gains access to the algebra of polynomials and power the z transforms of   series. We deﬁne  the sequences to be ψ(z) = j ψj zj , y(z) = t yt zt , and x(z) = t xt zt . Thereafter,
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in place of Equation (9.1), we may consider x(z) = ψ(z)y(z).



(9.2)



Here, z is an algebraic indeterminate, which may be speciﬁed in a variety of useful ways. In particular, we may set z = exp(−iω) = cos(ω) − i sin(ω), where ω ∈ [0, 2π] is an angle measured in radians. This conﬁnes z to the circumference of the unit circle in the complex plane and, in the process, ψ(ω) = ψ(exp{−iω}), y(ω) = y(exp{−iω}), and x(ω) = x(exp{−iω}) become objects within the frequency domain. Within the time domain, there are some alternative conceptualizations of the process of convolution that may prove helpful. The convolution of ψ(j ) = {ψj : j = 0, ±1, ±2, . . .} and y(t) = {yt : t = 0, ±1, ±2, . . .} entails the following products: . . . ψ−2 y−2 . . . ψ−2 y−1 . . . ψ−2 y0 . . . ψ−2 y1 . . . ψ−2 y2



ψ−1 y−2 ψ−1 y−1 ψ−1 y0 ψ−1 y1 ψ−1 y2



ψ0 y−2 ψ0 y−1 ψ0 y0 ψ0 y1 ψ0 y2



ψ1 y−2 ψ1 y−1 ψ1 y0 ψ1 y1 ψ1 y2



ψ2 y−2 ψ2 y−1 ψ2 y0 ψ2 y1 ψ2 y2



... ... ... . ... ...



(9.3)



The ﬁltered sequence x(t) is formed by summing the elements in each of the successive diagonals of the array that run in the southwest–northeast direction. Thus x−4 x−3 x−2 x−1 x0 x1 x2 x3 x4



. . . ψ−2 y−2 . . . . . . ψ−2 y−1 + ψ−1 y−2 . . . . . . ψ−2 y0 + ψ−1 y−1 + ψ0 y−2 . . . . . . ψ−2 y1 + ψ−1 y0 + ψ0 y−1 + ψ1 y−2 . . . . . . ψ−2 y2 + ψ−1 y1 + ψ0 y0 + ψ1 y−1 + ψ2 y−2 . . . . . . . ψ−1 y2 + ψ0 y1 + ψ1 y0 + ψ2 y−1 . . . . . . ψ0 y2 + ψ1 y1 + ψ2 y0 . . . . . . ψ1 y2 + ψ2 y1 . . . . . . ψ2 y2 . . .



(9.4)



The ﬁrst conceptualization of this convolution entails what may be described as contragrade multiplication, which is also entailed by the concept of a moving average. It helps, in describing this, to consider two ﬁnite sequences. Imagine two rulers. One, denoted Y , bears the elements of the data sequence {y−2 , y−1 , y0 , y1 , y2 }. The other, denoted , bears the elements of the ﬁlter sequence in reverse: {ψ2 , ψ1 , ψ0 , ψ−1 , ψ−2 }. These are shown in Figure 9.1. The two rulers approach each other from opposite directions:  from the left and Y from the right. When the rulers ﬁrst meet, the product x−4 = ψ−2 y−2 is formed and recorded. Then, the rulers take a contragrade step, which brings ψ−2 adjacent to y−1 , and ψ−1 adjacent to y−2 . The products of these adjacent elements are formed and added to give x−3 = ψ−2 y−1 + ψ−1 y−2 . A further contragrade step is taken, and the product x−2 = ψ−2 y0 + ψ−1 y−1 + ψ0 y−2 is formed. Successive steps are taken, and the products are formed until none of the nonzero elements of Y and  are adjacent.
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Figure 9.1 A method for ﬁnding the linear convolution of two sequences. The element x2 = ψ0 y2 + ψ1 y1 + ψ2 y0 of the convolution may be formed by multiplying the adjacent elements on the two rulers and by summing their products. This is linear convolution. There is no necessity for the sequences ψ(j ) and y(t) to be ﬁnite. However, if they are inﬁnite sequences, then a sufﬁcient condition for the elements of their convolution product to be ﬁnite valued is that both sequences should have elements that are bounded in value and that the elements of the ﬁlter sequence should be absolutely summable. There is also a process of circular convolution, which is applicable to ﬁnite sequences. If these are {ψ0 , ψ1 , . . . , ψn } and {y0 , y1 , . . . , yn }, then the generic element of their circular convolution is   ◦ ◦ xt◦ = ψj◦ yt−j = ψt−j yj◦ , (9.5) j



j



wherein ψj◦ = ψj mod n and yt◦ = yt mod n . For an analogy of the process of circular convolution, one can imagine two discs placed one above the other on a common axis, with the rim of the lower disc protruding. The device is shown in Figure 9.2. On this rim are written the elements of the sequence {y0 , y1 , . . . , yn−1 } at equally spaced intervals in a clockwise order. On the rim of the upper disc are written the elements of {ψ0 , ψ1 , . . . , ψn } equally spaced in an anticlockwise order. At the start of the process of circular convolution, ψ0 and y0 are in alignment, and the pairs (ψ0 , y0 ), (ψ1 , yn−1 ), . . . , (ψn−1 , y1 ) are read from the disc and added to give x0◦ . Then, the upper disc is turned clockwise through an angle of 2π/n radians and the pairs (ψ0 , y1 ), (ψ1 , y0 ), . . . , (ψn−1 , y2 ) are read from the disc and added to give x1◦ . The process continues until the (n − 1)th turn when the pairs (ψ0 , yn−1 ), (ψ1 , yn−2 ), . . . , (ψn−1 , y0 ) ◦ give rise to xn−1 . One more turn of the disc would bring us back to the starting position, ◦ whereafter we could begin to generate a repetition of the sequence {x0◦ , x1◦ , . . . , xn−1 }.



9.2.1 Kernel smoothing The second conceptualization of the convolution operation may be described as kernel multiplication. Let y(t) = {yt : t = 0, ±1, ±2, . . .} be a sequence of indeﬁnite length, and let ψ(j ) = {ψj : j = 0, ±1, ±2, . . .} be a sequence of ﬁnite length, or at least one for which the absolute values of the elements sum to a ﬁnite value. The latter sequence is a so-called kernel function or ﬁlter, denoted . When  encounters y0 , all of its elements are multiplied by that value. Thereafter, they are accumulated in the registers of the derived sequence x(t) = {xt : t = 0, ±1, ±2, . . .}. Thus, on considering the middle row of (9.3), we see that y0 ψ−2 is accumulated to x−2 ,
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Figure 9.2 A device for ﬁnding the circular convolution of two sequences. The upper disc is rotated clockwise through successive angles of 30 degrees. Adjacent numbers on the two discs are multiplied, and the products are summed to obtain the coefﬁcients of the convolution. y0 ψ−1 is accumulated to x−1 , y0 ψ0 is accumulated to x0 , and so on. When this process is ended,  is moved to the right, where it encounters y1 . Then, y1 ψ−2 is accumulated to x−1 , y1 ψ−1 is accumulated to x0 , y1 ψ0 is accumulated to x1 , and so on. If the elements of  sum to unity, and if its proﬁle resembles that of a probability mass function, then the process that we have described can be regarded as a smoothing operation, whereby each element of Y is dispersed over a range of neighbouring points as the ﬁlter or kernel  passes along the sequence. The condition j ψj = 1 that the kernel elements sum to unity can be expressed in terms of the z transform ψ(z) as ψ(1) = 0. Observe that the condition implies that the weights associated with the sample values that are accumulated to xk will also sum to unity, for the reason that the weights are the kernel elements. The concept of kernel smoothing is central to the theories of density function estimation and nonparametric regression. In these contexts, the kernel  typically becomes a continuous function, which is effective in distributing the mass of a discrete observation over an interval of the real line. The kernel function is often a probability density function or mass function, which is symmetric, with a zero mean and a ﬁnite variance. In that case, the standard deviation becomes a scaling factor, which governs the dispersion of the kernel and hence the extent to which it smoothes the data. However, it is unnecessary to restrict the class of kernel functions in this way. The restriction that the kernel weights should sum to unity constrains the corresponding ﬁlter to be a lowpass ﬁlter that preserves all elements in the vicinity of zero frequency. If ψ(z) is the z transform of a lowpass ﬁlter, then 1 − ψ(z) is the z transform of the complementary highpass ﬁlter. A highpass ﬁlter, which is intended to remove the low-frequency trend from the data, should be subject to the restriction that its coefﬁcients should sum to zero. According to a common terminology, which is somewhat ambiguous, the scaling factor of the kernel is described as its bandwidth. In one perception, the band in question
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Figure 9.3 The sinc function ψ(t) = sin(πt)/πt. is the neighbourhood of a data point. In that case, the scaling factor governs the width of the support of the kernel function, on the understanding that it is ﬁnite. According to an alternative interpretation, the bandwidth refers to the range of frequencies in the spectral decomposition of the kernel. This usage accords with the popular understanding of frequency-related phenomena, which has been fostered by the widespread availability of domestic electronic appliances. These alternative interpretations are closely linked. In particular, a narrow bandwidth in the time domain implies a wide bandwidth in the frequency domain and vice versa. Continuous kernel functions can be used to reconstitute a continuous function of time from regularly sampled observations. The Shannon–Nyquist sampling theorem, which we shall propound later, indicates that, if the sinusoidal elements of which a stationary time series is composed are band-limited to the frequency interval [0, π], which is to say that there is no element that completes its cycle in less than two sample periods, then a perfect reconstruction of the underlying function can be obtained from its sampled values using the sinc function ψ(t) = sin(πt)/πt of Figure 9.3 as the kernel smoother. In this case, it is entirely accurate to say that the sinc function has a frequency bandwidth of π radians. The sinc function has a value of unity at t = 0 and a value of zero on all other integer points. Thus, instead of distributing the values of the data points over other adjacent integers, the sinc function leaves those values intact; and it adds nothing to the other integers. However, it does attribute values to the non-integer points that lie in the interstices, thereby producing a continuous function from discrete data. Moreover, the data can be recovered precisely by sampling the continuous function at the integer points.



9.3



Local polynomial regression



One way of estimating the trend in a sequence {yt : t = 0, 1, . . . , T − 1} is to interpolate through the data a polynomial in the powers of the time index t. However, there can be disadvantages in representing the trend via an analytic function. Such a function is completely determined by the values of its derivatives at any point in its domain; and any local features of the data that are captured by the function will also have global effects. The characteristics of the trend in the locality of yt will be reﬂected more effectively in a polynomial ﬁtted to a limited set of adjacent data values {yt−j : j = 0, ±1, . . . , ±m}. The resulting local polynomial, which may be denoted by γ (j ) = γ0 + γ1 j + · · · + γp j p ,
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will comprise powers of the index j . Its central value at j = 0, which is xt = γ (0) = γ0 , will provide an estimate of the trend at time t. A sequence of such local polynomials, ﬁtted to the points within a window that moves through the data in step with t, will provide a sequence of trend estimates. The polynomials may be ﬁtted by minimizing a weighted sum of squares of the deviations from the local data: S(t) =



m  1 [yt−j − γ (j )]2 . λ j =−m j



(9.6)



Then, the estimates of the polynomial coefﬁcients will be linear functions of these data values. In particular, the minimization of S(t) will determine a set of moving average  coefﬁcients {ψj : j = 0, ±1, . . . , ±m} such that xt = ψj yt−j . These coefﬁcients are invariant with respect to the location of the data window, and therefore they serve to provide smoothed values throughout the sample, with the exception of the ﬁrst m sample points and the last m sample points, which demand some special treatment. To examine this method in more detail, let us deﬁne      1 −m m2 . . . (−m)p p−m  2 p   1 1 − m (1 − m) . . . (1 − m)   p      1−m   ..   .  .. .. ..  .   .  . . .    .      .   =  p  , .. (9.7) P = 1 0 0 0 0       .   ..   .  .. .. ..  .   .  . . .         p  m−1  1 m − 1 (m − 1)2 . . . (m − 1)p   pm 1 m m2 ... mp which is the matrix of a basis for the local polynomial, together with the diagonal weighting matrix  = diag{λ−m , λ1−m , . . . , λm−1 , λm }.



(9.8)



Then, the vector γ = [γ0 , γ1 , . . . , γp ] of the coefﬁcients of the polynomial γ (j ) that minimizes S(t) is obtained as the solution to the following normal equations of the local polynomial regression: P  −1 P γ = P  −1 y.



(9.9)



y = [yt−m , yt+1−m , . . . , yt , . . . , yt+m−1 , yt+m ]



(9.10)



Here,



is the vector of the observations in the vicinity of yt that lie within the data window. The smoothed value to replace yt is γ0 = p0 γ = p0 (P  −1 P )−1 P  −1 y 



= ψ y,



(9.11)
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where p0 = [1, 0, . . . , 0] is the central row of the matrix P of Equation (9.7); and it is manifest that the ﬁlter weights in ψ = [ψ−m , . . . , ψm ] do not vary as the ﬁlter passes through the sample. Also, it can be seen that ψ  P = p0 (P  −1 P )−1 P  −1 P = p0 , which is to say that m  j =−m



ψj = 1



and



m 



ψj j n = 0



for n = 1, . . . , p.



(9.12)



j =−m



 These conditions are necessary and sufﬁcient to ensure that m j =−m ψj γ (j ) = γ0 . The consequence is that the ﬁlter will transmit, without alteration, not only the ordinates of γ (j ) sampled at the integer points but also those of any other polynomial of degree p or less. Also observe that, by projecting the local data vector on the polynomial basis provided by P , we would obtain a vector yˆ = P (P  −1 P )−1 P  −1 y



(9.13)



comprising a set of 2m + 1 smoothed values to replace those of y. In fact, we chose to select from this vector only the central value, denoted by xt , which becomes the replacement for yt . With this value in hand, the data window can be moved forwards, which is a matter of deleting the element yt−m from one end of the vector y and appending a new data value yt+m+1 to the other end. Then, another smoothed value can be generated to replace yt+1 . We must also consider the circumstances that arise when the data window reaches the end of the sample y0 , . . . , yT −1 and can move no further, which is when t + m = T − 1. Then, xt = yˆt is available as the central value of y, ˆ whereas the smoothed values xt+1 , . . . , xT −1 , which would otherwise depend upon extra-sample data values, are available from yˆ as the succeeding elements yˆt+1 , . . . , yˆT −1 . Under this construction, the ﬁnal m + 1 smoothed values are generated as follows: xt+i = yˆt+i = ψi y = pi (P  −1 P )−1 P  −1 y,



(9.14)



where t = T − m − 1 and i = 0, . . . , m, and where pi is the ith row below the central row p0 of the matrix P . Thus, there is a ﬁlter, with coefﬁcients in the vector ψ = ψ0 , that is applicable to points in the middle of the sample, and there is a set of auxiliary ﬁlters, with coefﬁcients in vectors ψi , i = 1, . . . , m, that are applicable at the ends of the sample. The auxiliary ﬁlters at the upper end of the sample all comprise the same set of 2m + 1 points, which lie within the data window when its progress through the sample is halted. In an alternative method, the data window continues to move through the sample after the point t = T − m − 1 has been reached. From then onwards, its length contracts, through a diminishing number of points ahead of t, until t = T − 1. Then, the window, which comprises the m + 1 points yT −m−2 , . . . , yT −1 , no longer looks forwards in time. Let t > T − m − 1 be the current index. Then, the points falling within the data window are contained in the vector y1 = [yt−m , . . . , yt , . . . , yT −1 ] . The corresponding rows of the matrix P are in P1 = [p−m , . . . , p0 , . . . , pk ] . The remaining rows in
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P2 = [pk+1 , . . . , pm ] are to be disregarded. The smoothed value to replace yt is provided by −1  −1  xt = p0 (P1 −1 1 P1 ) P1 1 y1 = ψq y1 ,



(9.15)



where q is the number of points that have been lost from the upper half of the data window. Then, ψ0 = ψ continues to denote the vector of the coefﬁcients of a ﬁlter that can be applied to points in the middle of the sample, whereas ψq , q = 1, . . . , m, denote the coefﬁcient vectors of a sequence of ﬁlters of diminishing length that can be applied to the points at the end of the sample. An alternative way of enabling the ﬁlter to reach the end of the sample is to represent the requisite extra-sample values by their predictions. Thereafter, one can apply the symmetric moving average to a data sequence comprising both sample values and predictions. One recourse is to generate the predictions via extrapolations of the local polynomial ﬁtted to the sample values that lie within the current data window when t > T − m − 1. These predictions are provided by the vector −1  −1 yˆ2 = P2 (P1 −1 1 P1 ) P1 1 y1 .



(9.16)



 −1  −1 Deﬁne M1 = P1 −1 1 P1 and M2 = P2 2 P2 such that M1 + M2 = P  P . Also let    yˆ = [y1 , yˆ2 ]. Then, the smoothed value that incorporates the predictions is provided by



xt = p0 (P  −1 P )−1 P  −1 yˆ



(9.17)



= p0 (M1 + M2 )−1 (I + M2 M1−1 )P1 −1 1 y1 . Now observe that I + M2 M1−1 = (M1 + M2 )M1−1



implies



(M1 + M2 )−1 (I + M2 M1−1 ) = M1−1 .



Therefore, Equation (9.17) delivers xt = p0 M1−1 P1 −1 1 y1 , which is none other than the value that is indicated by Equation (9.15). This result is due to Wallis (1981). It suggests that, in principle, a procedure based on a time-invariant ﬁlter that overcomes the end-of-sample problem by using predictions based on sample values can be replaced by an equivalent procedure that applies a time-varying ﬁlter to the sample points alone. The technique of ﬁltering via local polynomial regression becomes fully speciﬁed only when the regression weights within  are determined. The matter is dealt with in the following example. An account of local polynomial regression in a wider context than the present one has been provided by Proietti and Luati (2006). Other sources are Fan and Gijbels (2002) and Simonoff (1996).



Example The requirement of Henderson (1916) was for a symmetric ﬁlter that would transmit a cubic polynomial time trend without distortion. It was also required that the ﬁltered sequence should be as smooth as possible. Consider the normal equations (9.9) in the case where the polynomial degree is p = 3. The generic element in the rth row and kth column of the matrix P  −1 P is
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m



= sr+k , where, for notational convenience, we are using wj = λ−1 j . The ﬁlter will be symmetric if and only if the regression weights are symmetric such that wj = w−j , and, under these conditions, it follows that sr+k = 0 if r + k is odd. Therefore, the normal equations take the form       wj yt−j γ0 s0 0 s2 0     jw y   0 s 0 s4  j t−j  2   γ1    (9.18)  =  2 .   s2 0 s4 0   γ2   j wj yt−j   3 0 s4 0 s6 γ3 j wj yt−j j =−m wj j



r+k



Only the ﬁrst and the third of these equations are involved in the determination of γ0 via 



γ0 γ2







 =



s0 s2



s2 s4



(  −1 '  wj yt−j a  2 = c j wj yt−j



b d



( '  wj yt−j  2 . j wj yt−j



(9.19)



Thus γ0 =



m  j =−m



m 



ψj yt−j =



(a + bj 2 )wj yt−j ,



(9.20)



j =−m



where as0 + bs2 = 1 and as2 + bs4 = 0.



(9.21)



It is now a matter of determining the ﬁlter coefﬁcients ψj = (a + bj 2 )wj in accordance with the smoothness criterion. The criterion adopted by Henderson was that the variance of the third differences of the ﬁltered sequence should be at a minimum. This requires that the process generating the sequence should be speciﬁed sufﬁciently for the variance to be deﬁned. An appropriate model is one in which the data are generated by a cubic polynomial with added white noise: y(t) = β(t) + ε(t). The (forward) difference operator has the effect that y(t) = y(t + 1) − y(t). Also, the third difference of a cubic polynomial is some constant c. Therefore, 3 y(t) = c + 3 ε(t); and, if V (εt ) = σ 2 , it follows that  { 3 ψ(j )}2 σ 2 , (9.22) V { 3 y(t)} = j



where ψ(j ) = {ψ : j = 0, ±1, ±2, . . .} denotes the indeﬁnite extension of the sequence of ﬁlter coefﬁcients, formed by supplementing them with the set of zero-valued elements {ψm+j = 0 : j = ±1, ±2, . . .}. (The notation 3 ψ(j ) recognizes the fact that operates upon inﬁnite sequences. The usual notation of econometrics suggests that it is applicable to isolated elements of a sequence, but this is misleading.) The resulting criterion is:    minimize { 3 ψ(j )}2 subject to ψj = 1 and j 2 ψj = 0. (9.23) j



j



j
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The are from (9.12). The remaining conditions of (9.12), which are  two side conditions 3 j j ψj = j j ψj = 0, are satisﬁed automatically as a consequence of the symmetry about ψ0 of the sequence ψ(j ). The constrained minimization, which can be achieved using Lagrangian multipliers, indicates that 6 ψ(j − 3) = a + bj 2 ,



for j = 0, ±1, . . . , ±m.



(9.24)



This implies that the ﬁlter coefﬁcients are the ordinates of a polynomial in j of degree 8, namely ψ(j ) = δ(j )(a + bj 2 ), of which the sixth difference is the quadratic function a + bj 2 . For the condition of (9.24) to be satisﬁed, it is necessary that ψ(j ) should be speciﬁed for the additional values of j = ±(m + 1), ±(m + 2), ±(m + 3). Here, the ordinates are all zeros. It follows that the polynomial, which must have zeros at these six points, must take the form ψ(j ) = [(m + 1)2 − j 2 ][(m + 2)2 − j 2 ][(m + 3)2 − j 2 ](a + bj 2 ).



(9.25)



There are only two remaining parameters to be determined, which are a and b. They are determined via the conditions (9.21). Kenny and Durbin (1982) have found that ψj ∝ [(m + 1)2 − j 2 ][(m + 2)2 − j 2 ][(m + 3)2 − j 2 ][3(m + 2)2 − 16 − 11j 2 ], (9.26) where the constant of proportionality is chosen to ensure that the coefﬁcients sum to unity. The Henderson ﬁlters need to be supplemented by asymmetric ﬁlters designed to cope with the end-of-sample problem. It might seem appropriate to use the techniques that have been described in the text prior to this section. They would entail the extrapolation of a local cubic model of the trend. However, experience has shown that it is more appropriate to depend upon a linear extrapolation. A linear extrapolation is the basis of the so-called Musgrave ﬁlters (Musgrave 1964a, b) that have long been used in central statistical agencies in conjunction with the Henderson ﬁlters. Doherty (2001) has given an account of the origin of these ﬁlters and of the theory that lies behind them. Gray and Thomson (2002) have provided an exhaustive treatment of the theory of end-of-sample ﬁlters. The Henderson ﬁlters have played a dominant role in the methods of trend estimation and seasonal adjustment that have been deployed in common by numerous central statistical agencies; and they have been incorporated in the ubiquitous X-11 program of Shiskin et al. (1967). Recently, there have been indications that they may be ceding their place to other ﬁltering methods, such as those that are described in Section 9.10, which use autoregressive integrated moving average (ARIMA) models to describe the components of the data (see e.g. Monsell et al. 2003). In particular, the TRAMO–SEATS program of Caporello and Maravall (2004) has attracted widespread attention among the statistical agencies. It has been implemented in conjunction with the X-12-ARIMA program of the US Bureau of the Census in the Demetra program of the Statistical Ofﬁce of the European Commission (see Eurostat 2002).
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9.4



The concepts of the frequency domain



According to the basic result of Fourier analysis, it is always possible to approximate an arbitrary function, deﬁned over a ﬁnite interval of the real line and having a ﬁnite number of discontinuities therein, by a weighted sum of sine and cosine functions of harmonically increasing frequencies. Similar results apply in the case of sequences, which may be regarded as functions mapping from the set of integers onto the real line. For a sample of T = 2n observations y0 , y1 , . . . , yT −1 , it is possible to devise an expression of the form yt =



n 



ρj cos(ωj t − θj )



(9.27)



j =0



=



n  [αj cos(ωj t) + βj sin(ωj t)], j =0



wherein ωj = 2πj/T is a multiple of the fundamental frequency ω1 = 2π/T . Here, in the second expression, we have αj = ρj cos(θj ) and βj = ρj sin(θj ). Squaring and adding these gives ρj2 = αj2 + βj2 . Equation (9.27) follows in view of the trigonometric identity cos(A − B) = cos A cos B + sin A sin B.



(9.28)



Thus, the elements of a ﬁnite sequence can be expressed exactly in terms of a ﬁnite number of sines and cosines. A continuous function that interpolates the elements of the sequence can be obtained by replacing the integer-valued time index t by an argument that varies continuously. The sequence y(t) = {yt : t = 0, ±1, ±2, . . .}, expressed in the manner of Equation (9.27), is periodic with a period T equal to the length of the sample. If we conﬁne our attention to a segment of length T , then the periodicity will not be evident. However, we shall also have occasion to consider the periodic extension of the sample, obtained be replicating sample elements over all preceding and succeeding intervals of T points, which is denoted by y(t). We may observe that, within Equation (9.27), we have sin(ω0 t) = sin 0 = 0 and sin(ωn t) = sin(πt) = 0. Therefore, disregarding these zero-valued functions, there are as many trigonometric basis functions in the sum as there are observations in the data sequence {y0 , y1 , . . . , yT −1 }. Thus, the so-called Fourier coefﬁcients {α0 , α1 , β1 , . . . , αn−1 , βn−1 , αn }, which are obtained by projecting the data sequence onto the trigonometric basis, provide a complete summary of the sampled information. Since the trigonometric functions are mutually orthogonal, the Fourier coefﬁcients can be obtained via a set of T simple inner-product formulae, which are in the form of ordinary univariate least squares regressions, with the values of the sine and cosine functions at the points t = 0, 1, . . . , T − 1 as the regressors. Let cj = [c0,j , . . . , cT −1,j ] and sj = [s0,j , . . . , sT −1,j ] represent vectors of T values of the generic functions cos(ωj t)



THE CONCEPTS OF THE FREQUENCY DOMAIN



333



and sin(ωj t), respectively, and let y = [y0 , . . . , yT −1 ] be the vector of the sample data and ι = [1, . . . , 1] a vector of units. Then, the ‘regression’ formulae for the Fourier coefﬁcients are 1 α0 = (ι ι)−1 ι y = yt = y, ¯ (9.29) T t αj = (cj cj )−1 cj y =



2 yt cos(ωi t), T t



(9.30)



βj = (sj sj )−1 sj y =



2 yt sin(ωj t), T t



(9.31)



αn = (cn cn )−1 cj y =



1 (−1)t yt . T t



(9.32)



However, in calculating the coefﬁcients, it is more efﬁcient to use the family of specialized algorithms known as fast Fourier transforms, which deliver the spectral ordinates from which the Fourier coefﬁcients are obtained directly. Equation (9.27) can be written in a more concise manner using the Euler equations: cos(ωj t) = 12 (eiωj t + e−iωj t )



sin(ωj t) = − 12 i(eiωj t − e−iωj t ).



and



(9.33)



Then, yt =



n 



1 2 (αj



− iβj ) eiωj t +



j =0



=



n  j =0



n 



1 2 (αj



+ iβj ) e−iωj t



(9.34)



j =0



ζj eiωj t +



n 



ζj∗ e−iωj t =



n 



ζj eiωj t ,



j =−n



j =0



ζj∗



where ζj = (αj − iβj )/2, which has = ζ−j = (αj + iβj )/2 as its complex conjugate. Also ζ0 = α0 and ζn = αn . The exponential exp(iωj ) = exp(i2πj/T ) is T -periodic in the index j . Therefore, exp(iω−j ) = exp(iωT −j ) and, by taking ζj∗ = ζ−j = ζT −j , we may write yt =



T −1 



ζj eiωj t ,



(9.35)



j =0



wherein the frequency index j = 0, 1, . . . , T − 1 has the same range as the temporal index t. The sequence ζ0 , ζ1 , . . . , ζT −1 constitutes the spectral ordinates of the data. The inverse of Equation (9.35) is the transform that maps from the data to the spectral ordinates: ζj =



T −1 1  yt e−iωj t . T



(9.36)



t=0



The expression ζj = (αj − iβj )/2 is recovered by using the identity exp(−iωj t) = cos(ωj t) − i sin(ωj t) together with Equations (9.30) and (9.31) for αj and βj . Equations (9.35) and (9.36) together summarize the discrete Fourier transform.
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9.4.1 The periodogram The power of a sequence is synonymous with the mean square deviation, which, in statistical terms, is its variance. The power of the sequence x(t) = ρj cos(ωj t) is ρj2 /2. This result can be obtained in view of the identity cos2 (ωj t) = [1 + cos(2ωj t)]/2, because the average of cos(2ωj t) over an integral number of cycles is zero. The assemblage of values ρ12 /2, . . . , ρn2 /2 constitutes the power spectrum of y(t), which becomes the periodogram when scaled by a factor T . Their sum equals the variance of the sequence: T −1 n−1 1  1 2 (yt − y) ¯ 2= ρj + αn2 . T 2



(9.37)



j =1



t=0



The periodogram is effective in revealing the spectral structure of the data and in guiding the business of extracting its components.



Example Figure 9.4 displays a sequence of the logarithms of the quarterly series of UK gross domestic product (GDP) over the period from 1970 to 2005. Interpolated through this sequence is a quadratic trend, which represents the growth path of the economy. The deviations from this growth path are a combination of the low-frequency business cycle with the high-frequency ﬂuctuations that are due to the seasonal nature of economic activity. These deviations are represented in Figure 9.5, which also shows an interpolated continuous function that is designed to represent the business cycle. The periodogram of the deviations is shown in Figure 9.6. This gives a clear indication of the separability of the business cycle and the seasonal ﬂuctuations. The spectral structure extending from zero frequency up to π/8 belongs to the business cycle. The prominent spikes located at the frequency π/2 and at the limiting Nyquist frequency of π are the property of the seasonal ﬂuctuations. Elsewhere in the periodogram, there are wide dead spaces, which are punctuated by the spectral traces of minor elements of noise. The slowly varying continuous function interpolated through the deviations of Figure 9.5 has been created by combining a set of sine and cosine functions of increasing
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Figure 9.4 The quarterly sequence of the logarithms of the GDP in the UK for the years 1970 to 2005, inclusive, together with a quadratic trend interpolated by least squares regression.
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Figure 9.5 The residual sequence from ﬁtting a quadratic trend to the income data of Figure 9.4. The interpolated line represents the business cycle.
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Figure 9.6 The periodogram of the residuals obtained by ﬁtting a quadratic trend through the logarithmic sequence of UK income. frequencies in the manner of Equation (9.27), but with the summation extending no further than the limiting frequency of the business cycle, which is π/8.



9.4.2 Filtering and the frequency domain Given that a data sequence can be represented in terms of trigonometric functions, it is appropriate to consider the effect of applying a linear ﬁlter to such elements. Mapping a (doubly inﬁnite) cosine sequence y(t) = cos(ωt) through a ﬁlter deﬁned by the coefﬁcients {ψj } produces the output  ψj cos[ω(t − j )] (9.38) x(t) = j



=



 j



ψj cos(ωj ) cos(ωt) +







ψj sin(ωj ) sin(ωt)



j



= α cos(ωt) + β sin(ωt) = ρ cos(ωt − θ ),   where α = j ψj cos(ωj ), β = j ψj sin(ωj ), ρ = α 2 + β 2 , and θ = tan−1 (β/α). These results follow in view of the trigonometric identity of Equation (9.28). The effect of the ﬁlter is to alter the amplitude of the cosine via the gain factor ρ and to induce a delay that corresponds to the phase angle θ . It is apparent that, if the 
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 ﬁlter is symmetric about the coefﬁcient ψ0 , with ψ−j = ψj , then β = j ψj sin(ωj ) = 0 and therefore θ = 0. That is to say, a symmetric ﬁlter that looks equally forwards and backwards in time has no phase effect. The z transform of the sequence of ﬁlter coefﬁcients is the polynomial  ψ(z) = ψj z j , (9.39) j



wherein z stands for a complex number. Setting z = exp(−iω) = cos(ω) − i sin(ω) constrains this number to lie on the unit circle in the complex plane. The resulting function ψ(exp{−iω}) =







ψj cos(ωj ) − i



j







ψj sin(ωj )



(9.40)



j



= α(ω) − iβ(ω) is the frequency response function, which is, in general, a periodic complex-valued function of ω with a period of 2π. In the case of a symmetric ﬁlter, it becomes a real-valued and even function, which is symmetric about ω = 0. When the frequency response function is deﬁned over the interval (−π, π) or equally over the interval (0, 2π), it conveys all of the information concerning the gain and the phase effects of the ﬁlter. For a more concise notation, we may write ψ(ω) in place of ψ(exp{−iω}). An alternative expression for the frequency response function derives from the polar representation of complex numbers. We denote the squared modulus of the function ψ(ω) = α(ω) − iβ(ω) by |ψ(ω)|2 = α 2 (ω) + β 2 (ω) and its argument by θ (ω) = tan−1 [β(ω)/α(ω)]. Then, we have ψ(ω) = |ψ(ω)| e−iθ(ω)



(9.41)



= |ψ(ω)| [cos{θ (ω)} − i sin{θ (ω)}]. The function |ψ(ω)| describes the gain of the ﬁlter. Example Figure 9.7 represents the gain of the symmetric Henderson ﬁlters of m = 9 and m = 23 coefﬁcients. The gain is unity at ω = 0, which means that the ﬁlters preserve the trend component. There is a gradual attenuation of the gain until it reaches zero, which is close to ω = π/2 in the case of m = 9 and slightly below ω = π/4 when m = 23. Thereafter, the gain ﬂuctuates as the frequency increases. These ﬂuctuations may be regarded as a design fault of the ﬁlter; and other designs may be sought that suppress the high-frequency components more ﬁrmly. A ﬁlter design that has long been popular in electrical engineering, at least in its analogue form, is the Butterworth ﬁlter (see Pollock 2000). The digital form of the lowpass ﬁlter can be expressed in terms of the following rational function of z: ψ(z) =



(1 + z)n (1 + z−1 )n . (1 + z)n (1 + z−1 )n + λ(1 − z)n (1 − z−1 )n



(9.42)
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Figure 9.7 The gain functions of the Henderson ﬁlters of nine coefﬁcients (broken line) and 23 coefﬁcients (continuous line).
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Figure 9.8 The gain functions of the Butterworth lowpass ﬁlters with n = 4 (broken line) and n = 11 (continuous line), both with a nominal cutoff frequency of 3π/8 radians. The factors (1 + z) and (1 + z−1 ) in the numerator ensure that the gain is zero when z = −1, which is the case when ω = π within z = exp(−iω). On the other hand, when z = 1, which is when ω = 0, the factors (1 − z) and (1 − z−1 ) in the denominator are zeros, and the gain of the ﬁlter is unity. The midpoint ωc of the transition from unit gain to zero gain is governed by the so-called smoothing parameter λ = [1/ tan(ωc /2)]2n ; and the integer parameter n, described as the ﬁlter order, determines the rate of the transition between the two values. Figure 9.8. shows that the Butterworth ﬁlters discriminate clearly between the passband, where, ideally, the gain is unity, and the stop band, where the gain should be zero. In this respect, they are superior to the Henderson ﬁlters. However, since a Butterworth ﬁlter corresponds to a rational function of z, in contrast to the simple polynomial function of a Henderson ﬁlter, its implementation, which we shall describe in a later section, is less straightforward. An implementation of the Butterworth ﬁlter is available on the compact disc that accompanies the book of Pollock (1999).



9.4.3 Aliasing and the Shannon–Nyquist sampling theorem In Equation (9.27), the frequencies of the trigonometric functions range from ω1 = 2π/T to ωn = π. The frequency of π radians per sampling interval is the so-called Nyquist frequency. Although the process generating the data may contain components of frequencies higher than the Nyquist frequency, these will not be detected when it is sampled
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regularly at unit intervals of time. In fact, the effects on the process of components with frequencies in excess of the Nyquist value will be confounded with those whose frequencies fall below it. To demonstrate this, consider the case where the process contains a component that is a pure cosine wave of unit amplitude and zero phase, whose frequency ω lies in the interval π < ω < 2π. Let ω∗ = 2π − ω. Then, cos(ωt) = cos[(2π − ω∗ )t]



(9.43)



∗



∗



= cos(2π) cos(ω t) + sin(2π) sin(ω t) = cos(ω∗ t), which indicates that ω and ω∗ are observationally indistinguishable. Here, ω∗ < π is described as the alias of ω > π. We have demonstrated that, if the rate of sampling is too low, then the resulting sample misrepresents the underlying process. We also need to show that, if the sampling rate is sufﬁcient, then a continuous function can be represented without loss of information by a discrete sample. Thus, according to the Shannon–Nyquist sampling theorem, any square integrable continuous function x(t) that has a Fourier transform ξ(ω) that is band-limited in the frequency domain, with ξ(ω) = 0 for ω > π, has the series expansion x(t) =



∞  k=−∞



xk



∞  sin[π(t − k)] = xk ψ(t − k), π(t − k)



(9.44)



k=−∞



where xk = x(k) is the value of the function x(t) at the point t = k. It follows that the continuous function x(t) can be reconstituted from its sampled values {xt : t ∈ I}. Observe that ψ(t − k) is just a displaced version of the sinc function illustrated in Figure 9.3. In proving this, we use the result that, if x(t) is a continuous square integrable function, then it is amenable to a Fourier integral transform, which gives " ∞ " ∞ 1 x(t) = ξ(ω) eiωt dω, where ξ(ω) = x(t) e−iωt dt. (9.45) 2π −∞ −∞ But ξ(ω) is a continuous band-limited function deﬁned on the interval (−π, π] that may also be regarded as a periodic function with a period of 2π. Therefore, ξ(ω) is amenable to a classical Fourier analysis; and it may be expanded as " π ∞  1 ξ(ω) = ck e−ikω , where ck = ξ(ω) eikω dω. (9.46) 2π −π k=−∞ By comparing Equations (9.45) and (9.46), we see that the coefﬁcients ck are simply the ordinates of the function x(t) sampled at the integer points; and we may write them as ck = xk = x(k).



(9.47)



Next, we must show how the continuous function x(t) may be reconstituted from its sampled values. Using Equation (9.47) in (9.46) gives ξ(ω) =



∞  k=−∞



xk e−ikω .



(9.48)
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Putting this in Equation (9.45), and taking the integral over [−π, π] in consequence of the band-limited nature of the function x(t), gives x(t) =



1 2π



"



π −π



  ∞ k=−∞



 " π ∞ 1  xk e−ikω eiωt dω = xk eiω(t−k) dω. 2π −π



(9.49)



k=−∞



The integral on the right-hand side is evaluated as " π sin[π(t − k)] . eiω(t−k) dω = 2 t −k −π



(9.50)



Putting this into the right-hand side of Equation (9.49) gives the result of Equation (9.44). The Shannon–Nyquist theorem concerns the representation of a square integrable function in terms of a sequence of sinc functions weighted by coefﬁcients that constitute a square summable sequence. However, we shall also be concerned with the representation of a continuous stationary stochastic process deﬁned over the real line and band-limited in frequency to the interval [−π, π]. Such a function is not integrable over the entire real line. Nevertheless, the Shannon–Nyquist theory can be generalized to accommodate this difﬁculty; and the doubly inﬁnite set of sinc functions {sin[π(t − k)]/(t − k) : k = 0, ±1, ±2, . . .} provides a basis for all such continuous functions, which is, in fact, an orthogonal basis. In practice, we deal only with ﬁnite data sequences; and, for the purposes of Fourier analysis, the data can be wrapped around a circle of circumference T , equal to the number of data points. This is tantamount to regarding the data sequence as one cycle of a periodic sequence. The periodic kernel function that would be used for interpolating a continuous periodic function through these data points is the Dirichlet kernel. This can be derived from the sinc function, which has an inﬁnite support, by wrapping it around the circle and by adding the overlying layers. The process of interpolation based on the Dirichlet kernel corresponds exactly with the process of Fourier synthesis, which is based on the spectral ordinates of the data. The sampling theorem has been attributed to several authors, including Whittaker (1915), who published the interpolation formula. The origins of the sampling theorem have been described by Luke (1999), and Higgins (1985) has described the development of the interpolation formula.



9.4.4 The processes underlying the data It is appropriate to consider, in the light of the phenomenon of aliasing and of the Shannon–Nyquist sampling theorem, the nature of the processes underlying the discretely sampled data. A stationary data sequence is commonly modelled as an autoregressive moving average (ARMA) process, which is the result of applying a rational transfer function or ﬁlter to a white noise sequence of independent and identically distributed (i.i.d.) random variables. However, the provenance of the white noise sequence itself requires some explanation.
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A common explanation is that the white noise originates in the sampling of a continuous-time Wiener process. The latter is the product of the cumulation of a stream of inﬁnitesimal impulses, which are the stationary and independent increments of the process. An impulse in continuous time has a uniform power spectrum that is distributed over the entire frequency range, with inﬁnitesimal power in any ﬁnite interval. The sampling of a Wiener process at regular intervals entails a process of aliasing, whereby the cumulated increments give rise to a uniform spectrum of ﬁnite power over the interval [−π, π]. The advantage of this conceptualization is that it places the origin of the white noise sequence in an identiﬁable continuous-time process. An alternative approach is to imagine that the discrete-time white noise is derived by sampling a continuous-time process that is inherently limited in frequency to the interval [0, π]. Figure 9.3 depicted a continuous sinc function, the Fourier transform of which is a rectangle on the frequency interval [−π, π]. The sinc function can also be construed as a wavepacket centred on time t = 0. [The wavepacket is a concept from quantum mechanics (see e.g. Dirac 1958; Schiff 1981) that has become familiar to statisticians via wavelet analysis (see e.g. Daubechies 2004; Percival and Walden 2000).] A continuous stochastic function that is band-limited by the Nyquist frequency of π will be generated by the superposition of such functions arriving at regular or irregular intervals of time and having amplitudes that are randomly distributed. A continuous-time counterpart of a discrete-time white noise process, from which the latter may be obtained by sampling, can be constituted from a stream of sinc function wavepackets arriving at unit time intervals and having amplitudes that are i.i.d. with zero mean and common variance. This is indeed an artiﬁcial process, but it is viable in theory, and it has the advantage of making no reference to the phenomenon of aliasing. A further advantage of this concept of white noise is that it permits us to deﬁne a band-limited white noise that has an upper frequency bound that is less than the Nyquist frequency of π or a lower frequency bound that is greater than zero, or one that has both of these features. A sinc function wavepacket that is limited, in positive frequencies, to the band [α, β] ∈ [0, π], which would be the basis of white noise conﬁned to that band, has the functional form 1 ψ(t) = [sin(βt) − sin(αt)] (9.51) πt 2 = cos[(α + β)t/2] sin[(β − α)t/2] πt 2 = cos(γ t) sin(δt), πt where γ = (α + β)/2 is the centre of the band and δ = (β − α)/2 is its halfwidth. The equality follows from the identity sin(A + B) − sin(A − B) = 2 cos A sin B. It has been shown by Pollock and Lo Cascio (2007) that, when the interval [0, π] is partitioned by a sequence of p frequency bands of equal width, an orthogonal basis can be obtained for each band by displacing its wavelets successively by p elements at a time. The implication is that, to obtain full information on a process that is limited to such a band, we need only sample it at the rate of one observation in p sample periods. In the case of the business cycle function of Figure 9.5, which is band-limited to the frequency interval [0, π/8], only one in eight of the points sampled from this function at
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unit time intervals need to be retained in order to convey all of the relevant information. The periodogram of the resulting subsampled sequence, which has the frequency range of [0, π], will have a proﬁle identical to that of the spectral structure that occupies the interval [0, π/8] in Figure 9.6. A conventional ARMA model depicts a stationary process that has a spectral density function that is nonzero everywhere in the interval [0, π], except, possibly, over a set of measure zero. Such models are inappropriate to the business cycle data of Figure 9.5, which have a periodogram that is effectively zero-valued over large intervals of the frequency range. However, there should be no difﬁculty in ﬁtting an ARMA model to data obtained by subsampling the business cycle sequence that underlies the smooth trajectory of Figure 9.5 at the rate of one in eight.



9.5



The classical Wiener–Kolmogorov theory



The purpose of a Wiener–Kolmogorov ﬁlter is to extract an estimate of a signal sequence ξ(t) from an observable data sequence y(t) = ξ(t) + η(t),



(9.52)



which is afﬂicted by the noise η(t). The theory was formulated independently by Wiener (1941) and Kolmogorov (1941) during World War II. They were both considering the problem of how to target radar-assisted anti-aircraft guns on incoming enemy aircraft. According to the classical assumptions, which we shall later amend, the signal and the noise are generated by zero-mean stationary stochastic processes that are mutually independent. It follows that the autocovariance generating function of the data is the sum of the autocovariance generating functions of its two components. Thus γ yy (z) = γ ξ ξ (z) + γ ηη (z)



and γ ξ ξ (z) = γ yξ (z).



(9.53)



These functions are amenable to the so-called Cram´er–Wold factorization, and they may be written as γ yy (z) = φ(z−1 )φ(z),



γ ξ ξ (z) = θ (z−1 )θ (z),



γ ηη (z) = θη (z−1 )θη (z).



(9.54)



Such factorizations were considered by Wold (1954), who cited unpublished work of H. Cram´er. An effective algorithm for achieving the factorization was proposed by Wilson (G. Tunnicliffe-Wilson) (1969), and the code for implementing it has been provided by Pollock (1999), among others. For a further discussion, see Godolphin (1976). The estimate of the signal element ξt is a linear combination xt =



q 



ψt,j yt−j



j =−p



of the available data points within the information vector y = [yt−q , yt+1−q , . . . , yt , . . . , yt+p−1 , yt+p ] .



(9.55)
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The vector may contain all of the available data, or it may represent a narrow window that is moving over the data. If the contents of the data window are ﬁxed and if the window does not move forwards with each successive estimate of the signal, then the coefﬁcients ψt,j of the ﬁlter are liable to vary with both t and j . The principle of minimum mean square error estimation indicates that the estimation errors must be statistically uncorrelated with the elements of the information set. Thus 0 = E(yt−j {ξt − xt })



(9.56)



 q



= E(yt−j ξt ) −



ψt,k E(yt−j yt−k )



k=−p yξ



= γj −



q 



yy



ψt,k γj −k .



k=−p



Equation (9.56) can be rendered also in a j = −p, we get the following system:  ξ ξ   yy yy γ0 γ1 γq  ξ ξ   yy yy γ0  γq−1   γ1     .  =  .. ..  ..   . .    yy yy ξξ γ γ p+q p+q−1 γp yξ



matrix format. By running from j = q to yy



. . . γp+q yy . . . γp+q−1 .. .. . . yy ... γ0







ψt,q



   ψt,q−1   ..  .  ψt,−p



    .  



(9.57)



ξξ



Here, on the left-hand side, we have set γj = γj in accordance with Equation (9.53). Let T = p + q + 1 be the number of elements in the information set, and deﬁne the dispersion matrices ξ , η , and y = ξ + η of order T of the vectors ξ , η, and y = ξ + η, which contain the elements of the signal, the noise, and the data that fall within the span of the information set. Then, Equation (9.57) can be written in summary notation  as ξ eq = y ψt• , where eq is a vector of order T containing a single unit preceded by q zeros and followed by p zeros. The coefﬁcient vector ψt• = [ψt,q , ψt,q−1 , . . . , ψt,−p ] is given by  −1 ψt• = eq ξ −1 y = eq ξ (ξ + η ) .



(9.58)



and the estimate of ξt is xt = ψt• y. (There are p data elements ahead of this prediction for time t and q behind, which accounts for eq .) Given y = [y0 , y1 , . . . , yT −1 ] , which contains all of the available data, the estimate of the complete vector ξ = [ξ0 , ξ1 , . . . , ξT −1 ] of the corresponding signal elements would be −1 x = ξ −1 y y = ξ (ξ + η ) y.



(9.59)



This is the ﬁnite-sample version of the Wiener–Kolmogorov ﬁlter, which will be discussed more fully in Section 9.7. Observe that Equation (9.59) represents a time-varying ﬁlter. The tth row of the matrix ξ −1 y provides the ﬁlter coefﬁcients that serve to generate the value xt by a combination of the elements of the data vector y. It also worth noting that this ﬁlter requires no extrapolations of the data to enable it to reach the ends of the sample.
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The classical Wiener–Kolmogorov theory was aimed at developing linear timeinvariant ﬁlters that would be appropriate to semi-inﬁnite and doubly inﬁnite data sequences; and many of the subsequent developments have taken the classical results as their starting point. To derive the classical formulae, consider suppressing the time subscript of ψt,k within Equation (9.56). On multiplying throughout by zj , the equation can be rendered as yξ



yy



yy



yy



γj zj = zj (ψ−p γj +p + ψ1−p γj −1+p + · · · + ψq γj −q )



(9.60)



= (ψ−p z−p )(γj +p zj +p ) + (ψ1−p z1−p )(γj −1−p zj −1−p ) yy



yy



+ · · · + (ψq zq )(γj −q zj −q ), yy



and, in the case where −p ≤ j ,k ≤ q, the full set of so-called normal equations can be expressed as γ ξ ξ (z)(−p,q) = [γ yy (z)ψ(z)](−p,q) ,



(9.61)



where we have set γ yξ (z) = γ ξ ξ (z), according to Equation (9.53), and where the subscript (−p, q) indicates that only the terms associated with z−p , z1−p , . . . , zq have been taken from γ ξ ξ (z)and γ yy (z)ψ(z). Equations (9.61) can accommodate a wide variety of assumptions concerning the extent of the information set. These include the case of a causal ﬁnite impulse response (FIR) ﬁlter (with j ∈ [0, n]), a symmetric two-sided FIR ﬁlter (with j ∈ [−n, n]), a causal inﬁnite impulse response (IIR) ﬁlter (with j ∈ [0, ∞]), or a bidirectional IIR ﬁlter (with no bounds on j ). In the case of a causal IIR ﬁlter, the normal equations take the form [γ ξ ξ (z)]+ = [φ(z−1 )φ(z)ψ(z)]+ ,



(9.62)



where the subscripted + is to indicate that only the part of the series that contains non-negative powers of z is to be taken. (This is the notation of Whittle (1983).) The solution is  ξξ  γ (z) 1 . (9.63) ψ(z) = φ(z) φ(z−1 ) + The classical Wiener–Kolmogorov theory also considers the case of a doubly inﬁnite information set. When there are no restrictions on the exponent of z, the normal equations (9.61) become γ ξ ξ (z) = γ yy (z)ψ(z). Then, we have ψ(z) =



θ (z−1 )θ (z) γ ξ ξ (z) = , γ yy (z) φ(z−1 )φ(z)



(9.64)



which is the basis for a symmetric IIR ﬁlter. An example is provided by the Butterworth ﬁlter of Equation (9.42).



344



STATISTICAL SIGNAL EXTRACTION AND FILTERING



Notwithstanding the fact that Equation (9.57) provides an appropriate environment in which to derive ﬁlters for ﬁnite data sequences, it has been customary to derive such ﬁlters with reference to Equation (9.64), which relates to data sequences that are doubly inﬁnite. A ﬁlter that presupposes an inﬁnite dataset is unrealizable in practice; and there are three common ways of deriving a practical ﬁlter from Equation (9.64). The ﬁrst way, which is the simplest, depends upon generating the Laurent expansion of the rational function to create the series ψ(z) = {ψ0 + ψ1 (z−1 + z) + · · ·}. From the central coefﬁcients of the expansion, an FIR ﬁlter is formed, which can be applied to the data. However, to obtain a good approximation to the theoretical ﬁlter of Equation (9.64), a large number of coefﬁcients may be needed. Hillmer and Tiao (1982) have used such a method. The second method of implementing the ﬁlter depends upon the Cram´er–Wold factorizations of γ ξ ξ (z) and γ yy (z). From the resulting factors, two ﬁlters can be formed, one working in direct time and the other in reverse time. The ﬁltering operations may be represented by φ(z)q(z) = θ (z)y(z),



φ(z−1 )x(z) = θ (z−1 )q(z).



(9.65)



The ﬁrst ﬁlter, which runs forwards in time, generates the intermediate output q(t), and the second ﬁlter, which runs backwards in time, generates the ﬁnal output x(t). This is the bidirectional method, which was the lietmotif of the method proposed by Pollock (2000), which amounts to a procedure for solving Equation (9.59). In the third method, a factorization is employed that has the form γ ξ ξ (z) ρ(z) ρ(z−1 ) = + . γ yy (z) φ(z) φ(z−1 )



(9.66)



Two parallel sequences f (t) and b(t) are generated via ρ(z)f (z) = θ (z)y(z),



ρ(z−1 )b(z) = θ (z−1 )y(z),



(9.67)



and the results are added to create x(t) = f (t) + b(t). This is the contragrade method of Burman (1980), who attributed it to G. Tunnicliffe-Wilson. It has been employed in the TRAMO–SEATS program of G´omez and Maravall (1996) and of Caporello and Maravall (2004). In the econometric analysis of time series, it is common to model a nonstationary process via an autoregressive operator with roots of unit value, which are on the boundary of instability. Imagine that the data sequence y(t) = ξ(t) + η(t) contains a stationary noise component η(t) and a nonstationary trend component ξ(t) that can be reduced to stationarity by p-fold differencing. Let ∇(z) = 1 − z be the z transform of the difference operator. Then, multiplying y(z) by ∇ p (z) will give ∇ p (z)y(z) = ∇ p (z)ξ(z) + ∇ p (z)η(z)



(9.68)



= δ(z) + κ(z) = g(z). The estimates of the differenced components δ(t) and κ(t) may be denoted by d(t) and k(t), respectively. They may be extracted from the differenced data g(t) in the various
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ways that have already been described for stationary data, using ﬁlters based on ψδ (z) =



γ ξ ξ (z) γ δδ (z) = γ gg (z) γ yy (z)



and ψκ (z) =



γ ηη (z) γ κκ (z) = , γ gg (z) γ yy (z)



(9.69)



which are complementary in the sense that ψδ (z) + ψκ (z) = 1. Thereafter, the sought-after estimates of ξ(t) and η(t), denoted by x(t) and h(t), respectively, can be obtained by cumulating their differenced versions. Let (z) = ∇ −1 (z) denote the cumulation operator, which is the inverse of the difference operator. Then, h(z) =  p (z)k(z) is the z transform of the sequence h(t), obtained by cumulating k(t). The latter is given by the k(z) = ψκ (z)g(z). When h(t) is available, the estimate of ξ(t) may be obtained by subtraction: x(t) = y(t) − h(t).



(9.70)



If ψκ (z) contains the factor (1 − z)n of degree n ≥ p, which will often prove to be the case, then applying the reduced ﬁlter ψκ∗ (z) = (1 − z)−p ψκ (z) =  p (z)ψκ (z) to g(z) will produce h(z) directly. Thus, one can avoid the need to cumulate the ﬁltered sequence, which means that there will be no need for starting values. Observe also that ψκ∗ (z)g(z) = ψκ (z)y(z), so we might apply the original ﬁlter to the undifferenced data. However, this would require us to supply nonzero starting values to the ﬁlter. In the next section, we shall consider in more detail the means of converting to a matrix format a set of equations that have been expressed in terms of the z transform; and, thereafter, we shall be considering the estimation of the time-varying ﬁlter coefﬁcients in more detail.



9.6



Matrix formulations



The classical theory of statistical signal extraction presupposes lengthy data sequences, which are assumed, in theory, to be doubly inﬁnite or semi-inﬁnite, and it is also assumed that the processes generating these data are statistically stationary. In many practical cases, and in most econometric applications, the available data are, to the contrary, both strongly trended and of a limited duration. In order to adapt the theory to these circumstances, it is helpful to employ a formulation that is in terms of matrices and vectors. The theory of local polynomial regression, which has been touched on in Section 9.3, and which entails FIR ﬁlters, is naturally expressed in matrices. The ﬁltering theory that has been developed by electrical engineers, and which typically makes reference to the frequency domain, has been expressed in terms of the z transforms of the data sequences and of the sequences of ﬁlter coefﬁcients, which thereby become polynomial operators. These notational and conceptual differences have created a schism in the theory of statistical signal extraction that needs to be overcome. A fruitful approach to unifying the theory is to seek a matrix representation of the argument z of the z transforms. The latter is commonly interpreted as an arbitrary point in the complex plane, when it is not constrained to lie on the unit circle. Within the time
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domain, the argument assumes the role of a temporal lag operator or delay operator. In fact, in electrical engineering, the delay operator is commonly represented by z−1 ; but it serves our present purposes better to depart from this convention by using z instead. There are two alternative matrix representations of the argument that preserve the underlying algebra of polynomials and rational functions to differing degrees.



9.6.1 Toeplitz matrices In the ﬁrst of these matrix representations, which is appropriate to a time-domain interpretation of linear ﬁltering, the argument z is replaced by LT = [e1 , e2 , . . . , eT −1 , 0],



(9.71)



which is obtained from the identity matrix IT = [e0 , e1 , . . . , eT −1 ] by deleting the leading column and appending a column of zeros to the end of the array. This is the ﬁnite-sample version of the lag operator L that is commonly employed by econometricians. When it is applied to the sequence x(t) = {xt : t = 0, ±1, ±2, . . .}, the effect of the lag operator is that Lx(t) = x(t − 1). The inverse element z−1 , which stands for the forward-shift operator, can be replaced by the matrix FT = [0, e1 , e2 , . . . , eT −2 ] = LT .



(9.72)



We note that, whereas zz−1 = z−1 z = 1, which is an identity operator, we have LT FT = FT LT = IT . Here, the discrepancy lies in the fact that LT FT differs from IT in having a zero as its leading (top-left) element, whereas FT LT differs from IT in having a zero for its ﬁnal (bottom-right) element. A related discrepancy is that, whereas z can be raised to any power, the operators LT T +q T +q and FT are nilpotent of degree T , which is to say that LT = 0 and FT = 0 for all q ≥ 0. q Given a Laurent polynomial of the form α(z) = j =−p αj zj , we can replace the powers of z and z−1 by powers of LT and FT , respectively, to obtain the banded Toeplitz matrix A = [αi−j ], in which the generic element in the ith row and the j th column is q αij = αi−j . More particularly, if α(z) = j =0 αj zj is a polynomial in positive powers of z, then replacing z by LT gives rise qto a lower-triangular Toeplitz matrix A = α(LT ), whereas replacing z−1 in α(z−1 ) = j =0 αj z−j by FT leads to the corresponding upper-triangular matrix. The lower-triangular Toeplitz matrix A = α(LT ) is completely characterized by its leading column, which is α = Ae0 , whereas the upper-triangular matrix A = α(FT ) is completely characterized by its leading row, which is α  = e0 A . It is important to note that lower-triangular Toeplitz matrices commute in multiplication, as do the upper-triangular matrices. This is attributable to their origins in polynomials. Thus, we have the following result. If A = α(LT ) and B = β(LT ) are lower-triangular Toeplitz matrices, then AB = BA is also a lower-triangular Toeplitz matrix.



(9.73)



It also follows that ABe0 = Aβ = BAe0 = Bα.



(9.74)



MATRIX FORMULATIONS



347



It is of some signiﬁcance that this commutativity in multiplication does not extend to Toeplitz matrices in general. If fact, if A = [αi−j ] and B = [βi−j ] are Toeplitz matrices, then AB = (BA)# and BA = (AB)# , where Q# denotes the counter-transpose of Q, which is its reﬂection about the secondary southwest–northeast diagonal.



Example Consider a sequence y(t) = {yt : t = 0, ±1, ±2, . . .} generated by a moving average process of order q. Then, yt =



q 



µj εt−j



µ0 = 1,



with



(9.75)



j =0



where εt is from a whitenoise sequence of i.i.d. random variables of zero mean and ﬁnite q variance σε2 . If µ(z) = j =0 µj zj is the z transform of the moving average coefﬁcients, 2 −1 then γ (z) = σε µ(z )µ(z) is the autocovariance generating function of the process. Now consider a vector y = [y0 , y1 , . . . , yT −1 ] of T observations sampled from the process. This can be written as y = M∗ ε∗ + Mε,



(9.76)



where ε = [ε0 , ε1 , . . . , εT −1 ] contains disturbances from within the sample period and ε∗ = [ε−q , . . . , ε−2 , ε−1 ] is a vector of pre-sample elements. The matrix M = µ(LT ), which is of lower-triangular Toeplitz form, is completely  characterized by its leading vector [µ0 , µ1 , . . . , µq , 0, . . . 0] . The matrix M∗ = [M∗∗ , 0] contains the parameters associated with the pre-sample elements. An example is provided by the following display, which relates to the case where the moving average order is q = 3 and the size of the sample is T = 6:     M∗ =   



µ3 0 0 0 0 0



µ2 µ3 0 0 0 0



µ1 µ2 µ3 0 0 0







    ,  



   M=  



µ0 µ1 µ2 µ3 0 0



0 µ0 µ1 µ2 µ3 0



0 0 µ0 µ1 µ2 µ3



0 0 0 µ0 µ1 µ2



0 0 0 0 µ0 µ1



0 0 0 0 0 µ0



    .  



(9.77)



The autocovariance matrix of the sample is given by  = γ0 IT +



q 



j



j



γj (LT + FT )



(9.78)



j =1



= σε2 (M∗ M∗ + MM  ). The ﬁrst expression on the right-hand side is obtained directly from the autocovariance generating function by replacing the powers of z and z−1 by the corresponding powers of LT and FT and by replacing z0 = 1 by IT . The second expression comes from Equation (9.76), when the latter is used within E(yy  ) = .
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It is notable that, whereas γ (z) = σε2 µ(z)µ(z−1 ) = σε2 µ(z−1 )µ(z), we ﬁnd that  = σε2 MM  = σε2 M  M, where M and  are the direct matrix analogues of µ(z) and γ (z). The difﬁculty, which resides in the leading submatrix of MM  and the trailing submatrix of M  M, is an end-of-sample problem due to the extra-sample elements. For a discussion of Toeplitz matrices in relation to the maximum likelihood estimator of a Gaussian autoregressive moving average process (see Godolphin and Unwin 1983).



9.6.2 Circulant matrices In the second of the matrix representations, which is appropriate to a frequency-domain interpretation of ﬁltering, the argument z is replaced by the full-rank circulant matrix KT = [e1 , e2 , . . . , eT −1 , e0 ],



(9.79)



which is obtained from the identity matrix IT = [e0 , e1 , . . . , eT −1 ] by displacing the leading column to the end of the array. This is an orthonormal matrix, the transpose of which is the inverse, such that KT KT = KT KT = IT . The powers of the matrix T +q q form a T -periodic sequence such that KT = KT for all q. The periodicity of these powers is analogous to the periodicity of the powers of the argument z = exp(−i2π/T ), which is to be found in the Fourier transform of a sequence of order T . The matrices KT0 = IT , KT , . . . , KTT −1 form a basis for the set of all circulant matrices of order T – a circulant matrix X = [xij ] of order T being deﬁned as a matrix in which the value of the generic element xij is determined by the index {(i − j ) mod T }. This implies that each column of X is equal to the previous column rotated downwards by one element. It follows that there exists a one-to-one correspondence between the set of all polynomials of degree less than T and the set of all circulant matrices of order T . Therefore, if α(z) is a polynomial of degree less that T , then there exists a corresponding circulant matrix A = α(KT ) = α0 IT + α1 KT + · · · + αT −1 KTT −1 .



(9.80)



A convergent sequence of indeﬁnite length can also be mapped into a circulant  matrix. that |γi | < ∞, Thus, if {γi } is an absolutely summable sequence obeying the condition  then the z transform of the sequence, which is deﬁned by γ (z) = γj zj , is an analytic function on the unit circle. In that case, replacing z by KT gives rise to a circulant matrix  = γ (KT ) with ﬁnite-valued elements. In consequence of the periodicity of the powers
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j =0
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(9.81)



j =0



= ϕ0 IT + ϕ1 KT + · · · + ϕT −1 KTT −1 . Given that {γi } is a convergent sequence, it follows that the sequence of the matrix coefﬁcients {ϕ0 , ϕ1 , . . . , ϕT −1 } converges to {γ0 , γ1 , . . . , γT −1 } as T increases. Notice that the matrix ϕ(K) = ϕ0 IT + ϕ1 KT + · · · + ϕT −1 KTT −1 , which is derived from a polynomial ϕ(z) of degree T − 1, is a synonym for the matrix γ (KT ), which is derived from the z transform of an inﬁnite convergent sequence. The polynomial representation is enough to establish that circulant matrices commute in multiplication and that their product is also a polynomial in KT . That is to say, we have the following result. If X = x(KT ) and Y = y(KT ) are circulant matrices,



(9.82)



then XY = Y X is also a circulant matrix. The matrix operator KT has a spectral factorization that is particularly useful in analysing the properties of the discrete Fourier transform. To demonstrate this factorization, we must ﬁrst deﬁne the so-called Fourier matrix. This is a symmetric matrix UT = T −1/2 [WT : t, j = 0, . . . , T − 1], jt



(9.83)



the generic element of which in the j th row and tth column is jt



WT = exp(−i2πtj/T ) = cos(ωj t) − i sin(ωj t),



(9.84)



where ωj = 2πj/T . The matrix UT is unitary, which is to say that it fulﬁls the condition U¯ T UT = UT U¯ T = IT ,



(9.85)



−j t



where U¯ T = T −1/2 [WT : t, j = 0, . . . , T − 1] denotes the conjugate matrix. The operator can be factorized as KT = U¯ T DT UT = UT D¯ T U¯ T ,



(9.86)



DT = diag{1, W, W 2 , . . . , W T −1 }



(9.87)



where



is a diagonal matrix whose elements are the T roots of unity, which are found on the circumference of the unit circle in the complex plane. Observe also that DT is T -periodic,
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q+T q q q q such that DT = DT , and that KT = U¯ T DT UT = UT D¯ T U¯ T for any integer q. Since the powers of KT form the basis for the set of circulant matrices, it follows that such matrices are amenable to a spectral factorization based on Equation (9.86).



Example Consider, in particular, the circulant autocovariance matrix that is obtained by replacing the argument z in the autocovariance generating function γ (z) by the matrix KT . Imagine that the autocovariances form a doubly inﬁnite sequence, as is the case for an autoregressive process or an autoregressive moving average process: ◦ = γ (KT ) = γ0 IT +



∞ 



γτ (KTτ + KT−τ )



(9.88)



τ =1



= ϕ0 I T +



T −1 



ϕτ (KTτ + KT−τ ).



τ =1



Here ϕτ , τ = 0, . . . , T − 1, are the ‘wrapped’ coefﬁcients that are obtained from the original coefﬁcients of the autocovariance generating function in the manner indicated by Equation (9.81). The spectral factorization gives ◦ = γ (KT ) = U¯ γ (D)U.



(9.89)



The j th element of the diagonal matrix γ (D) is γ (exp{iωj }) = γ0 + 2



∞ 



γτ cos(ωj τ ).



(9.90)



τ =1



This represents the cosine Fourier transform of the sequence of the ordinary autocovariances; and it corresponds to an ordinate (scaled by 2π) sampled at the point ωj from the spectral density function of the linear (i.e. noncircular) stationary stochastic process.



9.7



Wiener–Kolmogorov ﬁltering of short stationary sequences



In the classical theory, it is assumed that there is a doubly inﬁnite sequence of observations, denoted, in this chapter, by y(t) = {yt : t = 0, ±1, ±2, . . .}. Here, we shall assume that the observations run from t = 0 to t = T − 1. These are gathered in the vector y = [y0 , y1 , . . . , yT −1 ] , which is decomposed as y = ξ + η,



(9.91)



where ξ is the signal component and η is the noise component. It may be assumed that the latter are from independent zero-mean Gaussian processes that are completely characterized by their ﬁrst and second moments.
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The autocovariance or dispersion matrices, which have a Toeplitz structure, may be obtained by replacing the argument z within the relevant autocovariance generating functions by the matrix LT of Equation (9.71). The resulting ﬁrst-order and second-order moments are denoted by E(ξ ) = 0,



D(ξ ) = ξ ,



E(η) = 0,



D(η) = η ,



C(ξ, η) = 0.



(9.92)



A consequence of the independence of ξ and η is that D(y) =  = ξ + η . Under the Gaussian assumption, the joint density function of ξ and η is  −1 N (ξ, η) = (2π)−T |ξ |−1/2 |η |−1/2 exp[− 12 (ξ  −1 ξ ξ + η η η)],



(9.93)



The problem of estimating ξ and η can be construed as a matter of maximizing the likelihood function N (ξ, η) subject to the condition that ξ + η = y. This entails minimizing a chi-squared criterion function:  −1 S = (y − ξ ) −1 η (y − ξ ) + ξ ξ ξ



(9.94)



 −1 = η −1 η η + (y − η) ξ (y − η).



The minimizing values of ξ and η are, respectively, −1 −1 −1 x = (−1 ξ + η ) η y,



(9.95)



−1 −1 −1 h = (−1 ξ + η ) ξ y,



(9.96)



and it is manifest that x + h = y, which is to say that the two estimates obey the same adding-up condition as the true components. The identities −1 −1 −1 −1 (−1 ξ + η ) η = ξ (ξ + η ) ,



(9.97)



−1 −1 −1 −1 (−1 ξ + η ) ξ = η (ξ + η ) ,



(9.98)



which are easily proven by pre-multiplying and post-multiplying the equations by −1 ξ + −1 η and ξ + η , respectively, can be used to rewrite the estimates as x = ξ (ξ + η )−1 y = Zξ y, −1



h = η (ξ + η ) y = Zη y.



(9.99) (9.100)



The ﬁrst of these is the formula of Equation (9.59). It can also be seen, with reference to the moments in Equation (9.92), that x = E(ξ |y) = E(ξ ) + C(ξ, y)D −1 (y)[y − E(y)],



(9.101)



h = E(η|y) = E(η) + C(η, y)D −1 (y)[y − E(y)],



(9.102)



which is to say the estimates are the conditional expectations of the unobserved components – which means that they are also the minimum mean square error estimates.
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The corresponding error dispersion matrices, from which conﬁdence intervals for the estimated components may be derived, are D(ξ |y) = D(ξ ) − C(ξ, y)D −1 (y)C(y, ξ )



(9.103)



= ξ − ξ (ξ + η )−1 ξ , D(η|y) = D(η) − C(η, y)D −1 (y)C(y, η)



(9.104)



= η − η (ξ + η )−1 η . These formulae contain the dispersion matrices D{E(ξ |y)} = C(ξ, y)D −1 (y)C(y, ξ ) and D{E(η|y)} = C(η, y)D −1 (y)C(y, η), which give the variability of the estimated components relative to their zero-valued unconditional expectations. The results follow from the ordinary algebra of conditional expectations, an account of which has been given by Pollock (1999). Since y = x + h, only one of the estimates needs be calculated. The other may be obtained by subtracting the calculated estimate from y. Also, the matrix inversion lemma indicates that −1 −1 (−1 = η − η (η + ξ )−1 η ξ + η )



(9.105)



−1



= ξ − ξ (η + ξ ) ξ . Therefore, Equations (9.103) and (9.104) represent the same quantity, which is to be expected in view of the adding up. The identities of Equation (9.105), which describe the matrix inversion lemma, can be derived from those of Equations (9.97) and (9.98). Adding the left-hand side of Equation (9.97) to the left-hand side of Equation (9.98) gives an identity matrix. Therefore, adding the left-hand side of Equation (9.97) to the right-hand side of Equation (9.98) also gives the identity matrix: −1 −1 −1 −1 (−1 = IT ξ + η ) η + η (ξ + η )



Post-multiplying this by η and rearranging gives the ﬁrst of the identities of Equation (9.105). The other follows by an argument of symmetry. The ﬁlter matrix Zξ = ξ (ξ + η )−1 of Equation (9.99), which has appeared already under Equation (9.59), may be regarded as the ﬁnite-sample version of the ﬁlter formula ψξ (z) = γ ξ ξ (z)/γ yy (z) of Equation (9.64). Notice, however, that it is not sufﬁcient merely to replace the argument z within the latter equation by LT . The reason is that the matrices ξ = γ ξ ξ (LT ), η = γ ηη (LT ), and  = γ yy (LT ) and their inverses fail to commute in multiplication. An order asserts itself among the factors of the ﬁlter matrices that is immaterial in the case of their inﬁnite-sample analogues. To investigate the mapping from y to x = E(ξ |y) or, equally, the mapping from y to h = E(η|y), we must take account of the various symmetries manifested by the Toeplitz matrices η and ξ . The generic Toeplitz matrix  is symmetric about the principal (northwest–southeast) diagonal, which is ordinary symmetry. It is symmetric about the secondary (northeast–southwest) diagonal, which is persymmetry. It is invariant
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with respect to rotations of 180◦ around the central point at the intersection of its two diagonals, which is centrosymmetry. Let H = [eT −1 , . . . , e1 , e0 ] be the counter-identity matrix, which has units on the secondary diagonal and zeros elsewhere, and let # be the counter-transpose, which is the reﬂection of  about the secondary diagonal. Then, the symmetries of  may be recorded as follows. (i)



Symmetry:



 =  .



(ii)



Persymmetry:



 = # , # 



equivalently H H =  .



(9.106)



(iii) Centrosymmetry:  = ( ) =  , equivalently H H = . r



The matrix of x = Zy, which is the estimating equation of the signal ξ , is determined by the equation ξ = Z, wherein both ξ and  = ξ + η are Toeplitz matrices. Therefore, since H ξ H = ξ , H H = , and H H = I , it follows that ξ = H ξ H = {H ZH }{H H } = {H ZH } = Z.



(9.107)



In view of the nonsingularity of the factors, we conclude from this that H ZH = Z, which is to say that Z = ξ (ξ + η )−1 is a centrosymmetric matrix, albeit that it is not a Toeplitz matrix. Let y r = Hy and x r = H x be y and x in reverse. Then, the centrosymmetric property of Z ensures that both x = Zy and x r = Zy r . This feature is in accordance with the fact that the direction of time can be reversed without affecting the statistical properties of a stationary process. The use of centrosymmetric matrices in ﬁltering time series has been discussed by Dagum and Luati (2004). The ﬁlter weights that are provided by the rows of the matrices Z vary as the ﬁlter progresses through the sample. As the sample size increases, the weights in the central row of Z, when it has an odd number of rows, will tend to the set of constant coefﬁcients that would be derived under the assumption of a doubly inﬁnite data sequence. These coefﬁcients are symmetric about a central value. The weights of the ﬁnal row of Z correspond to the coefﬁcients of a one-sided causal ﬁlter that looks backwards in time, whereas those in the ﬁrst row correspond to the same ﬁlter looking forwards in time. A simple procedure for calculating the estimates x and h begins by solving the equation (ξ + η )b = y



(9.108)



for the value of b. Thereafter, one can generate x = ξ b



and h = η b.



(9.109)



If ξ and η correspond to the dispersion matrices of moving average processes, then the solution to Equation (9.108) may be found via a Cholesky factorization that sets ξ + η = GG , where G is a lower-triangular matrix with a limited number of nonzero bands. This is the matrix analogue of a Cram´er–Wold factorization. The system GG b = y may be cast in the form of Gp = y and solved for p. Then, G b = p can be solved for b.
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9.8



Filtering nonstationary sequences



The problems of ﬁltering a trended data sequence may be overcome by reducing it to stationarity by differencing. The differenced sequence can be ﬁltered and, if necessary, it can be reinﬂated thereafter to obtain an estimate of a trended data component. If one is seeking to estimate a stationary component of a nonstationary sequence, then the reinﬂation can be avoided. It is possible to approach the problem of estimating a trended component by ﬁltering the data directly, without differencing, provided that sufﬁcient attention is paid to the provision of the necessary initial conditions. This is the preferred approach of some econometricians, which leads them to adopt the Kalman ﬁlter, which is expounded in Section 9.11. A strong advocacy of the Kalman ﬁlter in association with structural time-series models has been made by Durbin and Koopman (2001, section 3.5). The matrix that takes the pth difference of a vector of order T is given by p



∇T = (I − LT )p .



(9.110)



We may partition the matrix so that ∇T = [Q∗ , Q] , where Q∗ has p rows. The inverse −p matrix is partitioned conformably to give ∇T = [S∗ , S]. We may observe that     Q∗ S∗ S = S∗ Q∗ + SQ = IT , (9.111) Q p



and that







Q∗ Q











S∗



S







 =



Q∗ S∗ Q S∗



Q∗ S Q S







 =



Ip 0



0 IT −p



 .



(9.112)



When the differencing operator is applied to a vector x, the ﬁrst p elements of the product, which are in d∗ , are not true differences and they are liable to be discarded:      d∗ Q∗ p y = . (9.113) ∇T x = Q d However, if the elements of d∗ are available, then the vector x can be recovered from d = Q x via the equation x = S∗ d∗ + Sd.



(9.114)



The columns of the matrix S∗ provide a basis for the set of polynomials of degree p − 1 deﬁned over the integer values t = 0, 1, . . . , T − 1. Therefore, f = S∗ d∗ is a vector of polynomial ordinates, while d∗ can be regarded as a vector of p polynomial parameters. The treatment of trended data must accommodate stochastic processes with drift. Therefore, it will be assumed that, within y = ξ + η, the trend component ξ = φ + ζ is the sum of a vector φ, containing ordinates sampled from a polynomial in t of degree p at most, and a vector ζ from a stochastic process with p unit roots that is driven by a zero-mean process. If Q is the pth difference operator, then Q φ = µι, with ι = [1, 1, . . . , 1] , will contain a sequence of constants, which will be zeros if the degree of the drift is less
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than p, which is the degree of differencing. Also, Q ζ will be a vector sampled from a zero-mean stationary process. Therefore, δ = Q ξ is from a stationary process with a constant mean. Thus, we have Q y = Q ξ + Q η



(9.115)



= δ + κ = g, where E(δ) = µι,



D(δ) = δ ,



D(κ) = κ = Q η Q,



E(κ) = 0,



C(δ, κ) = 0. (9.116)



Let the estimates of ξ , η, δ = Q ξ , and κ = Q η be denoted by x, h, d, and k, respectively. Then, with E(g) = E(δ) = µι, we have E(δ|g) = E(δ) + δ (δ + κ )−1 [g − E(g)]



(9.117)



= µι + δ (δ + Q η Q)−1 [g − µι] = d, E(κ|g) = E(κ) + κ (δ + κ )−1 [g − E(g)]



(9.118)



= Q η Q(δ + Q η Q)−1 [g − µι] = k, and these vectors obey the adding-up condition Q y = d + k = g.



(9.119)



In Equation (9.117), the lowpass ﬁlter matrix Zδ = δ (δ + Q η Q)−1 will virtually conserve the vector µι, which is an element of zero frequency. In Equation (9.118), the complementary highpass ﬁlter matrix Zκ = Q η Q(δ + Q η Q)−1 will virtually nullify the vector. Its failure to do so completely is attributable to the fact that the ﬁlter matrix is of full rank. As the matrix converges on its asymptotic form, the nulliﬁcation will become complete. It follows that, even when the degree of the drift is p, one can set d = δ (δ + κ )−1 g = δ (δ + Q η Q)−1 Q y, −1











−1



(9.120) 



k = κ (δ + κ ) g = Q η Q(δ + Q η Q) Q y.



(9.121)



Our object is to recover from d an estimate x of the trend vector ξ via Equation (9.114). The criterion for ﬁnding the initial condition or starting value d∗ is as follows. Minimize



 −1 (y − x) −1 η (y − x) = (y − S∗ d∗ − Sd) η (y − S∗ d∗ − Sd).



(9.122)



This requires that the estimated trend x should adhere as closely as possible to the data. The minimizing value is −1  −1 d∗ = (S∗ −1 η S∗ ) S∗ η (y − Sd).



(9.123)



−1  −1 P∗ = S∗ (S∗ −1 η S∗ ) S∗ η ,



(9.124)



Using this, and deﬁning
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we get, from Equation (9.114), the following value: x = P∗ y + (IT − P∗ )Sd.



(9.125)



The disadvantage in using this formula directly is that the inverse matrix −1 η , which is of order T , is liable to have nonzero elements in every location. The appropriate recourse is to use the identity −1  −1 IT − P∗ = IT − S∗ (S∗ −1 η S∗ ) S∗ η



(9.126)



= η Q(Q η Q)−1 Q to provide an alternative expression for the projection matrix IT − P∗ that incorporates the narrow-band matrix η instead of its inverse. The equality follows from the fact that, if Rank[R, S∗ ] = T and if S∗ −1 η R = 0, then −1  −1  −1 −1  −1 IT − S∗ (S∗ −1 η S∗ ) S∗ η = R(R η R) R η .



(9.127)



Setting R = η Q gives the result. Given that x = y − h, it follows that we can write x = y − (IT − P∗ )Sk



(9.128)



= y − η Q(Q η Q)−1 k, where the second equality depends upon Q S = IT . On substituting k from Equation (9.121) into Equation (9.128), we get x = y − η Q(δ + Q η Q)−1 Q y.



(9.129)



Equation (9.129) can also be derived via a straightforward generalization of the chi-squared criterion of Equation (9.94). If we regard the elements of δ∗ as ﬁxed values, then the dispersion matrix of ξ = S∗ δ∗ + Sδ is the singular matrix D(ξ ) = ξ = Sδ S  . On setting η = y − ξ in Equation (9.94) and replacing the inverse of −1 ξ by the gener+ −1  alized inverse ξ = Qδ Q , we get the function −1   S = (y − ξ ) −1 η (y − ξ ) + ξ Qδ Q ξ,



(9.130)



the minimizing value of which is  −1 −1 −1 x = (Q−1 δ Q + η ) η y.



(9.131)



The matrix inversion lemma gives  −1 −1 = η − η Q(Q η Q + δ )−1 Q η . (Q−1 δ Q + η )



(9.132)



Putting this into Equation (9.131) gives the expression in Equation (9.129). The matrix of Equation (9.132) also constitutes the error dispersion matrix D(η|y) = D(ξ |y), which, in view of their adding-up property, is common to the estimates of the two components.
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At this point, we may observe that it is possible to estimate two independent nonstationary components ξ and η from their combined data sequence y = ξ + η. Deﬁne matrices ∇ξ and ∇η such that           δ∗ κ∗ Qξ ∗ Qη∗ ξ= η= and ∇η η = , (9.133) ∇ξ ξ = Qξ Qη δ κ and assume that Rank[Qξ , Qη ] = T . The operators Qξ and Qη reduce the respective components to independent stationary zero-mean sequences δ and κ, with E(δ) = 0, D(δ) = δ , and E(κ) = 0, D(κ) = κ . Then, an appropriate criterion for ﬁnding the estimates of the original components is to minimize the function −1    S = (y − ξ ) Qη −1 κ Qη (y − ξ ) + ξ Qξ δ Qξ ξ



(9.134)



−1    = η Qη −1 κ Qη η + (y − η) Qξ δ Qξ (y − η)



in respect of ξ and η. This gives rise to the following equations:  −1  −1 −1  x = (Qξ −1 δ Qξ + Qη κ Qη ) Qη κ Qη y,



(9.135)



−1   −1  −1 h = (Qξ −1 δ Qξ + Qη κ Qη ) Qξ δ Qξ y.  −1  Since neither Qξ −1 δ Qξ nor Qη κ Qη is invertible, the matrix inversion lemma is no longer applicable, and therefore computationally efﬁcient forms that exploit the ease of inverting narrow-band Toeplitz matrices are not directly available. Nevertheless, McElroy (2006) has demonstrated a practical implementation of the above formulae. It is uncommon of ﬁnd a model that lacks a stationary noise component. However, it is quite common to ﬁnd a nonstationary component that comprises two nonstationary subcomponents that require to be separated. In that case, the noise component may be lumped together with one of the nonstationary components to enable the estimating Equations (9.135) to be exploited. Then, the noise can be separated from the component with which it has been combined. Alternatively, the composite nonstationary component can be separated from the stationary noise, whereafter it can be decomposed into its constituent components in a manner that requires starting values to be estimated explicitly.



Example A typical model of an econometric time series, described by the equation y = ξ + η = (τ + σ ) + η,



(9.136)



comprises a trend/cycle component τ and a seasonal component σ that are described by ARIMA models with real and complex unit roots, respectively. The remaining component η is irregular white noise. The models of these components may have been obtained, for example, by applying the principle of canonical decompositions, which is to be described in Section 9.10, to an aggregate model of the data sequence.
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To reduce the data to stationarity, an operator is used that is the product of a detrending q operator ∇τ = (I − LT )p and a deseasonalizing operator ∇σ = (I − LT )(I − LT )−1 = q−1 I + LT + · · · + LT , where q is the number of seasons (or months). (The matrix ∇σ , which corresponds to a seasonal summation operator, is used instead of the seasonal q differencing operator I − LT because it can be assumed, without loss of generality, that the seasonal deviations from the trend have zero mean.) Let the product of the two operators be denoted by ∇τ ∇σ = ∇ξ = [Q∗ , Q] , where Q∗ contains the ﬁrst p + q − 1 rows of the matrix, and let the inverse operator ∇ξ−1 =  = [S∗ , S] be partitioned conformably such that S∗ contains the ﬁrst p + q − 1 columns. The factors τ = ∇τ−1 and σ = ∇σ−1 of  are further partitioned as τ = [Sτ ∗ , Sτ ] and σ = [Sσ ∗ , Sσ ]. Let the components of the transformed data be denoted by Q ξ = δ, Q τ = δτ , and  Q σ = δσ . Then, we have Q y = Q ξ + Q η



(9.137)







= Q (τ + σ ) + κ = (δτ + δσ ) + κ. Also, let the estimates of τ and σ be denoted by r and s, and those of δτ and δσ by dτ and dr . Then, in parallel with Equation (9.137), we have Q y = Q x + Q h



(9.138)







= Q (r + s) + k = (dτ + dσ ) + k. The estimates dτ , dσ , and k may be obtained from the transformed data g = Q y by a process of linear ﬁltering. Then, it is required to form r, s, and h from these elements. First, consider x = (r + s) = S∗ d∗ + Sd



(9.139)



= S∗ d∗ + S(dτ + dσ ). Here, d∗ is computed according to Equation (9.123). Given x, an estimate h = y − x of the irregular component can be formed. Next, we have an equation     dτ ∗ S∗ d∗ = Sτ ∗ Sσ ∗ . (9.140) dσ ∗ This may be solved uniquely for dτ ∗ and dσ ∗ ; and, for this purpose, only the ﬁrst p + q − 1 rows of the system are required. Thereafter, the estimates of τ and σ are given by r = Sτ ∗ dτ ∗ + Sdτ



and s = Sσ ∗ dσ ∗ + Sdσ .



(9.141)



What has been recounted in this example is, essentially, the method proposed by Bell (1984).
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Filtering in the frequency domain



The method of Wiener–Kolmogorov ﬁltering can also be implemented using the circulant dispersion matrices that are given by ◦ξ = U¯ γξ (D)U,



◦η = U¯ γη (D)U,



(9.142)



◦ = ◦ξ + ◦η = U¯ {γξ (D) + γη (D)}U, wherein the diagonal matrices γξ (D) and γη (D) contain the ordinates of the spectral density functions of the component processes. By replacing the dispersion matrices within Equations (9.99) and (9.100) by their circulant counterparts, we derive the following formulae: x = U¯ γξ (D){γξ (D) + γη (D)}−1 Uy = Pξ y, (9.143) h = U¯ γη (D){γξ (D) + γη (D)}−1 Uy = Pη y.



(9.144)



Similar replacements within Equations (9.103) and (9.104) provide the expressions for the error dispersion matrices that are appropriate to the circular ﬁlters. The ﬁltering formulae may be implemented in the following way. First, a Fourier transform is applied to the data vector y to give Uy, which resides in the frequency domain. Then, the elements of the transformed vector are multiplied by those of the diagonal weighting matrices Jξ = γξ (D){γξ (D) + γη (D)}−1 and Jη = γη (D){γξ (D) + γη (D)}−1 . Finally, the products are carried back into the time domain by the inverse Fourier transform, which is represented by the matrix U¯ . (An efﬁcient implementation of a mixed-radix fast Fourier transform, which is designed to cope with samples of arbitrary sizes, has been provided by Pollock (1999). The usual algorithms demand a sample size of T = 2q , where q is some integer.) The frequency-domain realizations of the Wiener–Kolmogorov ﬁlters have sufﬁcient ﬂexibility to accommodate cases where the component processes ξ(t) and η(t) have band-limited spectra that are zero-valued beyond certain bounds. If the bands do not overlap, then it is possible to achieve a perfect decomposition of y(t) into its components. Let ◦ξ = U¯ ξ U , ◦η = U¯ η U , and ◦ = U¯ (ξ + η )U , where ξ and η contain the ordinates of the spectral density functions of ξ(t) and η(t), sampled at the Fourier frequencies. Then, if these spectra are disjoint, we shall have ξ η = 0, and the dispersion matrices of the two processes will be singular. The matrix ◦y = ◦ξ + ◦η will also be singular, unless the domains of the spectral density functions of the component processes partition the frequency range. Putting these details into Equation (9.143) gives x = U¯ ξ {ξ + η }+ Uy = U¯ Pξ Uy,



(9.145)



where {ξ + η }+ denotes a generalized inverse. The corresponding error dispersion matrix is ◦ξ − ◦ξ (◦ξ + ◦η )+ ◦ξ = U¯ ξ U − U¯ ξ (ξ + η )+ ξ U.



(9.146)



But, if ξ η = 0, then ξ (ξ + η )+ ξ = ξ ; and so the error dispersion is manifestly zero, which implies that x = ξ , and the signal is recovered perfectly.
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In applying the Fourier method of signal extraction to nonstationary sequences, it is necessary to reduce the data to stationarity. The reduction can be achieved by the differencing operation represented by Equation (9.115). The components δ and κ of the differenced data may be estimated via the equations d = U¯ δ (δ + κ )+ Ug = Pδ g, +



k = U¯ κ (δ + κ ) Ug = Pκ g.



(9.147) (9.148)



For a vector µι of repeated elements, we shall have Pδ µι = µι and Pκ µι = 0. Whereas these estimates of δ and κ may be extracted from g = Q y by the Fourier methods, the corresponding estimates x and h of ξ and η will be found by cumulating d and k in the manner of Equation (9.114). The procedure, which originates in the time-domain approach, requires explicit initial conditions, denoted by d∗ and k∗ . It may also be appropriate, in this context, to replace the criterion of (9.122), which generates the values of d∗ , by a simpliﬁed criterion wherein η is replaced by the identity matrix IT . A similar criterion can be used for ﬁnding a value for k∗ within the equation h = S∗ k∗ + Sk. Then, d∗ = (S∗ S∗ )−1 S∗ (y − Sd)



and k∗ = (S∗ S∗ )−1 S∗ Sk.



(9.149)



The available formulae for the summation of sequences provide convenient expressions for the values of the elements of S∗ S∗ (see e.g. Banerjee et al. 1993, p. 20). An alternative recourse, which is available in the case of a highpass or bandpass ﬁlter that nulliﬁes the low-frequency components of the data, entails removing the implicit differencing operator from the ﬁlter. (In an appendix of their paper, Baxter and King (1999) demonstrate the presence, within a symmetric bandpass ﬁlter, of two unit roots, i.e. of a twofold differencing operator.) Consider a ﬁlter deﬁned in respect of a doubly inﬁnite sequence, and let φ(z) be the transfer function of the ﬁlter, i.e. the z transform of the ﬁlter coefﬁcients. Imagine that φ(z) contains the factor (1 − z)p , and let ψ(z) = (1 − z)−p φ(z). Then, ψ(z) deﬁnes a ﬁlter whose ﬁnite-sample version can be realized by the replacement of z by KT . Since KT = U¯ DU , the ﬁlter matrix can be factorized as ψ(KT ) =  = U¯ ψ(KT )U . On deﬁning Jψ = ψ(KT ), which is a diagonal weighting matrix, the estimate of the highpass or bandpass component is given by the equation h = U¯ Jψ Ug.



9.10



(9.150)



Structural time-series models



In economics, it is traditional to decompose time series into a variety of components, some or all of which may be present in a particular instance. One is liable to assume that the relative proportions of the components of an aggregate index are maintained, approximately, in spite of the variations in their levels. Therefore, the basic model of an economic index is a multiplicative one; and, if Y (t) is the sequence of values of an economic index, then it can be expressed as Y (t) = L(t) × C(t) × S(t) × H (t),



(9.151)
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where L(t) is the global trend, C(t) is a secular cycle, S(t) is the seasonal variation, and H (t) is an irregular component. Many of the more prominent macroeconomic indicators are amenable to a decomposition of this sort. One can imagine, for example, a quarterly index of gross domestic product (GDP) that appears to be following an exponential growth trend L(t). The trend might be obscured, to some extent, by a superimposed cycle C(t) with a period of roughly four and a half years, which happens to correspond, more or less, to the average lifetime of the legislative assembly. The reasons for this curious coincidence need not concern us here. The ghost of an annual cycle S(t) might also be apparent in the index; and this could be a reﬂection of the fact that some economic activities, such as building construction, are affected signiﬁcantly by the weather and by the duration of sunlight. When the foregoing components – the trend, the secular cycle, and the seasonal cycle – have been extracted from the index, the residue should correspond to an irregular component H (t) for which no unique explanation can be offered. The logarithms y(t) = ln Y (t) of the aggregate index are amenable to an additive decomposition. Thus, Equation (9.151) gives rise to y(t) = {λ(t) + γ (t)} + σ (t) + η(t)



(9.152)



= τ (t) + σ (t) + η(t), where λ(t) = ln L(y), γ (t) = ln C(t), σ (t) = ln S(t), and η(t) = ln H (t). Since the trend and the cycles are not easily separable, there is a case for combining them in a component T (t) = L(t) × C(t), the logarithm of which is ln T (t) = τ (t). In the structural time-series model, the additive components are modelled by an independent ARMA or ARIMA process. Thus y(z) = τ (z) + σ (z) + η(z) θτ (z) θσ (z) = ζτ (z) + ζσ (z) + η(z), φτ (z) φσ (z)



(9.153)



where ζτ (z), ζσ (z), and η(z) are the z transforms of statistically independent white noise processes. Within the autoregressive polynomial φτ (z) of the trend component will be found the unit-root factor (1 − z)p , whereas the autoregressive polynomial φσ (z) of the seasonal component will contain the factor (1 + z + · · · + zs−1 )D , wherein s stands for the number of periods in a seasonal cycle. The sum of a set of ARIMA processes is itself an ARIMA process. Therefore, y(t) can be expressed as a univariate ARIMA process, which is described as the reduced form of the time-series model: y(z) =



θ (z) θ (z) ε(z) = ε(z). φ(z) φσ (z)φτ (z)



(9.154)



Here, ε(z) stands for the z transform of a synthetic white noise process. There are two alternative approaches to the business of estimating the structural model and of extracting its components. The ﬁrst approach, which is described as the canonical approach, is to estimate the parameters of the reduced form ARIMA model.
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From these parameters, the Wiener–Kolmogorov ﬁlters that are appropriate for extracting the components can be constructed. On the assumption that the degree of the moving average polynomial θ (z) is at least equal to that of the autoregressive polynomial φ(z), there is a partial-fraction decomposition of the autocovariance generating function of the model into three components, which correspond to the trend effect, the seasonal effect, and an irregular inﬂuence. Thus θ (z)θ (z−1 ) Qτ (z) Qσ (z) = + + R(z). φσ (z)φτ (z)φτ (z−1 )φσ (z−1 ) φτ (z)φτ (z−1 ) φσ (z)φσ (z−1 )



(9.155)



Here, the ﬁrst two components on the right-hand side represent proper rational fractions, whereas the irregular component R(z) is an ordinary polynomial. If the degree of the moving average polynomial in the reduced form is less than that of the autoregressive polynomial, then the irregular component is missing from the decomposition in the ﬁrst instance. To obtain the spectral density function f (ω) of y(t) and of its components, we set z = e−iω in Equation (9.155). (This function is more properly described as a pseudo-spectrum in view of the singularities occasioned by the unit roots in the denominators of the ﬁrst two components.) The spectral decomposition can be written as f (ω) = fτ (ω) + fσ (ω) + fR (ω).



(9.156)



Let ντ = min{fτ (ω)} and νσ = min{fσ (ω)}. These are the elements of white noise embedded in fτ (ω) and fσ (ω). The principle of canonical decomposition is that the white noise elements should be reassigned to the residual component. (The principle of canonical decompositions has been expounded, for example, by Hillmer and Tiao (1982), Maravall and Pierce (1987), and, more recently, Kaiser and Maravall (2001).) On deﬁning γτ (z)γτ (z−1 ) = Qτ (z) − ντ φτ (z)φτ (z−1 ), γσ (z)γσ (z−1 ) = Qσ (z) − νσ φσ (z)φσ (z−1 ),



(9.157)



−1



ρ(z)ρ(z ) = R(z) + ντ + νσ , the canonical decomposition of the generating function can be represented by θ (z)θ (z−1 ) γτ (z)γτ (z−1 ) γσ (z)γσ (z−1 ) = + + ρ(z)ρ(z−1 ). −1 −1 φ(z)φ(z ) φτ (z)φτ (z ) φσ (z)φσ (z−1 )



(9.158)



There are now two improper rational functions on the right-hand side, which have equal degrees in their numerators and denominators. According to Wiener–Kolmogorov theory, the optimal signal extraction ﬁlter for the trend component is βτ (z) = =



γτ (z)γτ (z−1 ) φσ (z)φτ (z)φτ (z−1 )φσ (z−1 ) × φτ (z)φτ (z−1 ) θ (z)θ (z−1 ) γτ (z)γτ (z−1 )φσ (z)φσ (z−1 ) . θ (z)θ (z−1 )



(9.159)
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This has the form of the ratio of the autocovariance generating function of the trend component to the autocovariance generating function of the process y(t). Observe that, in the process of forming this ﬁlter, the factor φτ (z)φτ (z−1 ) is cancelled out. With the consequent removal of the unit-root factor (1 − z)p (1 − z−1 )p from the denominator, the basis of a stable ﬁlter is created, which, with the provision of appropriate starting values, can be applied to nonstationary data. This ﬁlter would also serve to extract a differenced version of the component τ (t) from the differenced data. The ﬁlter that serves to extract the seasonal component is of a similar construction. These formulations presuppose a doubly inﬁnite data sequence; and they must be translated into a form that can be implemented with ﬁnite sequences. The various ways of achieving this have been described in Section 9.5; and, in the TRAMO–SEATS program of G´omez and Maravall (1996) and Caporello and Maravall (2004), the contragrade method of Burman (1980) has been adopted, which entails a unique treatment of the startup problem. The alternative method of estimating the parameters of the structural model and of extracting the unobserved components makes use of the fact that a univariate autoregressive moving average model can be expressed as a ﬁrst-order multivariate Markov model, which constitutes a state-space representation of the model. This allows the structural parameters to be estimated directly, as opposed to being inferred indirectly from the parameters of the reduced form model. The state-space approach to the structural time-series model was pioneered by Harrison and Stevens (1971, 1976). An extensive account of the approach has been provided by Harvey (1989). Other important references are the books of West and Harrison (1997) and Kitagawa and Gersch (1996). Proietti (2002) has also provided a brief but thorough account. A brief introductory survey has been provided by West (1997), and an interesting biomedical application has been demonstrated by West et al. (1999). The methods may be illustrated by considering the so-called basic structural model, which has been popularized by Harvey (1989). The model, which lacks a nonseasonal cyclical component, can be subsumed under the second of Equations (9.152). The trend or levels component τ (t) of this model is described by a stochastic process that generates a trajectory that is approximately linear within a limited locality. Thus τ (t) = τ (t − 1) + β(t − 1) + υ(t) or, equivalently,



(9.160)



∇(z)τ (z) = zβ(z) + υ(z),



where ∇(z) = 1 − z is the difference operator. That is to say, the change in the level of the trend is compounded from the slope parameter β(t − 1), generated in the previous period, and a small white noise disturbance υ(t). The slope parameter follows a random walk. Thus β(t) = β(t − 1) + ζ(t)



or, equivalently,



∇(z)β(z) = ζ(z),



(9.161)



where ζ(t) denotes a white noise process that is independent of the disturbance process υ(t). By applying the difference operator to Equation (9.160) and substituting from Equation (9.161), we ﬁnd that ∇ 2 (z)τ (z) = ∇(z)zβ(z) + ∇(z)υ(z) = zζ(z) + ∇(z)υ(z).



(9.162)
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The two terms on the right-hand side can be combined to form a ﬁrst-order moving average process MA(1), whereupon the process generating τ (t) can be described by an integrated moving average model IMA(2, 1). Thus ∇ 2 (z)τ (z) = zζ(z) + ∇(z)υ(z)



(9.163)



= (1 − µz)ε(z). A limiting case arises when the variance of the white noise process ζ(t) in Equation (9.161) tends to zero. Then, the slope parameter tends to a constant β, and the process by which the trend is generated, which has been identiﬁed as an IMA(2, 1) process, becomes a random walk with drift. Another limiting case arises when the variance of υ(t) in Equation (9.160) tends to zero. Then, the overall process generating the trend becomes a second-order random walk, and the resulting trends are liable to be described as smooth trends. When the variances of ζ(t) and υ(t) are both zero, then the process τ (t) degenerates to a simple linear time trend. The seasonal component of the structural time-series model is described by the equation σ (t) + σ (t − 1) + · · · + σ (t − s + 1) = ω(t) or, equivalently,



(9.164)



S(z)σ (z) = ω(z),



where S(z) = 1 + z + z2 + · · · + zs−1 is the seasonal summation operator, s is the number of observations per annum, and ω(t) is a white noise process. The equation implies that the sum of s consecutive values of this component will be a random variable distributed about a mean of zero. To understand this construction, we should note that, if the seasonal pattern were perfectly regular and invariant, then the sum of the consecutive values would be identically zero. Since the sum is a random variable with a zero mean, some variability can occur in the seasonal pattern. By substituting Equations (9.162) and (9.164) into Equation (9.152), we see that the structural model can be represented, equivalently, by either of the equations ∇ 2 (z)S(z)y(z) = S(z)zζ(z) + ∇(z)S(z)υ(z) + ∇ 2 (z)ω(z) + ∇ 2 (z)Sη(z), (9.165) ∇(z)∇s (z)y(z) = S(z)zζ(z) + ∇s (z)υ(z) + ∇ 2 (z)ω(z) + ∇(z)∇s (z)η(z), where ζ(t), υ(t), ω(t), and η(t) are mutually independent white noise processes. Here, the alternative expression comes from using the identity ∇(z)S(z) = (1 − z)(1 + z + · · · + zs−1 ) = (1 − zs ) = ∇s (z). We should observe that the right-hand side of Equation (9.165) corresponds to a moving average of degree s + 1, which is typically subject to a number of restrictions on its parameters. The restrictions arise from the fact that there are only four parameters in the model of Equations (9.165), which are the white noise variances V {ζ(t)}, V {υ(t)}, V {ω(t)}, and V {η(t)}, whereas there are (s + 1) moving average parameters and a variance parameter in the unrestricted reduced form of the seasonal ARIMA model.
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The basic structural model can be represented is a state-space form that comprises a transition equation, which constitutes a ﬁrst-order vector autoregressive process, and an accompanying measurement equation. For notational convenience, let s = 4, which corresponds to the case of quarterly observations. Then, the transition equation, which gathers together Equations (9.160), (9.161), and (9.164), is     



τ (t) β(t) σ (t) σ (t − 1) σ (t − 2)











    =  



 1 0 0 0 1 0 0 0   0 −1 −1 −1   0 1 0 0  0 0 1 0



1 0 0 0 0



τ (t − 1) β(t − 1) σ (t − 1) σ (t − 2) σ (t − 3)











    +  



υ(t) ζ(t) ω(t) 0 0



   . 



(9.166)



The observation equation, which corresponds to Equation (9.152), is  y(t) =







1 0 1 0 0



   



τ (t) β(t) σ (t) σ (t − 1) σ (t − 2)



    + η(t). 



(9.167)



The state-space model is amenable to the Kalman ﬁlter and the associated smoothing algorithms, which can be used in estimating the parameters of the model and in extracting estimates of the unobserved components τ (t) and σ (t). There are various ways of handling, within the context of the Kalman ﬁlter, the startup problem that is associated with the ﬁltering of nonstationary data sequences. These will be touched upon at the end of the next section.



Example Figure 9.9 shows the logarithms of a monthly sequence of 132 observations of the US money supply, through which a quadratic function has been interpolated. This provides a simple way of characterizing the growth over the period in question. However, it is doubtful whether such an analytic function can provide an adequate representation of a trend that is subject to irregular variations; and we prefer to estimate the trend more ﬂexibly by applying a linear ﬁlter to the data. In order to devise an effective
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Figure 9.9 The plot of 132 monthly observations on the US money supply, beginning in January 1960. A quadratic function has been interpolated through the data.
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ﬁlter, it is helpful to know the extent of the frequency band in which the spectral effects of the trend are located. It is difﬁcult to discern the spectral structure of the data in the periodogram of the trended sequence y. This is dominated by the effects of the disjunctions in the periodic extension of the data that occur where the end of one replication of the data sequence joins the beginning of the next. In fact, the periodic extension of a segment of a linear trend will generate a sawtooth function, the periodogram of which will have the form of a rectangular hyperbola, within which any ﬁner spectral detail will be concealed. On the other hand, if a d-fold differencing operation is used to reduce the data to stationarity to produce g = Qy, then one may ﬁnd that the low-frequency spectral ordinates have been diminished to such an extent that the structure of the trend has become invisible. The problem will be exacerbated when the data contain a strong seasonal component, which may be ampliﬁed by the differencing operation to become the dominant feature of the periodogram. An effective way of discerning the spectral structure of the data is to examine the periodograms of the residuals obtained by ﬁtting polynomials of various degrees to the data. The residual sequence from ﬁtting a polynomial of degree d, can expressed as r = Q(Q Q)−1 Q y,



(9.168)



where Q is the aforementioned differencing operator. This sequence contains the same information as the differenced sequence g = Q y, but its periodogram renders the spectral structure visible over the entire frequency range. Figure 9.10 shows the periodogram of the residuals from the quadratic detrending of Figure 9.9. There is a signiﬁcant spectral mass within the frequency range [0, π/6), the upper bound of which is the fundamental frequency of the seasonal ﬂuctuations. This mass properly belongs to the trend and, if the trend had been adequately estimated, it would not be present in the periodogram of the residuals. To construct a better estimate of the trend, an ideal lowpass ﬁlter, with a sharp cutoff frequency a little short of π/6, has been applied to the twice differenced data, and the ﬁltered sequence has been reinﬂated with initial conditions that are supplied by Equation (9.123). The result is the trend that is shown in Figure 9.11. The passband of the ideal lowpass ﬁlter has been superimposed upon the periodogram of Figure 9.10 as a shaded area. Figure 9.12 shows the gains of the trend estimation ﬁlters that have been obtained by applying two of the model-based procedures to the data. The outer envelope is the gain of
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Figure 9.10 The periodogram of the residuals of the logarithmic money supply data.
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Figure 9.11 logarithms of 132 monthly observations on the US money supply, beginning in January 1960. A trend, estimated by the Fourier method, has been interpolated through the data.
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Figure 9.12 The gain function of the trend extraction ﬁlter obtained from the STAMP program (solid line) together with that of the canonical trend extraction ﬁlter (broken line) obtained from the TRAMO–SEATS program. a trend extraction ﬁlter obtained in the process of using the STAMP program of Koopman et al. (2000) to estimate the components of the data. The inner envelope represents the gain of the analogous ﬁlter from the TRAMO–SEATS program. The indentations in the gain functions of both ﬁlters at the frequencies πj/6, j = 1, . . . , 6, have the effect of nullifying the seasonal elements and of preventing them from entering the trend. The two model-based ﬁlters differ greatly from the ideal ﬁlter. Disregarding the indentations, one can see how the gain of the ﬁlters is reduced only gradually as the frequency value increases. The trend component extracted by the STAMP ﬁlter would contain a substantial proportion of the nonseasonal high-frequency components that are present in the original data. In practice, however, the trends that are estimated by the ideal ﬁlter and by the two model-based ﬁlters are virtually indistinguishable in the case of the money supply data. The reason for this is that, after the elimination of the seasonal components, whether it be by nullifying all elements of frequencies in excess of π/6 or only by eliminating the elements in the vicinities of the seasonal frequencies of πj/6, j = 1, . . . , 6, there is virtually nothing remaining in the data but the trend. Therefore, in this case, the potential of the two model-based ﬁlters to transmit high-frequency components can do no harm. In other cases, it has been observed that the STAMP ﬁlter produces a trend estimate that has a proﬁle that is noticeably rougher than the one produced by the TRAMO–SEATS
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program (see e.g. Pollock 2002), and this is a testimony to the fact that the latter program, which observes the so-called canonical principle, suppresses the high-frequency noise more emphatically.



9.11



The Kalman ﬁlter and the smoothing algorithm



One of the reasons for setting a structural time-series model in a state-space form is to make it amenable to the application of the Kalman ﬁlter, which may be used both for estimating the parameters of the model and for extracting the unobserved components. To obtain estimates that take full advantage of all of the sampled data, a smoothing algorithm must also be deployed. These algorithms are described in the present section. The state-space model, which underlies the Kalman ﬁlter, consists of two equations yt = H ξt + ηt



(observation equation),



(9.169)



ξt = ξt−1 + νt



(transition equation),



(9.170)



where yt is the observation on the system and ξt is the state vector. The observation error ηt and the state disturbance νt are mutually uncorrelated random vectors of zero mean with dispersion matrices D(ηt ) = 



and D(νt ) = .



(9.171)



It is assumed that the matrices H , , , and  are known, and that an initial estimate x0 is available for the state vector ξ0 at time t = 0 together with a dispersion matrix D(ξ0 ) = P0 . This set of initial information is denoted by I0 . (In a more general formulation, the parameter matrices would be allowed to vary with time, but here they are constant.) The information available at time t is It = {yt , . . . , y1 , I0 } = {yt , It−1 }. The Kalman ﬁlter equations determine the state-vector estimates xt|t−1 = E(ξt |It−1 ) and xt = E(ξt |It ) and their associated dispersion matrices Pt|t−1 and Pt from the values xt−1 and Pt−1 of the previous period. From xt|t−1 , the prediction yˆt|t−1 = H xt|t−1 is formed, which has a dispersion matrix Ft . A summary of these equations is as follows: xt|t−1 = xt−1



(state prediction),



(9.172)



(prediction dispersion),



(9.173)



(prediction error),



(9.174)



Ft = H Pt|t−1 H + 



(error dispersion),



(9.175)



Kt = Pt|t−1 H  Ft−1



(Kalman gain),



(9.176)



xt = xt|t−1 + Kt et



(state estimate),



(9.177)



Pt = (I − Kt H )Pt|t−1



(estimate dispersion).



(9.178)



Pt|t−1 = Pt−1







+



et = yt − H xt|t−1 



The equations of the Kalman ﬁlter may be derived using the ordinary algebra of conditional expectations, which indicates that, if x and y are jointly distributed variables that
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bear the linear relationship E(y|x) = α + B{x − E(x)}, then E(y|x) = E(y) + C(y, x)D −1 (x){x − E(x)},



(9.179)



D(y|x) = D(y) − C(y, x)D −1 (x)C(x, y),



(9.180)



E{E(y|x)} = E(y),



(9.181)



D{E(y|x)} = C(y, x)D −1 (x)C(x, y),



(9.182)



D(y) = D(y|x) + D{E(y|x)}, C{y − E(y|x), x} = 0.



(9.183) (9.184)



Of the Equations (9.172)–(9.178) listed above, those under (9.174) and (9.176) are merely deﬁnitions. To demonstrate Equation (9.172), we use Equation (9.181) to show that E(ξt |It−1 ) = E{E(ξt |ξt−1 )|It−1 }



(9.185)



= E{ξt−1 |It−1 } = xt−1 . We use Equation (9.183) to demonstrate Equation (9.173): D(ξt |It−1 ) = D(ξt |ξt−1 ) + D{E(ξt |ξt−1 )|It−1 }



(9.186)



=  + D{ξt−1 |It−1 } =  + Pt−1  . To obtain Equation (9.175), we substitute Equation (9.169) into Equation (9.174) to give et = H (ξt − xt|t−1 ) + ηt . Then, in view of the statistical independence of the terms on the right-hand side, we have D(et ) = D{H (ξt − xt|t−1 )} + D(ηt )



(9.187)



= H Pt|t−1 H  +  = D(yt |It−1 ). To demonstrate the updating equation (9.177), we begin by noting that C(ξt , yt | It−1 ) = E{(ξt − xt|t−1 )yt }



(9.188)



= E{(ξt − xt|t−1 )(H ξt + ηt ) } = Pt|t−1 H  . It follows from Equation (9.179) that E(ξt |It ) = E(ξt |It−1 ) + C(ξt , yt | It−1 )D −1 (yt |It−1 ){yt − E(yt |It−1 )} (9.189) = xt|t−1 + Pt|t−1 Ht Ft−1 et .
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The dispersion matrix in Equation (9.178) for the updated estimate is obtained via Equation (9.180): D(ξt |It ) = D(ξt |It−1 ) − C(ξt , yt | It−1 )D −1 (yt |It−1 )C(yt , ξt | It−1 )



(9.190)



= Pt|t−1 − Pt|t−1 Ht Ft−1 Ht Pt|t−1 . The set of information It = {yt , . . . , y1 , It }, on which the Kalman ﬁlter estimates are based, can be represented, equivalently, by replacing the sequence {yt , . . . , y1 } of observations by the sequence {et , . . . , e1 } of the prediction errors, which are mutually uncorrelated. The equivalence can be demonstrated by showing that, given the initial information of I0 , there is a one-to-one correspondence between the two sequences, which depends only on the known parameters of Equations (9.169), (9.170), and (9.171). The result is intuitively intelligible, for, at each instant t, the prediction error et contains only the additional information of yt that is not predictable from the information in the set It−1 ; which is to say that It = {et , It−1 }. The prediction errors provide a useful formulation of the likelihood function from which the parameters that are assumed to be known to the Kalman ﬁlter can be estimated from the data. Under the assumption that the disturbances are normally distributed, the likelihood function is given by 1 1 1   −1 ln L = − kT ln 2π − ln |Ft | − et Ft et . 2 2 2 T



T



t=1



t=1



(9.191)



This form was proposed originally by Schweppe (1965). It tractability, which is a partial compensation for the complexity of the Kalman ﬁlter, has contributed signiﬁcantly to the popularity of the state-space formulation of the structural time-series models. There are various ways in which the value of the initial condition in I0 = {ξ0 , P0 } may be obtained. If the processes are stationary, then the eigenvalues of the transition matrix  must lie within the unit circle, which implies that limn→∞ n = 0. Then, there is E(ξ0 ) = x0 = 0 and D(ξ0 ) = P0 = P0  + ; the latter equation may be solved by analytic or iterative means for the value of P0 . In the nonstationary case, the initial conditions require to be determined in the light of the data. To allow the information of the data rapidly to assert itself, one may set P0 = λI , where λ is given a large value. This will associate a large dispersion to the initial state estimate x0 to signify a lack of conﬁdence in its value, which will allow the estimate to be enhanced rapidly by the information of the data points. Using the terminology of Bayesian estimation, this recourse may be described as the method of the diffuse prior. Data-dependent methods for initializing the Kalman ﬁlter of a more sophisticated nature, which make amends for, or circumvent, the arbitrary choices of x0 and P0 , have been proposed by Ansley and Kohn (1982) and de Jong (1991), among others. These methods have been surveyed by Pollock (2003). Another account of the method of Ansley and Kohn, which is more accessible than the original one, has also been provided by Durbin and Koopman (2001). The method of the diffuse prior bequeaths some pseudo-information to the Kalman ﬁlter, in the form of arbitrary initial conditions, which remains in the system indeﬁnitely,
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albeit that its signiﬁcance is reduced as the sample information is accumulated. The technique of Ansley and Kohn (1982) is designed to remove the pseudo-information at the earliest opportunity, which is when there is enough sample information to support the estimation of the state vector. In their exposition of the technique, Ansley and Kohn (1982) described a transformation of the likelihood function that would eliminate its dependence on the initial conditions. This transformation was a purely theoretical device without any practical implementation. However, it is notable that the method of handling the startup problem that has been expounded in Section 9.8, which employs a differencing operation to reduce the data sequence to stationarity, has exactly the effect of eliminating the dependence upon initial conditions.



9.11.1 The smoothing algorithms The Kalman ﬁlter generates an estimate xt = E(ξt |It ) of the current state of the system using information from the past and the present. To derive a more efﬁcient estimate, we should take account of information that arises subsequently up to the end of the sample. Such an estimate, which may be denoted by xt|T = E(ξt |IT ), is described as ﬁxed-interval estimate; and the various algorithms that provide the estimate are described as ﬁxed-interval smoothers. It is laborious to derive the smoothing algorithms, of which there exist a fair variety. The matter is treated at length in the survey article of Merkus et al. (1993) and in the monograph of Weinert (2001). Econometricians and others have derived a collection of algorithms that are, in some respects, more efﬁcient in computation than the classical ﬁxed-interval smoothing algorithm due to Rauch (1963), a derivation of which can be found in Anderson and Moore (1979), among other sources. A variant of the classical algorithm has been employed by Young et al. (2004) in the CAPTAIN MatLab toolbox, which provides facilities for estimating structural time-series models. The classical algorithm may be derived via a sleight of hand. Consider enhancing the estimate xt = E(ξt |It ) in the light of the information afforded by an exact knowledge of the subsequent state vector ξt+1 . The information would be conveyed by ht+1 = ξt+1 − E(ξt+1 |It ),



(9.192)



which would enable us to ﬁnd E(ξt | It , ht+1 ) = E(ξt |It ) + C(ξt , ht+1 | It )D −1 (ht+1 |It )ht+1 .



(9.193)



Here we have C(ξt , ht+1 | It ) = E{ξt (ξt − xt )  + ξt νt | It } = Pt 



(9.194)



D(ht+1 |It ) = Pt+1|t . It follows that −1 {ξt+1 − E(ξt+1 |It )}. E(ξt | It , ht+1 ) = E(ξt |It ) + Pt  Pt+1|t



(9.195)



Of course, the value of ξt+1 on the right-hand side of this equation is not observable. However, if we take the expectation of the equation conditional upon the available information
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of the set IT , then ξt+1 is replaced by E(ξt+1 |IT ) and we get a formula that can be rendered as −1 {xt+1|T − xt+1|t }. xt|T = xt + Pt  Pt+1|t



(9.196)



The dispersion of the estimate is given by −1 −1 Pt|T = Pt − Pt  Pt+1|t {Pt+1|t − Pt+1|T }Pt+1|t Pt .



(9.197)



This derivation was published by Ansley and Kohn (1982). It highlights the notion that the information that is used in enhancing the estimate of ξt is contained entirely within the smoothed estimate of ξt+1 . The smoothing algorithm runs backwards through the sequence of estimates generated by the Kalman ﬁlter, using a ﬁrst-order feedback in respect of the smoothed estimates. The estimate xt = E(ξt |It ) is enhanced in the light of the ‘prediction error’ xt+1|T − xt+1|t , which is the difference between the smoothed and the unsmoothed estimates of the state vector ξt+1 . −1 In circumstances where the factor Pt  Pt+1|t can be represented by a constant matrix, the classical algorithm is efﬁcient and easy to implement. This would be the case if there were a constant transition matrix  and if the ﬁlter gain Kt had converged to a constant. In all other circumstances, where it is required to recompute the factor at each iteration of the index t, the algorithm is liable to cost time and to invite numerical inaccuracies. The problem, which lies with the inversion of Pt+1|t , can be avoided at the expense of generating a supplementary sequence to accompany the smoothing process.



9.11.2 Equivalent and alternative procedures The derivations of the Kalman ﬁlter and the ﬁxed-interval smoothing algorithm are both predicated upon the minimum mean square error estimation criterion. Therefore, when the ﬁlter is joined with the smoothing algorithm, the resulting estimates of the data components should satisfy this criterion. However, its fulﬁlment will also depend upon an appropriate choice of the initial conditions for the ﬁlter. For this, one may use the method of Ansley and Kohn (1985). The same criterion of minimum mean square error estimation underlies the derivation of the ﬁnite-sample Wiener–Kolmogorov ﬁlter that has been presented in Sections 9.7 and 9.8. Therefore, when they are applied to a common model, the Wiener–Kolmogorov ﬁlter and the combined Kalman ﬁlter and smoother are expected to deliver the same estimates. The handling of the initial-value problem does appear to be simpler in the Wiener– Kolmogorov method than in the method of Ansley and Kohn (1985). However, the ﬁnite-sample Wiener–Kolmogorov method of Section 9.8 is an instance of the transformation approach that Ansley and Kohn have shown to be equivalent to their method. It should be noted that the minimum mean square error estimates can also be obtained using a time-invariant version of the Wiener–Kolmogorov ﬁlter, provided that the ﬁnite data sequence can be extended by estimates of the pre-sample and post-sample elements. However, this requires that the ﬁlter should relate to a well speciﬁed ARMA or ARIMA model that is capable of generating the requisite forecasts and backcasts. If this is the



REFERENCES



373



case, then a cogent procedure for generating the extra-sample elements is the one that has been been described by Burman (1980) and is incorporated in the TRAMO–SEATS program. The upshot is that several routes lead to the same ends, any of which may be taken. Nevertheless, there have been some heated debates among econometricians who are the proponents of alternative approaches. However, the only signiﬁcant issue is the practical relevance of the alternative models that are intended to represent the processes that underlie the data or to provide heuristic devices for generating the relevant ﬁlters. An agnostic stance has been adopted in this chapter; and no ﬁrm pronouncements have been made concerning the nature of economic realities. Nevertheless, it has been proposed that the concept of a band-limited process, which had been largely overlooked in the past, is particularly relevant to this area of econometric analysis. This concept encourages consideration of the Fourier methods of ﬁltering of Section 9.9, which are capable of separating components of the data that lie in closely adjacent frequency bands, as is the case in Figure 9.10, where the fundamental seasonal component abuts the low-frequency structure of the trend/cycle component. Such methods have been explored in greater detail in a paper by Pollock (2009); and they have been implemented in a program that is available from a website at: http://www.le.ac.uk/users/dsgp1/.
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Concepts of and tools for nonlinear time-series modelling Alessandra Amendola and Christian Francq



10.1



Introduction



For the modeling and prediction of data collected sequentially in time, practitioners possess a well established methodology based on linear time-series models. This is the methodology of Box and Jenkins (1976) in which autoregressive moving average (ARMA) models are estimated and then tested for the signiﬁcance of their parameters and for their adequacy in describing the data – see, for example, the comprehensive book of Brockwell and Davis (1991). A univariate time series {Yt } satisﬁes an ARMA model when p q   ai Yt−i = ν + t − bi t−i , Yt − i=1



i=1



where the t are error terms. The popularity of these models is due to their mathematical tractability and the existence of computer software that realizes the Box–Jenkins methodology. However, ARMA models are unable to account for the important features of many observed data sequences, such as the conditional heteroskedasticity of ﬁnancial time series. In response to the problem of heteroskedasticity, Engle (1982) introduced the
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autoregressive conditional heteroskedastic (ARCH) model, which is described by the equation Q  2 t = σt ηt , σt2 = ω + αi t−i , (10.1) i=1



where {ηt } is an independent and identically distributed (i.i.d.) sequence of random variables with mean 0 and variance 1. This model accommodates a time-varying conditional variance while maintaining a constant unconditional variance. Numerous alternative parametric speciﬁcations of the conditional variance have been proposed in the literature. Nowadays, the most widely used ARCH-type models are the generalized autoregressive conditional (GARCH) models of Bollerslev (1986). In  heteroskedastic 2 these models, the term Pi=1 βi σt−i is added to the right-hand side of Equation (10.1), which allows for the long-run effects of the shocks. The EGARCH model of Nelson (1991), the GJR-GARCH model of Glosten et al. (1993), the APARCH model of Ding et al. (1993), the QGARCH model of Sentana (1995), and the TARCH model of Zako¨ıan (1994) are also widely employed to take account of the asymmetric impacts of shocks on volatility. Figure 10.1 compares the news impact curve (i.e. the function 2 t → σt+1 ) of three different ARCH-type models – see Engle and Ng (1993) for details on the concept of news impact curve. Figure 10.1 shows that the TARCH and QARCH models allow good news (i.e. positive returns t > 0) and bad news (i.e. negative returns t < 0) to have different impacts on future volatility σt+1 . It also shows that, in contrast to the other models, the volatility of QARCH is not minimal at t = 0. The stochastic volatility models of Taylor (1986) have been introduced to allow a more ﬂexible form of the volatility. In contrast to the ARCH-type volatilities, σt is not a deterministic function of the past observable variables. In the canonical stochastic volatility model, log σt2 is the solution of an autoregressive AR(1) equation of the form 2 log σt2 = ω + β log σt−1 + ut ,
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2 Figure 10.1 News impact curves of the ARCH(1) model t = (1 + 0.38t−1 )1/2 ηt , − + the TARCH(1) model t = (1 − 0.5t−1 + 0.2t−1 )ηt , and the QARCH(1) model 2 − t−1 )1/2 ηt . t = (1 + 0.38t−1
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It should be noted that the speciﬁcation of σt2 := Var(t | u , u < t) does not affect the conditional E(Yt | Yu , u < t), which, in the simple AR(p) case, is the linear mean p function ν + i=1 ai Yt−i . A natural extension of the linear AR model is the general nonlinear model Yt = Fθ (Xt , Yt−1 , . . . , Yt−k ) + t ,



(10.2)



where Fθ is a function that may be nonlinear and Xt is a vector of exogenous variables. One of the most popular nonlinear models belonging to the general speciﬁcation (10.2) is the self-exciting threshold autoregressive (SETAR) model – see Tong and Lim (1980) and the monograph of Tong (1990). A two-regime SETAR model is deﬁned by  Yt = ν



(1)



+



p 



ai(1) Yt−i



+



t(1)



 1{Yt−d ≤r}



i=1



  q  + ν (2) + ai(2) Yt−i + t(2) 1{Yt−d > r} ,



(10.3)



i=1



where 1A is the indicator function of the event A, r is the threshold parameter, and d is the threshold delay. The explanation of the term ‘self-exciting’ is that the dynamics switch between the two regimes according to the past of Yt itself. The formulation can be extended to the SETARMA model (see Tong 1983), which includes a moving average component. To model periodic phenomena, it may be more natural to assume that the AR parameter is a measurable function of the time t. This leads to the so-called time-varying models (see Basawa and Lund 2001; Bibi and Gautier 2006; and references therein). It has been proposed to modify (10.3) to allow smooth transitions between the regimes (see Ter¨asvirta 2004, and references therein). The transition function, which mediates between two regimes, is G(γ , c, st ), where st is the variable, and γ and c are parameters. Here, st is liable to be st = Yt−d or a more general function of Xt , Yt−1 , . . . , Yt−p . An example is the logistic function G(γ , c, st ) =



1 , 1 + exp[−γ (st − c)]



where γ > 0 is a slope parameter and c is a location parameter (see Figure 10.2). In its simplest form, the smooth transition regression (STR) can be written as Yt = β1 Wt + (β2 Wt )G(γ , c, st ) + t , where Wt = (1, Yt−1 , . . . , Yt−p , Xt ) . The exponential autoregressive (EXPAR) models introduced by Haggan and Ozaki (1981) are deﬁned by p  2 Yt = [ai + bi exp(−γ Yt−1 )]Yt−i + t , i=1



with γ > 0. These models are able to account for limit cycles and can be considered as particular smooth transition autoregressive (STAR) models. Indeed, the dynamics are 2 close to those of an AR(p) model with coefﬁcients (a1 , . . . , ap ) when Yt−1 is large, and
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Figure 10.2 Logistic smooth transition function x → G(γ , c, x). 2 decreases. The EXPAR with coefﬁcients tending to (a1 + b1 , . . . , ap + bp ) when Yt−1 models can also be viewed as particular cases of more general random coefﬁcient autoregressive (RCA) models (see Nicholls and Quinn 1982) or functional autoregressive (FAR) models (see Chen and Tsay 1993). If there are several AR regimes, and if the process switches from one to another via an unobserved Markov chain, then we obtain a Markov switching model of the form



Yt = c( t ) +



p 



ai ( t )Yt−i + σ ( t )t ,



(10.4)



i=1



where { t } is a Markov chain with ﬁnite state space E = {1, 2, . . . , d} – see, for instance, Hamilton (1994, section 22.2) for a review of Markov chain theory. In the econometric literature, each state of the Markov chain, usually referred to as the regime, may correspond to a state of the economy. In his seminal paper, Hamilton (1989) introduced a business cycle model of the form Yt = c( t ) + Xt where Xt is an AR(p) model. These models extend the class of hidden Markov models (HMM), in which the observations are assumed to be independent conditional on the hidden Markov chain { t }. Note that {Yt } deﬁned by Equation (10.4) is not an HMM in general, because, conditional on { t }, {Yt } follows an AR model. The HMM were originally introduced by Baum and Petrie (1966) and they have found numerous applications, including speech recognition (see e.g. Rabiner and Juang 1986). The bilinear models (see Granger and Andersen 1978; Subba Rao and Gabr 1984) constitute another popular class of nonlinear models. They are deﬁned by Yt = t +



p  i=1



ai Yt−i +



q  j =1



bj t−j +



Q P  



cij Yt−i t−j .



(10.5)



i=1 j =1



Tong (1990) was the ﬁrst to propose the combination of a nonlinear model for the conditional mean with a model for the conditional variance. For instance, a SETAR model for the conditional mean and an ARCH for the conditional variance leads to the SETAR–ARCH model, which has found applications in ﬁnance (see Amendola and Niglio 2000; Li and Lam 1995). The empirical evidence on the presence of asymmetry, both in the level and in the conditional variance, leads to double threshold autoregressive
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conditional heteroskedastic (DTARCH) models, ﬁrst proposed by Li and Li (1996) and further investigated in Liu et al. (1997). A DTARCH model is given by pj  k    (j ) (j ) Yt = ν + ai Yt−i + t 1{rj −1 0 is called weak white noise, and will be denoted by WN(0, σ 2 ). Strong white noise is also weak white noise, because independence entails uncorrelatedness, but the reverse is not true. We will see that the distinction between strong and weak white noise is fundamental in nonlinear time-series analysis. Under standard assumptions (see Examples 10.2.1 and 10.2.2 below), the ARMA processes, and also processes with long memory, satisfy conditions (10.6) and (10.7). It is shown in Breidt and Davis (1992) and Cheng (1999) that the ‘two-sided’ linear representation Xt =



∞  i=−∞



ψi ηt−i ,



∞ 



ψi2 < ∞,



{ηt } ∼ IID(0, σ 2 ),



(10.8)



i=−∞



is essentially unique when {Xt } is not Gaussian and  when the spectral density t } is ∞ of {X∗2 ∗ ∗ positive almost everywhere [more precisely, if Xt = ∞ ψ η , with ψ i=−∞ i t−i i=−∞ i 
 0]. Thus, when the spectral density of {Xt } is positive almost everywhere, the linear representation (10.6) is unique, except when the process {Xt } is Gaussian. The following example shows that there may exist several representations in the Gaussian case. Example 10.2.1 Consider an MA(1) process of the form Xt = ηt − bηt−1 with |b| > 1 and where ηt is IID(0, σ 2 ). This representation is said to be non-invertible because ηt cannot be expressed as a function of {Xu , u ≤ t}. Instead, one has the ‘anticipative’ representation ηt = − i≥1 b−i Xt+i . It is easy to see that t :=







b−i Xt−i = ηt +



i≥0







b−i (1 − b2 )ηt−i



i≥1



is WN(0, b2 σ 2 ). Thus {Xt } also satisﬁes the ‘invertible’ MA(1) representation Xt = t − b−1 t−1 . When {Xt } is Gaussian, the processes {ηt } and {t } are also Gaussian, and {t } is IID(0, b2 σ 2 ) because, for Gaussian processes, the two concepts of white noise coincide. A nontrivial consequence of the uniqueness of (10.6) in the non-Gaussian case is that the t s are not independent when {Xt } is not Gaussian.



Example 10.2.2 As in the previous example, it can be shown that the noncausal AR(1) equation Xt − aXt−1 = ηt ,



|a| > 1,



{ηt } ∼ IID(0, σ 2 ),



admits an anticipative stationary solution. This solution also satisﬁes the causal AR(1) equation Xt − a −1 Xt−1 = t , where {t } is weak white noise. Except in the Gaussian case, this noise is not strong. We will say that a process {Xt } is nonlinear if conditions (10.6) or (10.7) do not hold. With this deﬁnition, some noncausal ARMA processes (as in Example 10.2.2) are considered to be nonlinear. This is also the case for the so-called all-pass models, which are causal ARMA models in which the roots of the AR polynomial are the reciprocals of the roots of the MA polynomial (see (Breidt et al. 2001, and references therein) for details about all-pass models). The following example corresponds to the simplest all-pass model.



Example 10.2.3 Consider the process deﬁned by Xt − aXt−1 = ηt −



1 ηt−1 , a



|a| < 1 {ηt } ∼ IID(0, σ 2 ).



(10.9)



It is easy to see that the spectral density of {Xt } is constant, equal to σ 2 /(a 2 2π). Thus {Xt } is WN(0, σ 2 /a 2 ) and, in view of the previous arguments, {Xt } is IID(0, σ 2 /a 2 )
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Figure 10.3 The simulation of the all-pass model (10.9) where a = 0.5 and ηt follows a Student’s distribution with three degrees of freedom, and sample autocorrelations of {Xt , t = 1, . . . , n}, of {|Xt |, t = 1, . . . , n}, and of {Xt2 , t = 1, . . . , n} for n = 1000. if and only if {ηt } is Gaussian. Figure 10.3 shows that, when {ηt } is not Gaussian, the simulated trajectories of {Xt } share common features with ﬁnancial returns: uncorrelation of the observed values, but strong correlations of the squares or of the absolute values, and volatility clustering. Thus the non-Gaussian all-pass models are not strong white noise, though they are weak white noise.



The condition (10.8) is sometimes taken as the deﬁnition of a linear process. In this case, the all-pass models are considered as linear. This does not seem desirable because, as we have seen, the behavior of the all-pass models (uncorrelatedness of the observations and correlation of their squares) is often considered as a typical nonlinearity feature.



10.2.2 Linear representation of nonlinear processes Wold (1938) has shown that any purely nondeterministic, second-order stationary process admits an inﬁnite MA representation of the form Xt = t +



∞  i=1



ψi t−i ,



∞  i=1



ψi2 < ∞,



{t } ∼ WN(0, σ 2 ),



(10.10)
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where {t } is the linear innovation process of {Xt }. Comparing conditions (10.6) and (10.10), one can see that {Xt } is linear when its innovation process {t } is strong white noise.



(10.11)



Note that (10.10) is just a representation, a model, but it is not sufﬁcient to deﬁne the process {Xt } entirely. Several linear or nonlinear DGPs may admit the same linear model of the form (10.10). Example 10.2.4 Consider the simple bilinear process Xt = ηt + bXt−1 ηt−2 , where b2 < 1 and {ηt } is IID(0, 1). The stationary solution is given by Xt = ηt + bηt−1 ηt−2 +



∞ 



2 bk ηt−2 ηt−3 · · · ηt−k+1 ηt−k ηt−k−1 .



k=2



One can easily check that EXt = 0, γ (0) = 1 + b2 + µ4 b4 /(1 − b2 ), γ (1) = b3 µ3 , γ (2) = 0, γ (3) = b2 , and γ (h) = 0 for all h > 3, where µ3 = Eηt3 , µ4 = Eηt4 , and γ (h) = Cov(Xt , Xt−h ). When µ3 = 0, {Xt } satisﬁes the MA(3) representation Xt = t + α3 t−3 , where α3 is obtained by solving α3 /(1 + α32 ) = b2 (1 − b2 )/(1 − b4 + b4 µ4 ),



|α3 | < 1.



Note that, from this weak MA(3) representation, the optimal linear prediction of Xt given its past takes the form α3 Xt−3 − α32 Xt−6 + α33 Xt−9 + · · · , whereas the optimal prediction is bXt−1 Xt−2 − b2 Xt−1 Xt−3 Xt−4 + b3 Xt−1 Xt−3 Xt−5 Xt−6 + · · · , provided this expansion exists.



Numerous other examples of nonlinear processes admitting weak ARMA representations can be found in Francq and Zako¨ıan (2004, and references therein).



10.3



Testing linearity



Most of the classes of nonlinear models encompass linear ones. This is clearly the case for the bilinear models (10.5). Thus, it may be argued that a bilinear model can always provide forecasts at least as good as those of an ARMA model. However, there may be difﬁculties in estimating the parameters of such models. Therefore, a simple model, though often incomplete, may outperform a more complicated model. This leads the practitioner to adopt the principle of parsimony, preferring the simplest models and rejecting the unnecessarily complicated speciﬁcations. Often the parameters of the encompassing nonlinear model are not identiﬁable when the DGP is linear. This is the case, for instance,
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with the SETAR model (10.3). When there is only one regime, one can set the threshold to r = +∞ and give arbitrary values to the parameters ν (2) , σ (2) , and ai(2) , which shows that the parameters of the second regime are not identiﬁable. It will be seen in Section 10.3.3 that such identiﬁability problems make it difﬁcult to determine the behavior of estimators of nonlinear models when the DGP is linear. As a consequence, it is often inappropriate to adopt a building model strategy that proceeds ‘from general to speciﬁc’ (beginning with the estimation of a very large nonlinear model, followed by successive cancelation of nonsigniﬁcant coefﬁcients). For this reason, one can recommend that a speciﬁcation search should begin by testing a linear model.



10.3.1 Weak white noise and strong white noise testing The arguments of (10.11) imply that nonlinearities can be detected by testing whether the innovations of an estimated linear model are i.i.d. or uncorrelated. We begin by testing if a sequence of observations (or the errors of a linear model) is weak white noise or displays autocorrelation. Next we test if a weak white noise is strong or not. 10.3.1.1 Detection of autocorrelations Assume that {t } is weak white noise WN(0, σ 2 ). The sample autocorrelations ρ(h) ˆ = n−|h| −1 γˆ (h)/γˆ (0), where γˆ (h) = n   , are expected to be close to theoretical t t+|h| t=1 autocorrelations ρ(h) = Cov(t , t−h ) = 0 for all h = 0. When the central limit theorem (CLT) applies (see Section 10.4 below for conditions ensuring the CLT), any vector of  sample autocorrelations ρˆm = {ρ(1), ˆ . . . , ρ(m)} ˆ satisﬁes, as n → ∞, √ L n ρˆm → N(0, m ),



m (i, j ) =



∞ 1  Et t+i t+ t++j . σ4



(10.12)



=−∞



Note that, for strong white noise IID(0, σ 2 ), the asymptotic variance m is the identity matrix Im . In this √ case, the approximate 5% signiﬁcance limits of the sample autocorrelations are ±1.96/ n (as indicated by the dotted line in Figure 10.4). These signiﬁcance limits are also used extensively as a diagnostic check on the residuals of a ﬁtted ARMA model. However, it is important to note that these limits are not (asymptotically) valid when {t } is only WN(0, σ 2 ), and is not IID(0, σ 2 ). Example 10.3.1 Consider the ARCH(1) model t = σt ηt , where {ηt } is IID(0, 1), κ = 2 Eηt4 , and σt2 = ω + αt−1 . Straightforward computations show that m (i, i) = 1 + (κ − 1)α i (1 − κα 2 )−1 , which may be quite different from the value m (i, i) = 1 obtained in the IID(0, σ 2 ) case.



For checking the whiteness of a series, it is customary to test the assumption H0 : ρ(1) = · · · = ρ(m) = 0 by the so-called portmanteau tests, based on the Box–Pierce
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m 
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ρˆ 2 (i)



i=1



(see Box and Pierce 1970) and the Ljung–Box statistic QLB m = n(n + 2)



m 



ρˆ 2 (i)/(n − i)



i=1



(see Ljung and Box 1978). Under the assumption that {t } is IID(0, σ 2 ), the asymptotic distribution of these portmanteau statistics is χm2 , but this is not true, in general, when {t } is WN(0, σ 2 ). However, one can work with a modiﬁed portmanteau statistic  ˆ −1 ˆ m is a Qm = nρˆm m ρˆm , which converges in law to a χm2 whenever (10.12) holds and  consistent estimator of the nonsingular matrix m . The problem with the standard portmanteau tests based on QLB m is that the white noise hypothesis can be rejected because the observations, though uncorrelated, are not independent (see Example 10.3.2 below). The same difﬁculties arise when the portmanteau tests are applied to the residual of estimated 2 ARMA(p, q) models. The conventional χm−(p+q) distribution is invalid in the presence of non-independent innovations. In other words, the standard portmanteau goodness-of-ﬁt tests are not reliable when the model is ARMA and the DGP is nonlinear. However, it is possible to modify these tests to take account of conditional heteroskedasticity and other dependences in the linear innovations (see Francq et al. 2005; Lobato 2002).



Example 10.3.2 Figure 10.4(a) displays the autocorrelations of a simulation of length n = 5000 of an i.i.d. N(0, 1) sequence. Figure 10.4(b) is analogous, but it concerns the GARCH(1, 1) process t = σt ηt ,



{ηt } ∼ IIDN(0, 1),



2 2 + 0.55σt−1 . σt2 = 1 + 0.3t−1



(10.13)



The thick dotted lines correspond to the true asymptotic 5% signiﬁcance√limits for the sample autocorrelations, whereas the ﬁne horizontal dotted lines ±1.96/ n correspond to the asymptotic 5% signiﬁcance limits for the sample autocorrelations of strong white 0.06
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Figure 10.4 Autocorrelation of (a) the strong white noise IID(0, σ 2 ) process and (b) the weak white noise WN(0, σ 2 ) process deﬁned by (10.13).
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Table 10.1 Portmanteau tests on a simulation of the GARCH(1, 1) process (10.13). m



1



ρ(m) ˆ σˆ ρ(m) ˆ Qm P (χm2 > Qm )



0.00 0.025 0.00 0.9637



m



1



ρ(m) ˆ σˆ ρ(m) ˆ QLB m P (χm2 > QLB m )



0.00 0.014 0.01 0.9365



Weak white noise tests based on Qm 2 3 4 5 −0.06 0.028 4.20 0.1227



2 −0.06 0.014 16.78 0.0002



−0.03 0.024 5.49 0.1391



0.05 0.024 10.19 0.0374



Usual white noise tests 3 4 −0.03 0.014 20.59 0.0001



0.05 0.014 34.18 0.0000



6



−0.02 0.021 10.90 0.0533



0.00 0.026 10.94 0.0902



5



6



−0.02 0.014 35.74 0.0000



0.00 0.014 35.86 0.0000



noise. In concrete applications, the true signiﬁcance limits are unknown, but they can be estimated (see Francq and Zako¨ıan 2004; Lobato 2002; Romano and Thombs 1996). Table 10.1 reports the results of the standard and modiﬁed portmanteau tests, for a simulation of length n = 5000 of the GARCH(1, 1) model (10.13). The standard portmanteau tests indicate that the strong white noise assumption must be rejected. One might think that this is due to the existence of nonzero autocorrelations, and one could erroneously draw the conclusion that an ARMA model should be ﬁtted to take account of these autocorrelations. The correct conclusion is given by the modiﬁed portmanteau tests, which do not ﬁnd strong evidence against the WN(0, σ 2 ) hypothesis.



10.3.1.2 Detection of serial dependence We have seen that a process is linear if its innovations {t } correspond to a strong IID(0, σ 2 ) process. It is well known that the two random variables t and t−h are independent if and only if Cor{ϕ(t ), ϑ(t−h )} = 0 for all functions ϕ and ϑ such that Eϕ 2 (t ) < ∞ and Eϑ 2 (t ) < ∞. Therefore, it is natural to test the assumption that {t } is strong white noise by inspecting whether the squared process {t2 }, or some other transformed process {ϕ(t )}, is correlated or not. McLeod and Li (1983) showed that, 2 2 when ρˆ 2 ( · ) is the sample autocorrelation function of the squared residuals m ˆ1 ,2. . . , ˆn LB of a strong ARMA model, the portmanteau statistic Q 2 ,m = n(n + 2) i=1 ρˆ 2 (i) is asymptotically χm2 distributed. Note that, contrary to QLB m , the asymptotic distribution of QLB does not depend on the number p + q of estimated parameters. Numerous other  2 ,m tests of linearity are now available – see the book of Li (2004) or the paper of Hong and Lee (2003) for recent references.
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10.3.2 Testing linearity against a speciﬁc nonlinear model Consider a nonlinear model that nests the linear model. Assume that the unknown parameter θ0 = (β0 , ψ0 ) is such that the linearity hypothesis reduces to H0 : ψ0 = 0, with ψ0 ∈ Rs . Hypothesis testing is often based on the Wald, score or likelihood ratio principle – see Engle (1984) and Godfrey (1988) for general references on these tests. The score test, also called the Lagrange multiplier (LM) test or Rao test, is often very convenient because it does not require the estimation of the nonlinear model. This test only requires the estimation of the constrained estimator under H0 , denoted by θˆ c = (βˆ c , 0 ) . This estimator is often very simple, and, sometimes, it coincides with an ordinary least squares estimator of the form βˆ c = (X X)−1 XY. 10.3.2.1 General form of the LM test statistic Under standard assumptions, which will be discussed in Section 10.5, the conditional o (1) n (quasi-) log-likelihood function takes the form n (θ ) P= t=1 log fθ (Yt | Xt , Yt−1 , . . .), c where θ = (β  , ψ  ) and a = b stands for a = b + c. Moreover, the score vector satisﬁes the CLT, and we have  % &) I11 I12 1 ∂ L √ , n (θ0 ) → N 0, I := n ∂θ I21 I22  % &) I 11 I 12 √ L −1 ˆ n (θ − θ0 ) → N 0, I := , I 21 I 22 −1 I12 )−1 , I 22 = (I22 − I21 I11



where θˆ denotes the unconstrained quasi-maximum likelihood estimator (QMLE). Under H0 , a Taylor expansion yields √ 1 ∂2 1 ∂ o (1) 1 ∂ n (θˆ ) P= √ n (θˆ c ) +  (θ ) n (θˆ − θˆ c ). √ n 0 n ∂θ ∂θ  n ∂θ n ∂θ



(10.14)



The left-hand size is 0 when θˆ is an interior point of the parameter space, and ∂n (θˆ c )/∂θ  = (0 , ∂n (θˆ c )/∂ψ  ) for the same reason. Assume that n−1 ∂ 2 n (θ0 )/∂θ ∂θ  converges to −I . Then, under H0 , the ﬁrst rows of (10.14) yield √ √ L −1 −1 ˆ oP=(1) I −1 I12 n ψˆ → n (βˆ c − β) N(0, I11 I12 I 22 I21 I11 ), 11 and the last s rows of (10.14) allow one to deﬁne √ √ 1 ∂ o (1) n (θˆ c ) P= I21 n (βˆ − βˆ c ) + I22 nψˆ cn = √ n ∂ψ √ oP (1) L −1 = (−I21 I11 I12 + I22 ) n ψˆ → N(0,  ),
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−1 c ˆ where  = (I 22 )−1 . Then, a Rao score-type statistic is given by LMn = ( cn )  n , ˆ denotes any H0 -consistent estimator of  . This statistic follows asymptotwhere  ically a χs2 distribution under the null hypothesis. This leads to critical regions of the form {LMn > χs2 (1 − α)}.



10.3.2.2 LM statistic when I21 = 0 The LM test can sometimes be carried out very easily. Consider a general conditionally homoskedastic nonlinear model of the form Yt = Fθ (Wt ) + t , where Wt = (Xt , Yt−1 , . . .) depends on an exogenous vector Xt and on the past values of the endogenous variable, and {t } is IID(0, σ 2 ), so that Wt and t are independent. We assume that σ 2 = σ 2 (β) does not depend on ψ. With a Gaussian quasi-likelihood, we have cn = √



n  1 ∂ 1 ˆ c, Fθˆc (Wt ) = √ t (θˆ c ) F U c 2 ∂ψ n(σˆ ) t=1 n(σˆ c )2 ψ



ˆ c = (ˆ c , . . . , ˆnc ) . Under with t (θ ) = Yt − Fθ (Wt ), (σˆ c )2 = σ 2 (βˆ c ), ˆtc = t (θˆ c ), and U 1 the assumption that the information matrix I is block diagonal, i.e. when I12 = σ −2 E{∂Fθ0 (Wt )/∂β}{∂Fθ0 (Wt )/∂ψ  } = 0,  the asymptotic distribution of cn is equal to that of n−1/2 σ −2 nt=1 t ∂Fθ0 (Wt )/∂ψ, ˆ c U ˆ c (n−1 F Fψ ) oP=(1) F Fψ /(U ˆ c ) as a consistent ˆ c U ˆ = n−1 (σˆ c )−4 U and one can take  ψ ψ estimator of  . Then, we obtain the following simple version of the score statistic: LMn = n



ˆc ˆ c Fψ (F Fψ )−1 F U U ψ ψ , ˆ c U ˆc U



(10.15)



which is n times the uncentered coefﬁcient of determination of the regression of ˆtc on the variables ∂Fθˆc (Wt )/∂ψi for i = 1, . . . , s. 10.3.2.3 LM test with auxiliary regressions When I12 is not assumed to be zero, and when σ 2 is a nuisance parameter that does not depend on the parameter of interest θ = (β  , ψ  ) , one can estimate  by ∗ ˆ  =



1 ˆ c ˆ c −1  U U [n Fψ Fψ − n−1 Fψ Fβ (n−1 Fβ Fβ )−1 n−1 Fβ Fψ ], n(σˆ c )4



where Fβ



 =



 ∂Fθˆc (Wn ) ∂Fθˆc (W1 ) ··· . ∂β ∂β



ˆc = Because the initial model is linear under the constraint H0 , we generally have U   c c 2 c c  c −1 ˆ /n with Y = (Y1 , . . . , Yn ) and βˆ = (F Fβ ) F Y, up ˆ U Y − Fβ βˆ and (σˆ ) = U β β to negligible terms (unknown initial values entail that the conditional QMLE does not exactly coincide with the least squares estimator (LSE) under the null).
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Now consider the auxiliary linear regression Y = Fβ β ∗ + Fψ ψ ∗ + U.



(10.16)



In this auxiliary regression, the LM test statistic of the hypothesis H∗0 : ψ ∗ = 0 is equal to ∗ −1  ˆ c ˆ c Fψ ( ˆ ) Fψ U LM∗n = n−1 (σˆ c )−4 U



ˆ c Fψ [Fψ Fψ − Fψ Fβ (Fβ Fβ )−1 Fβ Fψ ]−1 Fψ U ˆ c, = (σˆ c )−2 U (see Engle 1984, equation (24)), which is precisely the LM test statistic of the hypothesis H0 : ψ = 0 in the initial model. It is well known (see Engle 1984, equation (27)) that the LM statistic that is associated with H∗0 : ψ ∗ = 0 in (10.16) can also be written as LM∗n = n



ˆc −U ˆ ˆ U ˆ c U U , ˆ c U ˆc U



(10.17)



ˆ = Y − Fβ βˆ ∗ − Fψ ψˆ ∗ = Y − Fθˆ ∗ , with θˆ ∗ = (F F)−1 F Y. We ﬁnally obtain the where U Breusch–Godfrey form of the LM statistic by interpreting LM∗n in Equation (10.17) as n times the coefﬁcient of determination of the new auxiliary linear regression ˆ c = Fβ γ + Fψ ψ ∗∗ + V, U



(10.18)



ˆ c is the vector of the residuals of the regression of Y on the columns of Fβ . where U ˆ = U, ˆ Indeed, in the two regressions (10.16) and (10.18), the vector of the residuals is V ∗ c ∗ ∗∗ ˆ ˆ ˆ ˆ because β = β + γˆ and ψ = ψ . Finally, note that the coefﬁcient of determination is centered (the standard R 2 provided by most of the packaged computer programs) when a column of Fβ is constant. Example 10.3.3 Consider a stationary process {Yt } satisfying the bilinear model (10.5), where {t } ∼ IID(0, σ 2 ), and t is independent of Yt−i for i > 0. Let the linearity assumption H0 : ψ = 0, with ψ = (c11 , . . . , cP Q ) . Note that, with obvious notation, −1  q  ∂Fθ c (Wt ) = 1+ bj B j {Yt−1 , . . . , Yt−p , t−1 (θ c ), . . . , t−q (θ c )} ∂β j =1



and −1  q  ∂Fθ c (Wt ) j = 1+ bj B {Yt−1 t−1 (θ c ), . . . , Yt−P t−Q (θ c )} . ∂ψ j =1



If we assume that q = 0 and the symmetry condition Et3 = 0 holds, then we have I12 = 0, and (10.15) applies. Thus, in the case q = 0 and Et3 = 0, the LM test can be carried out as follows: (1) ﬁt an AR(p) model and compute the residuals ˆtc ; and (2) regress c c ˆtc on Yt−1 ˆt−1 , . . . , Yt−P ˆt−Q and compute the uncentered R 2 of this regression. Then, we reject H0 when LMn = nR 2 > χP2 Q (1 − α). If we no longer assume that Et3 = 0 but we still assume that q = 0 (as in Ter¨asvirta et al. 1994; Tong 1990), then Equation
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(10.17) holds and the LM test can be implemented as follows: (1 ) ﬁt an AR(p) model, compute the residuals ˆtc , and the residual sum of squares RSSc ; and (2 ) regress ˆtc on c c Yt−1 , . . . , Yt−p and Yt−1 ˆt−1 , . . . , Yt−P ˆt−Q , and compute the residual sum of squares RSS. Then, we reject H0 when LMn = n(RSSc − RSS)/RSSc > χP2 Q (1 − α). The F test is an alternative that is asymptotically equivalent but might perform better in ﬁnite samples. With this test, we reject H0 when Fn = (n − p − PQ)PQ−1 (RSSc − RSS)/RSS is greater than the 1 − α quantile of the Fisher–Snedecor F(PQ, n − p − PQ) distribution.



10.3.3 Testing linearity when the model is not identiﬁed under the null Many nonlinear models contain nuisance parameters that are not identiﬁed under the null assumption of linearity. As an illustrative example, consider a SETAR model of the form Yt = ν (1) + a1(1) Yt−1 + (ν (2) + a1(2) Yt−1 )1{Yt−1 > r} + t ,



(10.19)



where {t } is IID(0, σ 2 ). The null assumption of interest is that Yt is a stationary strong AR(1) process. This assumption can be written as H0 : ν (2) = a1(2) = 0. Under H0 , the threshold parameter r does not exist. As a consequence, the usual estimators such as the quasi-maximum likelihood (QML) and least squares (LS) estimators, have nonstandard behaviors. In particular, any reasonable estimator rˆ of r should be consistent under the alternative H1 of a SETAR model, but it should not converge to any value under H0 . The usual tests, such as the LM test deﬁned in Section 10.3.2, are also affected by the lack of identiﬁcation of the parameter r under the null hypothesis. A coarse solution is obtained by ﬁxing an arbitrary value for the threshold r. Then, we can work with the pointwise LM statistic LMn (r) = n



(σˆ c )2 − σˆ r2 , (σˆ c )2



where (σˆ c )2 is the mean of the squares of the residuals of the AR(1) model implied by the null hypothesis, and σˆ r2 is the residual mean square of the SETAR model (10.19) with given threshold r. One can also employ pointwise Wald or likelihood ratio (LR) statistics of the form Wn (r) = n



(σˆ c )2 − σˆ r2 σˆ r2



and LRn (r) = n log



(σˆ c )2 . σˆ r2
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Under regularity conditions similar to those discussed in Section 10.5 below, all these statistics are asymptotically χ22 distributed under H0 . The resulting tests are often consistent, even for alternatives such that the true threshold is not equal to the chosen value of r. However, it should be underlined that the choice of r is unpleasant, because no value that is reasonable a priori is generally available. Moreover the choice of r has an obvious impact on the power of the tests (the power is likely to be low for alternative models in which the actual threshold is far from r). The threshold can be estimated by least squares as rˆ = arg min σˆ r2 , r∈[r,r]



where r and r are given constants such that r < r. In Hansen (1996), r and r are chosen to be the 15th and 85th percentiles of the empirical distribution of the observations. The standard Wald, LM and LR test statistics then satisfy Wn = Wn (ˆr ),



LMn = LMn (ˆr ),



LRn = LRn (ˆr ).



Figure 10.5 shows that, under the null, the distribution of Wn is completely different from that of a χ22 . This is a consequence of the nonstandard behavior of rˆ under H0 . Following Davies (1977, 1987) and Hansen (1996), the common asymptotic distribution of the three statistics Wn , LMn , and LRn is a functional of a continuous-time Gaussian process under H0 . Since Wn = supr∈[r,r] Wn (r), the standard Wald statistic can be viewed as a supremum test statistic. The same interpretation holds for the LM and LR statistics. Other functionals of the pointwise statistics are suggested in Andrews and Ploberger (1994). The test proposed by Luukkonen et al. (1988, hereafter LST) is the most commonly used for testing linear models against smooth transition autoregressive models. It also makes sense to use the LST test for testing linear models against SETAR models. For instance, the model (10.19) can be approximated by a logistic smooth transition autoregressive model Yt = ν (1) + a1(1) Yt−1 + (ν (2) + a1(2) Yt−1 )G(γ , r, Yt−1 ) + t ,
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Figure 10.5 Density of the χ22 distribution (solid line), kernel density estimator of the distribution of Wn (0) (dotted line), and that of Wn (dashed line). The two density estimators are obtained by computing the statistics on N = 1000 independent replications of simulations of length n = 200 of an i.i.d. N(0, 1) sequence.
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when, in the logistic function G(γ , r, x) = {1 + exp[−γ (x − r)]}−1 , the slope parameter γ is large. In its simplest version, the LST test consists in testing φ = 0 in the auxiliary model 2 Yt = ν (1) + a1(1) Yt−1 + φYt−1 + t .



(10.20)



The auxiliary model is obtained by using the Taylor expansion G(γ , r, x) =



1 2



+ 14 (x − r)γ + o(γ )



and a reparameterization of the model (see Luukkonen et al. 1988). Using a third-order Taylor expansion, instead of a ﬁrst-order one, the LST approach leads to a test of φ1 = φ2 = φ3 = 0 in the auxiliary model 2 3 4 + φ2 Yt−1 + φ3 Yt−1 + t . Yt = ν (1) + a1(1) Yt−1 + φ1 Yt−1



(10.21)



The test based on the auxiliary model (10.20) is denoted by 1-LST, and the one based on (10.21) is denoted by 3-LST. At the asymptotic level α, the critical values of these tests are respectively the quantiles χ12 (1 − α) and χ32 (1 − α). Note that the 2-LST version does not exist because, around γ = 0, the second-order Taylor expansion of G(γ , r, x) coincides with the ﬁrst-order expansion. Figure 10.6 and Table 10.2 summarize the results of simulation experiments that compare the behavior of the different tests. In Table 10.2, the critical values of the supremum tests have been determined by means of simulations, following the method proposed by Hansen (1996). Figure 10.6 shows that, as expected, for any ﬁxed value r, the three pointwise statistics Wn (r), LMn (r), and LRn (r) have similar behaviors under the null and local alternatives, but it also shows that they may be quite different for alternatives that are far from the null. The same remark holds for the supremum statistics Test statistics under H1
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Figure 10.6 Distribution of some test statistics under H0 [N = 1000 independent simulations of length n = 100 of the AR(1) model Yt = 0.7Yt−1 + t , where {t } is i.i.d. N(0, 1)] and under H1 [N = 1000 independent simulations of length n = 100 of the SETAR model (10.19) with (ν (1) , a1(1) , ν (2) , a1(2) , r) = (0, 0.9, −2, −0.7, −2)].
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Table 10.2 Relative frequency of rejection (%) of the linearity hypothesis H0 for tests with nominal level α = 5%, based on N = 1000 independent replications of simulations of length n = 100. Design Tests



Wald, score, and likelihood ratio r = rˆ r = 1 r = 0 r = −1 r = −2



LST tests 1-LST 3-LST



H0



Wn (r) LMn (r) LRn (r)



5.6 3.3 4.7



5.7 4.1 4.8



4.6 3.7 4.4



4.7 3.4 4.0



4.4 3.9 4.1



3.1 2.8 3.0



4.0 3.0 3.5



H1



Wn (r) LMn (r) LRn (r)



70.3 64.8 67.8



0.3 0.3 0.3



6.1 5.4 5.9



34.7 31.3 33.0



82.0 79.1 80.3



65.0 64.5 64.7



61.2 59.7 60.6



Design H0 : AR(1) model Yt = 0.9Yt−1 + t , with t ∼ N(0, σ 2 ). Design H1 : SETAR model (10.19) with r = −2, as deﬁned in Figure 10.6.



Wn , LMn , and LRn . The behavior of the statistics based on the data-dependent value r = rˆ is completely different from that of the pointwise statistics based on a data-independent value of r. Table 10.2 shows that the supremum tests are much more powerful than the pointwise tests when the latter are based on a value r that is far from the true alternative (r = −2 for the displayed experiments), but they are, of course, less powerful than the pointwise tests based on the true value r = −2. We also note that, although the LST tests are extremely simple and easy to implement, their performance is comparable with that of the supremum tests, at least in the set of Monte Carlo experiments that we have considered.



10.4



Probabilistic tools



In this section, we present some probabilistic tools that may be useful in the analysis of nonlinear models.



10.4.1 A strict stationarity condition Strict and second-order stationarity are basic concepts in time series – see e.g. Brockwell and Davis (1991) for their deﬁnitions. In Bougerol and Picard (1992a) (see also Bougerol and Picard 1992b; Brandt 1986), a necessary and sufﬁcient condition is derived for the existence of a strictly stationary solution to the linear stochastic recurrent equation Zt = At Zt−1 + Bt ,



t ∈ Z,



(10.22)



where At is a d × d random matrix, Bt is a random vector, and {(At , Bt ), t ∈ Z} is an i.i.d. sequence. Under mild assumptions, there exists a non-anticipative stationary solution to (10.22) if and only if * *$ * * n 1 1 a.s. * γ = inf∗ E(log An An−1 · · · A1 ) = lim log * At−i * * < 0. n→∞ n∈N n n i=1



(10.23)
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Under this condition, the solution is ergodic, which means that the law of large numbers applies: as n → ∞, 1 ϕ(. . . , Zt−1 , Zt , Zt+1 , . . . ) → Eϕ(. . . , Zt−1 , Zt , Zt+1 , . . . ), n n



(10.24)



t=1



provided the last expectation exists (see Billingsley 1995). The coefﬁcient γ is called the top Lyapunov exponent of the sequence {At }, and it can be evaluated by simulations (see Cline 2006; Cline and Pu 2004). The condition (10.23) is sufﬁcient when {(At , Bt ), t ∈ Z} is strictly stationary and ergodic. This condition is directly applicable for processes {Yt } having a state-space representation of the form Yt = H Zt , with Zt determined by (10.22).



Example 10.4.1 Consider a nonlinear model of the form Yt = t + c1 Yt−1 t + c2 Yt−2 t2 , Equation (10.22) is satisﬁed with    Yt c1 t Zt = , At = Yt−1 1



{t } ∼ IID(0, σ 2 ).



c2 t2 0







 ,



Bt =



t 0



(10.25)  .



We deduce that (10.25) admits a non-anticipative strictly stationary solution if and only if the top Lyapunov exponent γ of {At } is strictly negative. Figure 10.7 displays an estimation of the strict stationarity region, obtained by evaluating γ from simulations of {At }. The strict stationarity curve passes through the points (c1 , c2 ) = (±e−E log |t | , 0)
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Figure 10.7 Strict and second-order stationarity regions of the model (10.25) with t ∼ N(0, 1). Regions as follows: A, second-order stationarity; A ∪ B, strict stationarity; B ∪ C, non-second-order stationarity; and C, non-strict stationarity.
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2



and (c1 , c2 ) = (0, ±e−E log t ). Other computations show that, when t is Gaussian, the region of second-order stationarity is given by the constraint c12 Et2 + c22 Et4 < 1.



10.4.2 Second-order stationarity and existence of moments Under the condition γ < 0, the strictly stationary solution to (10.22) is given by Zt = Bt +



∞ 



At · · · At−k+1 Bt−k



a.s.



k=1



According to the Cauchy criterion, the vector is well deﬁned in L2 if At · · · At−k+1 Bt−k 2 exists and converges to 0 at an exponential rate as k → ∞. Using the i.i.d. assumption made on (At , Bt ) and elementary matrix manipulations, we have  EAt · · · At−k+1 Bt−k 2 = E(Bt−k At−k+1 · · · At At · · · At−k+1 Bt−k )   ⊗ Bt−k }{E(At ⊗ At )}k vec I, = E{Bt−k



where vec denotes the operator that stacks a matrix column by column, and I denotes the identity matrix of size equal to the dimension of Zt . Denoting by ρ(M) the spectral radius of a square matrix M, we deduce that, provided EBt 2 < ∞, the condition ρ{E(At ⊗ At )} < 1



(10.26)



is a sufﬁcient condition for the existence of a second-order stationary solution. In the previous argument, we use the Jensen inequality to check that (10.26) entails (10.23). The same elementary technique can be used to obtain conditions for the existence of higher-order moments, and it can sometimes be adapted to accommodate cases where {At , Bt } is not i.i.d. (see e.g. Francq and Zako¨ıan 2001). Example 10.4.2 Consider the simple Markov switching model Yt = t + a(1)Yt−1 1 t =1 + a(2)Yt−1 1 t =2 ,



(10.27)



where {t } is strong white noise and { t } is determined by an irreducible and aperiodic stationary Markov chain with state space {1, 2}, transition probabilities p(i, j ) = P ( t = j | t−1 = i), and stationary probabilities π(i) = P ( t = i). It is easy to check that 2  π(i) log |a(i)| < 0 i=1



is a sufﬁcient condition for strict stationarity. This condition can be interpreted as an average of the stationarity constraint over the two regimes, which involves the transition probabilities p(i, j ) only through the stationary probabilities π(i). The (necessary and sufﬁcient) second-order stationarity condition (see Francq and Zako¨ıan 2001) is   p(1, 1)a 2 (1) p(2, 1)a 2 (1) ρ(A) < 1, A= . p(1, 2)a 2 (2) p(2, 2)a 2 (2)
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Figure 10.8 Stationarity regions of the Markov switching model (10.27). The second-order stationarity region is the bounded region containing the square [−1, 1] × [−1, 1] (displayed as dotted line). The unbounded region delimited by the four curves corresponds to strict stationary models. Figure 10.8 displays these stationarity regions. It can be veriﬁed that ρ(A) < 1 is equivalent to (10.26) when p(i, j ) = π(j ) for all j (i.e. when { t } is an i.i.d. sequence)



10.4.3 Mixing coefﬁcients For statistical inference, strict stationarity and ergodicity are generally not sufﬁcient assumptions, and it may be useful to know whether a given process possesses mixing properties. Mixing is one way to characterize the decrease of dependence when the variables become sufﬁciently far apart (see e.g. Davidson 1994). More precisely the (strong) α mixing coefﬁcients of a process {Zt } are deﬁned by αZ (k) = sup t



sup



|P (A ∩ B) − P (A)P (B)|,



(10.28)



A∈σ (Zs , s≤t), B∈σ (Zs , s≥t+k)



where σ (Zs , s ≤ t) denotes the information set generated by the past at the time t, and σ (Zs , s ≥ t + k) denotes the information set generated by the future at the time t + k. There exist other mixing coefﬁcients, in particular the β mixing coefﬁcients, which are deﬁned by   βZ (k) = sup E sup |P {B | σ (Zs , s ≤ t)} − P (B)| . (10.29) t



B∈σ (Zs , s≥t+k)



When {Zt } is stationary, the term supt can be omitted from the deﬁnitions (10.28) and (10.29). The process is said to be α mixing (respectively β mixing) if limk→∞ αZ (k) = 0
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(respectively limk→∞ βZ (k) = 0). We have αZ (k) ≤ βZ (k), so that β mixing implies α mixing. If Y = {Yt } is a process such that Yt = f (Zt , . . . , Zt−r ) for some measurable function f and some integer r ≥ 0, then σ (Yt , t ≤ 0) ⊂ σ (Zt , t ≤ 0) and σ (Yt , t ≥ s) ⊂ σ (Zt , t ≥ s − r). Thus αY (k) ≤ αZ (k − r)



and βY (k) ≤ βZ (k − r)



for all k ≥ r.



The α mixing coefﬁcient between two σ ﬁelds A and B is deﬁned by α(A, B) =



sup



|P (A ∩ B) − P (A)P (B)|.



A∈A, B∈B



Let p, q, and r be three positive numbers such that p −1 + q −1 + r −1 = 1. Davydov (1968) showed the following inequality: |Cov(U, V )| ≤ K0 U p V q [α{σ (U ), σ (V )}]1/r ,



(10.30)



p



where U p = EU p and K0 is a universal constant. Davydov (1968) proposed K0 = 12. Rio (1993) obtained a sharper inequality involving the quantile functions of U and V , and showed that one can take K0 = 4 in (10.30). Note that (10.30) entails that the autocovariance function Z (h) → 0 as |h| → ∞, when Z is a stationary α mixing process (with moments of order greater than 2). In statistical applications, the α mixing assumption is convenient because it implies the central limit theorem. Herrndorf (1984) showed that, under the assumptions EZt = 0 and sup Zt 2+ν < ∞, t



∞ 



[αZ (h)]ν/(2+ν) < ∞



for some ν > 0,



h=0



we have n−1/2



n 



L



Zt → N(0, σ 2 ),



t=1



with



  n  σ 2 = lim Var n−1/2 Zt > 0. n→∞



t=1



10.4.4 Geometric ergodicity and mixing properties A way to check mixing properties, or to discover stationarity conditions, is to use the theory of Markov chains – see the papers by Tjøstheim (1990) and Feigin and Tweedie (1985), and the book by Meyn and Tweedie (1996). Consider a Markov chain {Zt , t ∈ N} with state space (E, E), where E is a subset of Rd and E is a Borel σ ﬁeld on E. Let P t (x, B) = P (Zt ∈ B | Z0 = x) be the t-step transition probability of moving from x ∈ E to the set B ∈ E in t steps. The Markov chain {Zt } is said to be geometrically ergodic if there exist ρ ∈ (0, 1) and a measure π such that ∀ x ∈ E,



ρ −t P t (x, ·) − π(·) → 0 as t → ∞,



where  ·  is the total variation norm. A consequence of geometric ergodicity is β mixing, and hence α mixing, with geometric rate. Moreover {Zt , t ∈ N} is stationary when the distribution of Z0 is the invariant probability π. Let φ be a nontrivial σ -ﬁnite measure on
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(E, E). The chain {Zt } is φ-irreducible if, for all x ∈ E and all B ∈ E such that φ(B) > 0, there exists t ∈ {1, 2, . . . } such that P t (x, B) > 0. We say that {Zt } is a Feller Markov chain when the function x → E{g(Zt ) | Zt−1 = x} is continuous for every bounded and continuous function g on E. Feigin and Tweedie (1985, Theorem 1) show that {Zt } is geometrically ergodic when: (i) {Zt } is a Feller Markov chain; (ii) {Zt } is φ-irreducible for some nontrivial σ -ﬁnite measure φ on (E, E); (iii) there exists a compact set C ⊂ E such that φ(C) > 0 and a non-negative continuous function V : E → R such that V (x) ≥ 1,



∀ x ∈ C,



(10.31)



and, for some c > 0, E{V (Zt ) | Zt−1 = x} ≤ (1 − c)V (x),



∀x∈ / C.



(10.32)



As a consequence of Feigin and Tweedie (1985, Theorem 2), we have Eπ V (Zt ) < ∞ when, in addition to (i)–(iii), the test function V satisﬁes: (iv) sup E{V (Zt )|Zt−1 = x} < ∞,



x ∈ C.



Example 10.4.3 Consider an EXPAR(1) model of the form 2 Yt = [a + b exp(−γ Yt−1 )]Yt−1 + t ,



{t } ∼ IID(0, σ 2 ),



(10.33)



where γ > 0 and |a| < 1. It is clear that {Yt , t ∈ N} is a Markov chain with state space (R, BR ). Assume that t has a strictly positive density over R and that E|t | < ∞. We will show that {Yt } is geometrically ergodic, by checking (i)–(iii) above. The result being well known for b = 0, we assume that b = 0. We have E{g(Yt ) | Yt−1 = y} = E g{t + (a + b e−γ y )y}. 2



Then, the dominated convergence theorem shows that {Yt } is a Feller chain, so that (i) 2 is checked. Given Y0 = y, the law of Y1 = 1 + (a + b e−γ y )y admits a strictly positive density with respect to the Lebesgue measure λ. Thus, {Yt } is λ-irreducible and (ii) is veriﬁed. Let V (y) = 1 + |y|, let c be a constant such that 0 < c < min{ 12 (1 − |a|), |b|}, and let the compact interval        c E|t | + c 2 −1 C = y : y 2 ≤ max . log , γ |b| 1 − |a| − 2c Clearly (10.31) holds. For y ∈ C, we have E{V (Yt ) | Yt−1 = y} ≤ 1 + E|t | + (|a| + |b|e−γ y )|y| 2



< 1 + E|t | + (|a| + c)|y| < (1 − c)V (y),



(10.34)
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which demonstrates that condition (iii) is satisﬁed. Thus, (10.33) admits a stationary solution with geometrically decreasing β mixing coefﬁcients, whenever |a| < 1, whatever b ∈ R and γ > 0. This is not surprising because (10.33) can be interpreted as a model 2 that can pass smoothly from an AR(1) model with parameter a + b when Yt−1 is small 2 to an AR(1) model with parameter a when Yt−1 is large. From the second inequality in (10.34), one can see that condition (iv) is satisﬁed, and thus the stationary solution admits a ﬁnite moment of order 1, whenever E|t | < ∞. Similar arguments show that E|Yt |k < ∞ whenever E|t |k < ∞.



10.5



Identiﬁcation, estimation and model adequacy checking



The quasi-maximum likelihood (QML) and nonlinear least squares (NLS) estimators are widely used for the statistical inference of nonlinear time-series models. For an extensive discussion of the asymptotic theory of the QML and NLS estimators in a very general framework, the interested reader is referred to (P¨otscher and Prucha 1997, and references therein). Of course, numerous other estimation methods are useful in nonlinear time-series analysis. We will focus on the QML estimator (QMLE) for univariate models of the form Yt = mθ0 (Yt−1 , Yt−2 , . . . ) + σθ0 (Yt−1 , Yt−2 , . . . )ηt ,



(10.35)



where θ0 is an unknown parameter belonging to a subset ' of Rs , and {ηt } is IID(0, 1), with ηt independent of Yt−i for i > 0. Under these assumptions, we have mt (θ0 ) := mθ0 (Yt−1 , Yt−2 , . . . ) = E(Yt | Yt−1 , Yt−2 , . . . ) and σt2 (θ0 ) := σθ20 (Yt−1 , Yt−2 , . . . ) = Var(Yt | Yt−1 , Yt−2 , . . . ). Assume that ηt has density f . Given initial values Y0 , Y−1 , . . . , the (conditional) likelihood of the observations Y1 , . . . , Yn evaluated at θ ∈ ' is equal to Ln (θ ; Y1 , . . . , Yn ) =



n $ t=1



  1 Yt − mt (θ ) f , σt (θ ) σt (θ )



assuming σt (θ ) = 0. This objective function is not operational because f and the initial values are generally unknown. The QML is obtained by replacing the density f (x) by the N(0, 1) density, and the conditional moments mt (θ ) and σt2 (θ ) by measurable approximations m ˜ t (θ ) and σ˜ t2 (θ ). One can take m ˜ t (θ ) = Eθ (Yt | Yt−1 , . . . , Y1 )



and σ˜ t2 (θ ) = Varθ (Yt | Yt−1 , . . . , Y1 )



when these quantities are available. It is often simpler to work with approximations of the form m ˜ t (θ ) = mθ (Yt−1 , . . . , Y1 , 0, . . . ) and σ˜ t2 (θ ) = σθ2 (Yt−1 , . . . , Y1 , 0, . . . ) in
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which the pre-sample values are set to zeros. A QML estimator of θ0 is deﬁned as any measurable solution θˆn of ˜ n (θ ), θˆn = arg inf Q θ∈'



(10.36)



where, on omitting several instances of ‘(θ )’ to lighten the notation, we have ˜ n (θ ) = n−1 Q



 t=1



˜t



˜ t )2 (Yt − m and ˜t = ˜t (θ ) = + log σ˜ t2 . σ˜ t2



(10.37)



The NLS estimator is obtained by assuming that the conditional variance σ˜ t2 is constant. The existence of a solution to (10.36) is guaranteed when: (i) ' is compact and the functions θ → m ˜ t (θ ) and θ → σ˜ t2 (θ ) > 0 are continuous.



10.5.1 Consistency of the QMLE Assume that (ii) {Yt } is a non-anticipative strictly stationary and ergodic solution of (10.35). ergodic Then {mt }, {σt2 }, and {t }, with t = (Yt − mt )2 σt−2 + log σt2 , are also stationary  processes. By the ergodic theorem (10.24), the theoretical criterion Qn (θ ) = n−1 nt=1 t converges almost surely to the asymptotic criterion Q∞ (θ ) = Eθ0 t (θ ), provided the expectation is well deﬁned. Note that this expectation exists in R ∪ {+∞} for all θ , and in R for θ = θ0 , under the mild moment assumption: (iii) E log− σt2 (θ ) < ∞ for all θ ∈ ' and E log+ σt2 (θ0 ) < ∞. The initial values are often uniformly negligible, in the sense that: (iv) supθ∈' |t − ˜t | → 0 a.s. as t → ∞. Then, we have Q˜ n (θ ) − Qn (θ ) → 0



a.s. uniformly in θ,



(10.38)



and the operational criterion Q˜ n (θ ) also converges to the asymptotic criterion Q∞ (θ ). Now, we need an identiﬁability assumption: (v) if θ = θ0 then mt (θ ) = mt (θ0 ) or σt2 (θ ) = σt2 (θ0 ), with nonzero probability. Then, we have Q∞ (θ ) − Q∞ (θ0 ) = Eθ0 log



  Yt − mt (θ ) 2 σt2 (θ ) + E −1 θ0 σt (θ ) σt2 (θ0 )
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  mt (θ0 ) − mt (θ ) 2 σt2 (θ ) + E θ0 σt (θ ) σt2 (θ0 )  2 σt (θ0 )ηt + Eθ0 −1 σt (θ )   σ 2 (θ0 ) σ 2 (θ ) + log t 2 = 0. ≥ Eθ0 log 2t σt (θ0 ) σt (θ )
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= Eθ0 log



(10.39)



The ﬁrst equality follows from Q∞ (θ0 ) = 1 + E log σt2 (θ0 ) ∈ R, the second equality follows from the orthogonality between ηt and σt (θ0 )[mt (θ0 ) − mt (θ )]/σt (θ ), and the in-equality is a consequence of x − 1 ≥ log x for all x > 0. Using log x = x − 1 if and only if x = 1, it can be shown that the inequality in (10.39) is an equality if and only if mt (θ0 ) = mt (θ ) and σt2 (θ0 )/σt2 (θ ) = 1, Pθ0 -a.s. In view of (v), this latter condition is equivalent to θ = θ0 . Thus, we have shown that the asymptotic criterion is minimized at the true value θ0 . This is not sufﬁcient to establish the consistency. Indeed, we have shown only that θ0 = arg inf lim Q˜ n (θ ) a.s., θ∈' n→∞



whereas we would like to show that ˜ n (θ ) θ0 = lim arg inf Q n→∞



a.s.



θ∈'



(10.40)



The problem can be solved as follows. Let θ1 = θ0 and let Vd (θ1 ) be the open sphere with center θ1 and radius 1/d. The process {infθ∈Vd (θ1 )∩' t (θ )}t is stationary and ergodic. Applying once more the ergodic theorem, we have 1 Qn (θ ) ≥ inf θ∈Vd (θ1 )∩' n n



i=1



inf



p.s.



θ∈Vd (θ1 )∩'



t (θ ) → E



inf



θ∈Vd (θ1 )∩'



t (θ ).



In view of the continuity of t (·), the sequence infθ∈Vd (θ1 )∩' t (θ ) increases to t (θ1 ) when d → ∞. By the Beppo–Levi theorem, lim ↑ E



d→∞



inf



θ∈Vd (θ1 )∩'



t (θ ) = E lim ↑ d→∞



inf



θ∈Vd (θ1 )∩'



t (θ ) = Et (θ1 ) > Q∞ (θ0 ).



Thus, we have shown that, for all θi = θ0 , there exists a neighborhood V (θi ) such that lim inf



inf



n→∞ θ∈V (θi )∩'



Qn (θ ) > lim Qn (θ0 ). n→∞



(10.41)



The compact set ' is covered by a ﬁnite number of open sets V (θ1 ), . . . , V (θm ) and V (θ0 ), where V (θ0 ) is any neighborhood of θ0 , and the neighborhoods V (θi ), i = 1, . . . , m, satisfy (10.41). Then, with probability 1, we have inf Qn (θ ) =



θ∈'



min



inf Qn (θ ) =



i=0,1,...,m θ∈V (θi )



inf Qn (θ ),



θ∈V (θ0 )



for n large enough. Since V (θ0 ) can be an arbitrarily small neighborhood of θ0 , using (10.38), the consistency speciﬁed by (10.40) is established.
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10.5.2 Asymptotic distribution of the QMLE In addition to the previous assumptions, assume that the following conditions apply: ◦



(vi) θ0 belongs to the interior ' of '. (vii) θ → mt (θ ) and θ → σt (θ ) admit continuous third-order derivatives, and  3   ∂ t (θ )    1. Since, by assumption, σt2 (θ ) = σ02 > 0 the QMLE coincides with the NLS estimator. The conditions (i), (iii), and (iv) are obviously satisﬁed, and Example 10.4.3 shows that (ii) can be assumed when t has a density f > 0. It can be shown that the identiﬁability condition (v) holds if and only if b0 = 0
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Figure 10.9 NLS estimates of 100 independent replications of simulations of length 2 n = 500 of the EXPAR model Yt = [−0.8 + 2 exp(−0.1Yt−1 )]Yt−1 + t , where {t } is 2 i.i.d. with the mixture distribution 0.9N(0, 0.5 ) + 0.05N(3, 1) + 0.05N(−3, 1).
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(when b0 = 0, the parameter γ0 is not identiﬁed). Thus, the consistency of the QMLE is ensured when b0 = 0. The condition (vi) is obvious. The vector      Yt−1      ∂t (θ )  2  (Yt − mt )   −γ Yt−1   Y e sup  = 2 sup     t−1  ∂θ  σ2 2 θ∈' θ∈'  −γ Yt−1 3   −bYt−1 e admits a ﬁnite expectation when EYt2 < ∞ (using the fact that y k e−γ y is bounded). Extending the argument to the third-order derivatives, we see that (vii) is satisﬁed, and I and J exist when EYt4 < ∞. In view of Example 10.4.3, it sufﬁces to assume that Et4 < 2 2 ∞. When (c1 , c2 , c3 , c4 ) = 0 and b0 = 0, the set {y : c1 y + c2 y e−γ0 y + c3 b0 y 2 e−γ0 y = c4 } is ﬁnite. Since Yt has a continuous distribution, we deduce that the components of ∂t (θ0 )/∂θ are not almost surely linearly dependent. Thus I and J = I /2 are invertible, and (viii) is established. Because ˜t = t for t > 1, (ix) holds true. The asymptotic normality of the QMLE follows. Similar results have been obtained by Tjøstheim (1986), under slightly different conditions. Figure 10.9 summarizes the main results of a simulation experiment, in which the ﬁnite sample distribution of the NLS estimator is close to the asymptotic one. However, the constraint b0 = 0 is an important restriction. Since we do not know the behavior of the QMLE when the DGP is a strong AR(1), we cannot employ standard linearity tests, such as the Wald test. 2



10.5.3 Identiﬁcation and model adequacy The information matrices I and J can be consistently estimated by their empirical counterparts n 2 ˜ ˆ 1  ∂ ˜t (θˆn ) ∂ ˜t (θˆn ) ˆ = ∂ Qn (θn ) . ˆ and J I = n ∂θ ∂θ  ∂θ ∂θ  t=1



ˆ = Jˆ−1 IˆJˆ−1 , the asymptotic normality (10.42) of the QMLE can Approximating  by  be directly exploited to obtain asymptotic conﬁdence regions or to perform tests on the parameters. Consider, for instance, the null hypothesis H0 : Rθ0 = r, where R is a matrix of full row rank s0 and r is a vector. The Wald test rejects H0 at the asymptotic level α when the test statistic is ˆ  }−1 (R θˆn − r) > χs2 (1 − α). W = n(R θˆn − r) {R R 0 Such tests are generally employed to determine whether the model (10.35) can be simpliﬁed, i.e. if the number s of parameters can be reduced. To determine whether the model (10.35) is sufﬁciently rich to account for the dynamics of the series, practitioners often plot the residuals. Portmanteau tests based on the autocorrelations of the residuals, or of the squares of the residuals, or some other transformation of the residuals, can be performed for model adequacy checking. Such steps should lead to the selection of a small set of models that pass the goodness-of-ﬁt portmanteau tests and have estimated parameters that are statistically signiﬁcant. In general, these models will not be nested, and they may have different



IDENTIFICATION, ESTIMATION, MODEL ADEQUACY



407



numbers of parameters. The choice among the models is often made by selecting the one that minimizes an information criterion. The most popular criterion for model selection is the Akaike information criterion (AIC) proposed by Akaike (1973). 10.5.3.1 Comparing nonlinear models with the AIC criterion Assume that, with respect to a σ -ﬁnite measure µ, the true density of the observations Y = (Y1 , . . . , Yn ) is g, and that some candidate model k gives a density fk (·, θk ) to the observations, where θk is a pk -dimensional parameter. The discrepancy between the (wrong) model and the truth can be measured by the Kullback–Leibler divergence   g(Y ) {fk (·, θk ) | g} = Eg log = Eg log g(Y ) + 12 d{fk (·, θk ) | g}, fk (Y, θk ) where



" d{fk (·, θk ) | g} = −2Eg log fk (Y, θk ) = −2



[log fk (y, θk )]g(y)µ dy



is sometimes called the Kullback–Leibler contrast. The main property of the Kullback– Leibler divergence is that {fk (·, θk ) | g} ≥ 0, with equality if and only if fk (·, θk ) = g. Minimizing {fk (·, θk ) | g} with respect to fk (·, θk ) is equivalent to minimizing the contrast d{fk (·, θk ) | g}. Let θ0k = arg inf d{fk (·, θk ) | g} = arg inf[−2E log fk (Y, θk )] θk



θk



(10.43)



be an optimal parameter for the model k corresponding to the density fk (·, θk ) (assuming that such a parameter exists). This optimal parameter can be estimated by the QMLE θˆn,k = arg sup log fk (Y, θk ). θk



The minimal contrast could be approximated by −2E log fk (Y, θˆn,k ) but, because of the dependence between θˆn,k and Y , studying this average contrast is too difﬁcult. It is generally easier to search for a model that minimizes C(k) = −2E log fk (Z, θˆn,k ),



(10.44)



where the expectation is taken over Y and Z, and where Y and Z are independent and have the same distribution g. A model minimizing Equation (10.44) can be interpreted as a model that will do globally the best job on an independent copy of Y (but this model may not be the best for the data at hand). We have C(k) = −2E log fk (Y, θˆn,k ) + a1 + a2 , where a1 = −2E log fk (Y, θ0k ) + 2E log fk (Y, θˆn,k ) and a2 = −2E log fk (Z, θˆn,k ) + 2E log fk (Y, θ0k ).



408



NONLINEAR TIME-SERIES MODELLING



The QMLE satisﬁes log fk (Y, θˆn,k ) ≥ log fk (Y, θ0k ) almost surely. Thus, a1 can be interpreted as the average overﬁtting of the QMLE. Note that E log fk (Y, θ0k ) = E log fk (Z, θ0k ). Thus a2 can be interpreted as an average cost due to the use of the estimated parameter instead of the optimal parameter, when the model is applied to an independent replication of Y . It is shown in Findley (1993) that, under some regularity conditions, a1 and a2 are both equivalent to pk . In this case, the AIC formula AIC(k) = −2 log fk (Y, θˆn,k ) + 2pk



(10.45)



is an approximately unbiased estimate of the contrast C(k). Model selection is then obtained by minimizing Equation (10.45) over the candidate models k. We now discuss the regularity conditions needed for a1 and a2 to be actually equivalent to pk as n → ∞. Under assumptions similar to those made in Sections 10.5.1 and 10.5.2, in particular the uniqueness of the optimal parameter θ0k , the estimator θˆn,k converges almost surely to θ0k and √ L n (θˆn,k − θ0k ) → N(0, Jk−1 Ik Jk−1 ), where 1 ∂2 log fk (Y, θ0k ) n→∞ n ∂θ ∂θ



1 ∂ Var log fk (Y, θ0k ), n→∞ n ∂θ



Ik = lim



Jk = − lim



a.s.



c



Write a = b for a = b + c. Moreover, a Taylor expansion of the quasi-log-likelihood yields o (1)



−2 log fk (Y, θ0k ) P= −2 log fk (Y, θˆn,k ) +



√



√ n (θˆn,k − θ0k ) Jk n (θˆn,k − θ0k ).



Taking the expectation of both sides, and showing that En(θˆn,k − θ0k ) Jk (θˆn,k − θ0k ) = trace{Jk En(θˆn,k − θ0k )(θˆn,k − θ0k ) } → trace(Ik Jk−1 ), o(1)



we obtain a1 = trace(Ik Jk−1 ). Now a Taylor expansion of the contrast yields   oP (1)  ∂d{fk (·, θ ) | g}  ˆ ˆ d{fk (·, θn,k ) | g} = d{fk (·, θ0k ) | g} + (θn,k − θ0k )  ∂θ θ=θ0k  2 ∂ d{fk (·, θ ) | g}  1 + (θˆn,k − θ0k ) (θˆn,k − θ0k )  2 ∂θ ∂θ  θ=θ0k oP (1)



= d{fk (·, θ0k ) | g} + n(θˆn,k − θ0k )Jk (θˆn,k − θ0k ) ,



assuming that the contrast is smooth enough, and that we can take its derivatives under the expectation sign. We deduce that −2E log fk (Z, θˆn,k ) = EY d{fk (·, θˆn,k ) | g} oP (1)



= d{fk (·, θ0k ) | g} + trace(Ik Jk−1 ),
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which shows that a2 is equivalent to a1 . Note that, when Ik = Jk , we have trace(Ik Jk−1 ) = pk and, in this case, the AIC(k) deﬁned by (10.45) really is an approximately unbiased estimator of C(k).



10.6



Forecasting with nonlinear models



Computing the best linear predictions of a stationary process is relatively easy – see Brockwell and Davis (1991, section 2.7 and chapter 5). The best predictions are generally nonlinear, and may be more accurate than the best linear predictions, but their determination is usually very difﬁcult. The problems of nonlinear forecasting have been addressed by various authors, including Tong (1990), Granger and Ter¨asvirta (1993), and Franses and van Dijk (2002), from a ﬁnancial prospective, and Fan and Yao (2003), who focus on nonparametric issues. For extensive comparisons of the forecasting performance of linear and nonlinear models, the interested reader is referred to Stock and Watson (1999) and Marcellino (2004). For recent surveys, see Ter¨asvirta (2006) and Timmermann (2006).



10.6.1 Forecast generation For most nonlinear models of the conditional mean, the generation of one-step-ahead forecasts is straightforward, but problems can arise with multi-step-ahead forecasts. The distribution of the nonlinear predictors is often skewed (even when the errors in the models have a symmetric distribution), and it may be multimodal. The predictive uncertainty of nonlinear models, in contrast to that of linear models, does not necessarily grow as the lead time increases. Suppose that t = {Y1 , . . . , Yt } is an observed time series and that h is the lead time. The least squares predictor of Yt+h is deﬁned as ft,h (t ) = arg inf E{Yt+h − f (t )}2 ,



(10.46)



f



where f (·) denotes a measurable function over t . It is easy to show that ft,h (t ) = E(Yt+h | t ) = Yt (h). When f (·) is a linear function, Yt (h) has optimal properties in terms of predictive accuracy and variability, as is shown in Box and Jenkins (1976). This may not be the case when f (·) has a nonlinear structure (see Fan and Yao 2003). For this reason, Tong (1982) suggested that forecasts might be generated by setting the future values of the error term to zero, which is the naive approach.



Example 10.6.1 Consider the SETAR(k; p1 , p2 , . . . , pk ) model represented by Yt =



k   j =1



ν



(j )



+



pj  i=1



 (j ) ai Yt−i



+



(j ) t



1{rj −1 r1 } and Yt (1) = (ν (1) + a1(1) Yt )1{Yt ≤r1 } + (ν (2) + a1(2) Yt )1{Yt > r1 } . It can be shown that Yˆtc (2) = Yt (2) = E(Yt+2 | t ) under the Gaussian assumption. The derivations of the analytical distributions of nonlinear predictors are determined by the structures of the models, and their difﬁculty increases with the lead time h of the forecast. Numerical techniques are often used in generating multi-step-ahead forecasts (see Granger and Ter¨asvirta 1993). A simulation-based forecast method is the Monte Carlo
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method, which, in the framework of Example 10.6.1, approximates the conditional expectation Yt (h) for h = 2, 3, . . . by pj   M  k  1   (j )  (j ) ˆ ν + ai Yt (h − i) + σ (i) η 1{rj −1 0, πi∗ + cij (Q∗ ) ≥ ρj∗ , if Q∗ij = 0, where



 si



(π ∗ )



= ≥



n



j =1



n



Q∗ij , if πi∗ > 0,



∗ j =1 Qij ,



if πi∗ = 0,



458



NETWORK ECONOMICS



and



 ∗



dj (ρ )



= ≤



m i=1



Q∗ij , if ρj∗ > 0,



i=1



Q∗ij ,



m



if ρj∗ = 0.



The ﬁrst equilibrium condition is as in the quantity model, with the exception that the prices are now variables. The other two conditions allow for the possibility that, if the equilibrium prices are zero, then one may have excess supply and/or excess demand at the respective market(s). If the prices are positive, then the markets will clear. The variational inequality formulation of the equilibrium conditions governing the price model is now given (for a proof, see Nagurney 1999). mn+m+n Theorem 11.4.3 [Variational inequality formulation] X∗ ≡ (Q∗ , π ∗ , ρ ∗ ) ∈ R+ is an equilibrium shipment and price vector if and only if it satisﬁes the variational inequality:



F (X∗ ), X − X∗  ≥ 0,



mn+m+n ∀ X ∈ R+ .



Here F : K → R mn+m+n is the row vector F (X) ≡ (T (X), S(X), D(X)), where mn+m+n mn+m mn+n T : R+ → R mn , S : R+ → R m , and D : R+ → R n , with thei, j th term of n T (X) given by πi + cij (Q) − ρj (d), the ith mterm of S(X) given by si − j =1 Qij , and the j th term of D(X) given by −dj (ρ) + i=1 Qij .



11.5



General economic equilibrium



Spatial price equilibrium models, in contrast to general economic equilibrium models, are necessarily partial equilibrium models. The network structure of the spatial price equilibrium problems considered today often corresponds to the physical transportation network (cf. Dafermos and Nagurney 1984a). The general economic equilibrium problem due to Walras (1874) has also been extensively studied (see e.g. Border 1985) from both qualitative as well as quantitative perspectives (cf. Dafermos 1990, and references therein). The Walrasian price equilibrium problem can also be cast into a network equilibrium form, as shown in Zhao and Nagurney (1993), who recognized the work of Beckmann et al. (1956) (see also Nagurney 1999). In this application (cf. Figure 11.7), there is only a single origin/destination pair of nodes, and the links connecting the origin/destination pair correspond to commodities with the ﬂows on the links now being prices. In the context 0



1



2



n



1



Figure 11.7 Network structure of Walrasian price equilibrium.
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of a transportation network equilibrium problem, this problem is hence one with a ﬁxed demand, and it is the excess demands on used links that are equalized. Again, we get the concept of utilized and non-utilized ‘paths.’ Note that this network structure is abstract in that the nodes do not correspond to locations in space and the links to physical routes. We see, once more, the generality of network equilibrium due to Beckmann et al. (1956) in this application setting. Moreover, algorithms derived for trafﬁc networks have been applied (with the network identiﬁcation) by Zhao and Nagurney (1993) to solve Walrasian price equilibrium problems. Finally, it is fascinating to note that the classical portfolio optimization problem of Markowitz (1952, 1959) (see also Nagurney and Siokos 1997) can be transformed into a system-optimized transportation network problem with ﬁxed demand on a network with the structure of the one in Figure 11.7. For additional ﬁnancial network models, see Nagurney and Siokos (1997). For more recent approaches to ﬁnancial networks with intermediation, including the incorporation of electronic transactions, see the volume edited by Nagurney (2003).



11.6



Oligopolistic market equilibria



Oligopolies are a fundamental market structure. An oligopoly consists of a ﬁnite number (usually just a few) ﬁrms involved in the production of a good. Examples of oligopolies range from large ﬁrms in the automobile, computer, chemical, or mineral extraction industries, to small ﬁrms with local markets. Oligopolies are examples of imperfect competition in that the producers or ﬁrms are sufﬁciently large that they affect the prices of the goods. A monopoly, on the other hand, consists of a single ﬁrm that has full control of the market. Cournot (1838) considered competition between two producers, the so-called duopoly problem, and is credited with being the ﬁrst to study noncooperative behavior, in which the agents act in their own self-interest. In his study, the decisions made by the producers or ﬁrms are said to be in equilibrium if no producer can increase their income by unilateral action, given that the other producer does not alter their own decision. Nash (1950, 1951) generalized Cournot’s concept of an equilibrium for a behavioral model consisting of several agents or players, each acting in their own self-interest, which has come to be called a noncooperative game. Speciﬁcally, consider m players, each player i having at their disposal a strategy vector Xi = {Xi1 , . . . , Xin } selected from a closed, convex set Ki ⊂ R n , with a utility function ui : K → R 1 , where K = K1 × K2 × · · · × Km ⊂ R mn . The rationality postulate is that each player i selects a strategy vector Xi ∈ Ki that maximizes their utility level ui (X1 , . . . , Xi−1 , Xi , Xi+1 , . . . , Xm ) given the decisions (Xj )j =i of the other players. In this framework one then has the following deﬁnition. Deﬁnition 11.6.1 [Nash equilibrium] A Nash equilibrium is a strategy vector ∗ ) ∈ K such that X∗ = (X1∗ , . . . , Xm ui (Xi∗ , Xˆ i∗ ) ≥ ui (Xi , Xˆ i∗ ),



∀ Xi ∈ Ki , ∀ i,



∗ ∗ ∗ , Xi+1 , . . . , Xm ). where Xˆ i∗ = (X1∗ , . . . , Xi−1



It has been shown (cf. Hartman and Stampacchia 1966; Gabay and Moulin 1980) that Nash equilibria satisfy variational inequalities. In the present context, under the
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assumption that each ui is continuously differentiable on K and concave with respect to Xi , one has the following result. Theorem 11.6.2 [Variational inequality formulation] Under the previous assumptions, X∗ is a Nash equilibrium if and only if X∗ ∈ K is a solution of the variational inequality F (X∗ ), X − X∗  ≥ 0,



∀ X ∈ K,



where F (X) ≡ (−∇X1 u1 (X), . . . , −∇Xm um (X)), and is assumed to be a row vector, where ∇Xi ui (X) denotes the gradient of ui with respect to Xi . If the feasible set K is compact, then existence is guaranteed under the assumption that each utility function ui is continuously differentiable. Rosen (1965) proved existence under similar conditions. Karamardian (1969a,b) relaxed the assumption of compactness of K and provided a proof of the existence and uniqueness of Nash equilibria under the strong monotonicity condition. As shown by Gabay and Moulin (1980), the imposition of a coercivity condition on F (X) (see Section 11.2) will guarantee the existence of a Nash equilibrium X∗ even if the feasible set is no longer compact. Moreover, if F (X) satisﬁes the strict monotonicity condition, then the uniqueness of X∗ is guaranteed, provided that the equilibrium exists (see also Section 11.2). We begin with the presentation of a classical oligopoly model and then present a spatial oligopoly model that is related to the spatial price equilibrium problem. The presentation of these models follows that in Nagurney (2001b).



11.6.1 The classical oligopoly problem We now describe the classical oligopoly problem (cf. Gabzewicz and Vial 1972; Manas 1972; Friedman 1977; Harker 1984; Haurie and Marcotte 1985; Flam and Ben-Israel 1990) in which there are m producers involved in the production of a homogeneous commodity. The quantity produced by ﬁrm i is denoted by qi , with the production quantities grouped into a column vector q ∈ R m . Let fi denote the cost of producing the commodity by ﬁrm i, and let ρ denote the demand price associated with the good. Assume that fi = fi (qi ) and ρ=ρ



  m qi . i=1



The proﬁt for ﬁrm i, ui , which is the difference between the revenue and cost, can then be expressed as   m ui (q) = ρ qi qi − fi (qi ). i=1



Given that the competitive mechanism is one of noncooperative behavior, one can write down the following theorem immediately.
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Theorem 11.6.3 [Variational inequality formulation] Assume that the proﬁt function ui (q) for each ﬁrm i is concave with respect to qi , and that ui (q) is continuously differentiable. m Then q ∗ ∈ R+ is a Nash equilibrium if and only if it satisﬁes the variational inequality: m   ∂fi (q ∗ ) i



i=1



∂qi



   m ∗ ∂ρ( m i=1 qi ) ∗ ∗ × [qi − qi∗ ] ≥ 0, − qi − ρ qi ∂qi



m ∀ q ∈ R+ .



i=1



An example is now presented.



Example: Classical oligopoly problem (Nagurney 2001b) In this oligopoly example there are three ﬁrms. The data are as follows: the producer cost functions are given by f1 (q1 ) = q12 + q1 + 10,



f2 (q2 ) = 12 q22 + 4q2 + 12,



f3 (q3 ) = q32 + 12 q3 + 15,



and the inverse demand or price function is given by   3 3  ρ qi = − qi + 5. i=1



i=1



The equilibrium production outputs are: q1∗ =



23 , 30



q2∗ = 0,



q3∗ =



14 ; 15



and



3  i=1



qi∗ =



17 . 10



We now verify that the variational inequality is satisﬁed: −∂u1 (q ∗ )/∂q1 is equal to 7 zero, as is −∂u3 (q ∗ )/∂q3 , whereas −∂u2 (q ∗ )/∂q2 = 10 . Since both q1∗ and q3∗ are greater ∗ than zero, and q2 = 0, one sees that, indeed, the above variational inequality is satisﬁed. Computational approaches can be found in Okuguchi (1976), Murphy et al. (1982), Harker (1984), Okuguchi and Szidarovsky (1990), and Nagurney (1999), and references therein. In the special case where the production cost functions are quadratic (and separable) and the inverse demand or price function is linear, one can reformulate the Nash equilibrium conditions of the Cournot oligopoly problem as the solution to an optimization problem (see Spence 1976; Nagurney 1999).



11.6.2 A spatial oligopoly model We now describe a generalized version of the oligopoly model due to Dafermos and Nagurney (1987) (see also Nagurney 1999), which is spatial in that the ﬁrms are now located in different regions and there are transportation costs associated with shipping the commodity between the producers and the consumers. For the relationship between this model and the perfectly competitive spatial price equilibrium problem, see Dafermos
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and Nagurney (1987). Algorithms for the computation of solutions to this model can be found in Nagurney (1987b, 1988). Assume that there are m ﬁrms and n demand markets that are generally spatially separated. Hence, the network structure of this problem is also bipartite, of the form in Figure 11.2. Assume that the homogeneous commodity is produced by the m ﬁrms and is consumed at the n markets. As before, let qi denote the non-negative commodity output produced by ﬁrm i and let dj denote the demand for the commodity at demand market j . Let Qij denote the non-negative commodity shipment from supply market i to demand m market j . Group the production outputs into a column vector q ∈ R+ , the demands into n mn a column vector d ∈ R+ , and the commodity shipments into a column vector Q ∈ R+ . The following conservation of ﬂow equations must hold: qi =



n 



Qij ,



∀ i,



Qij ,



∀ j,



j =1



dj =



m  i=1



where Qij ≥ 0, for all i, j . We associate with each ﬁrm i a production cost fi , but now allow for the more general situation where the production cost of a ﬁrm i may depend upon the entire production pattern, that is, fi = fi (q). Similarly, we allow the demand price for the commodity at a demand market to depend, in general, upon the entire consumption pattern, that is, ρj = ρj (d). Let cij denote the transaction cost, which includes the transportation cost, associated with trading (shipping) the commodity between ﬁrm i and demand market j . Here the transaction cost may depend, in general, upon the entire shipment pattern, that is, cij = cij (Q). The proﬁt ui of ﬁrm i is then given by ui =



n 



ρj Qij − fi −



j =1



n 



cij Qij ,



j =1



which, in view of the conservation of ﬂow equations and the functions, one may write as u = u(Q). Now consider the usual oligopolistic market mechanism, in which the m ﬁrms supply the commodity in a noncooperative fashion, each one trying to maximize their own proﬁt. We seek to determine a non-negative commodity distribution pattern Q for which the m ﬁrms will be in a state of equilibrium as deﬁned below.
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Deﬁnition 11.6.4 [Spatial Cournot–Nash equilibrium] A commodity shipment distribumn is said to constitute a Cournot–Nash equilibrium if for each ﬁrm i, tion Q∗ ∈ R+ i = 1, . . . , m, ˆ ∗i ) ≥ ui (Qi , Q ˆ ∗i ), ui (Q∗i , Q



n ∀ Qi ∈ R+ ,



where ˆ ∗i ≡ (Q∗1 , . . . , Q∗i−1 , Q∗i+1 , . . . , Q∗m ). Qi ≡ {Qi1 , . . . , Qin } and Q The variational inequality formulation of the Cournot–Nash equilibrium is given in the following theorem. Theorem 11.6.5 [Variational inequality formulation (Dafermos and Nagurney 1987)] Assume that for each ﬁrm i the proﬁt function ui (Q) is concave with respect to mn {Qi1 , . . . , Qin }, and continuously differentiable. Then Q∗ ∈ R+ is a Cournot–Nash equilibrium if and only if it satisﬁes the variational inequality: −



m  n  ∂ui (Q∗ ) i=1 j =1



∂Qij



× (Qij − Q∗ij ) ≥ 0,



mn ∀ Q ∈ R+ .



Using the expressions for the utility functions for this model and the conservation of ﬂow equations, this variational inequality may be rewritten as: m  ∂fi (q ∗ ) i=1



∂qi −



× (qi − qi∗ ) +



m  n  n   i=1 j =1 l=1



m  n  i=1 j =1



cij (Q∗ ) × (Qij − Q∗ij ) − 



n 



ρj (d ∗ ) × (dj − dj∗ )



j =1



∂ρl (d ∗ ) ∂cil (Q∗ ) Q∗il (Qij − Q∗ij ) ≥ 0, − ∂dj ∂Qij



∀ (q, Q, d) ∈ K,



where K ≡ {(q, Q, d) | Q ≥ 0, and the conservation of ﬂow equations hold}. Note that, in the special case where there is only a single demand market and the transaction costs are identically equal to zero, this variational inequality collapses to the variational inequality governing the aspatial or the classical oligopoly problem.



11.7



Variational inequalities and projected dynamical systems



11.7.1 Background We have demonstrated that a plethora of equilibrium problems in network economics, including network equilibrium problems, can be uniformly formulated and studied as ﬁnite-dimensional variational inequality problems.
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Usually, using this methodology, one ﬁrst formulates the governing equilibrium conditions as a variational inequality problem. Qualitative properties of existence and uniqueness of solutions to a variational inequality problem can then be studied using the standard theory or by exploiting problem structure. Finite-dimensional variational inequality theory by itself, however, provides no framework for the study of the dynamics of competitive systems. Rather, it captures the system in its equilibrium state and, hence, the focus of this tool is static in nature. Dupuis and Nagurney (1993) established that, given a variational inequality problem, there is a naturally associated dynamical system, the stationary points of which correspond precisely to the solutions of the variational inequality problem. This association was ﬁrst noted by Dupuis and Ishii (1991). This dynamical system, ﬁrst referred to as a projected dynamical system by Zhang and Nagurney (1995), is nonclassical in that its right-hand side, which is a projection operator, is discontinuous. The discontinuities arise because of the constraints underlying the variational inequality problem modeling the application in question. Hence, classical dynamical systems theory (cf. Coddington and Levinson 1955; Lefschetz 1957; Hartman 1964; Hirsch and Smale 1974) is no longer applicable. Nevertheless, as demonstrated rigorously in Dupuis and Nagurney (1993), a projected dynamical system may be studied through the use of the Skorokhod problem (Skorokhod 1961), a tool originally introduced for the study of stochastic differential equations with a reﬂecting boundary condition. Existence and uniqueness of a solution path, which are essential for the dynamical system to provide a reasonable model, were also established therein. Here we present some results in the development of projected dynamical systems theory (cf. Nagurney and Zhang 1996). One of the notable features of this tool, whose rigorous theoretical foundations were laid in Dupuis and Nagurney (1993), is its relationship to the variational inequality problem. Projected dynamical systems theory, however, goes further than ﬁnite-dimensional variational inequality theory in that it extends the static study of equilibrium states by introducing an additional time dimension in order to allow for the analysis of disequilibrium behavior that precedes the equilibrium. In particular, we associate with a given variational inequality problem, a nonclassical dynamical system, called a projected dynamical system. The projected dynamical system is interesting both as a dynamical model for the system whose equilibrium behavior is described by the variational inequality, and also because its set of stationary points coincides with the set of solutions to a variational inequality problem. In this framework, the feasibility constraints in the variational inequality problem correspond to discontinuities on the right-hand side of the differential equation, which is a projection operator. Consequently, the projected dynamical system is not amenable to analysis via the classical theory of dynamical systems. The stationary points of a projected dynamical system are identiﬁed with the solutions to the corresponding variational inequality problem with the same constraint set. We then state in a theorem the fundamental properties of such a projected dynamical system with regard to the existence and uniqueness of solution paths to the governing ordinary differential equation. We subsequently provide an interpretation of the ordinary differential equation that deﬁnes the projected dynamical system, along with a description of how the solutions may be expected to behave. For additional qualitative results, in particular, stability analysis results, see Nagurney and Zhang (1996). For a discussion of the general iterative scheme and proof of
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convergence, see Dupuis and Nagurney (1993). For applications to dynamic spatial price equilibrium problems, oligopolistic market equilibrium problems, and trafﬁc network equilibrium problems, see Nagurney and Zhang (1996, and references therein). For extensions of these results to inﬁnite-dimensional projected dynamical systems and evolutionary variational inequalities, see Cojocaru et al. (2005, 2006) and the books by Daniele (2006) and Nagurney (2006b).



11.7.2 The projected dynamical system As noted, in the preceding sections, ﬁnite-dimensional variational inequality theory provides no framework for studying the underlying dynamics of systems, since it considers only equilibrium solutions in its formulation. Hence, in a sense, it provides a static representation of a system at its ‘steady state.’ One would, therefore, like a theoretical framework that permits one to study a system, not only at its equilibrium point, but also in a dynamical setting. The deﬁnition of a projected dynamical system (PDS) is given with respect to a closed convex set K, which is usually the constraint set underlying a particular application, such as, for example, network equilibrium problems, and a vector ﬁeld F whose domain contains K. Such projected dynamical systems provide mathematically convenient approximations to more ‘realistic’ dynamical models that might be used to describe nonstatic behavior. The relationship between a projected dynamical system and its associated variational inequality problem with the same constraint set is then highlighted. For completeness, we also recall the fundamental properties of existence and uniqueness of the solution to the ordinary differential equation (ODE) that deﬁnes such a projected dynamical system. Let K ⊂ R n be closed and convex. Denote the boundary and interior of K, respectively, by ∂K and K0 . Given X ∈ ∂K, deﬁne the set of inward normals to K at X by N (X) = {γ : γ  = 1, and γ T , X − y ≤ 0, ∀ y ∈ K}. We deﬁne N (X) to be {γ : γ  = 1} for X in the interior of K. When K is a convex polyhedron (for example, when K consists of linear constraints), / K takes the form Z i=1 Ki , where each Ki is a closed half-space with inward normal Ni . Let PK be the norm projection (see Section 11.2). Then PK projects onto K ‘along N ,’ in that, if y ∈ K, then P (y) = y, and if y ∈ K, then P (y) ∈ ∂K, and P (y) − y = αγ for some α > 0 and γ ∈ N (P (y)). Deﬁnition 11.7.1 Given X ∈ K and v ∈ R n , deﬁne the projection of the vector v at X (with respect to K) by K (X, v)



[PK (X + δv) − X] . δ→0 δ



= lim



The class of ordinary differential equations that are of interest here take the following form: X˙ =



K (X, −F (X)),
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where K is a closed convex set, corresponding to the constraint set in a particular application, and F (X) is a vector ﬁeld deﬁned on K. Note that a classical dynamical system, in contrast, is of the form X˙ = −F (X). We have the following results (cf. Dupuis and Nagurney 1993): (i) If X ∈ K0 , then K (X, −F (X))



= −F (X).



(ii) If X ∈ ∂K, then K (X, −F (X))



= −F (X) + β(X)N ∗ (X).



Here N ∗ (X) = arg max (−F (X))T , −N , N ∈N(X)



and β(X) = max{0, (−F (X))T , −N ∗ (X)}. Note that, since the right-hand side of the ordinary differential equation is associated with a projection operator, it is discontinuous on the boundary of K. Therefore, one needs to state explicitly what one means by a solution to an ODE with a discontinuous right-hand side. Deﬁnition 11.7.2 We say that the function X : [0, ∞) → K is a solution to the equation ˙ = K (X(t), −F (X(t))), X˙ = K (X, −F (X)) if X(·) is absolutely continuous and X(t) except on a set of Lebesgue measure zero. In order to distinguish between the pertinent ODEs from the classical ODEs with continuous right-hand sides, we refer to the above as ODE(F, K). Deﬁnition 11.7.3 [An initial-value problem] For any X0 ∈ K as an initial value, we associate with ODE(F, K) an initial-value problem, IVP(F, K, X0 ), deﬁned as: X˙ =



K (X, −F (X)),



X(0) = X0 .



Note that, if there is a solution φX0 (t) to the initial-value problem IVP(F, K, X0 ), with φX0 (0) = X0 ∈ K, then φX0 (t) always stays in the constraint set K for t ≥ 0. We now present the deﬁnition of a projected dynamical system, governed by such an ODE(F, K), which, correspondingly, will be denoted by PDS(F, K). Deﬁnition 11.7.4 [The projected dynamical system] Deﬁne the projected dynamical system PDS(F, K) as the map  : K × R → K where (X, t) = φX (t)
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Figure 11.8 A trajectory of a PDS that evolves both on the interior and on the boundary of the constraint set K.



solves the IVP(F, K, X), that is, φ˙ X (t) =



K (φX (t),



−F (φX (t))),



φX (0) = X.



The behavior of the dynamical system is now described. One may refer to Figure 11.8 for an illustration of this behavior. If X(t) ∈ K0 , then the evolution of the solution is given directly in terms of F : X˙ = −F (X). However, if the vector ﬁeld −F drives X to ∂K (that is, for some t one has X(t) ∈ ∂K and −F (X(t)) points ‘out’ of K), the right-hand side of the ODE becomes the projection of −F onto ∂K. The solution to the ODE then evolves along a ‘section’ of ∂K, for example, ∂Ki for some i. At a later time, the solution may re-enter K0 , or it may enter a lower-dimensional part of ∂K, for example, ∂Ki ∩ ∂Kj . Depending on the particular vector ﬁeld F , it may then evolve within the set ∂Ki ∩ ∂Kj , re-enter ∂Ki , enter ∂Kj , etc. We now deﬁne a stationary or an equilibrium point. Deﬁnition 11.7.5 [A stationary point or an equilibrium point] The vector X∗ ∈ K is a stationary point or an equilibrium point of the projected dynamical system PDS(F, K) if 0=



K (X



∗



, −F (X∗ )).



In other words, we say that X∗ is a stationary point or an equilibrium point if, once the projected dynamical system is at X∗ , it will remain at X∗ for all future times. From the deﬁnition it is apparent that X∗ is an equilibrium point of the projected dynamical system PDS(F, K) if the vector ﬁeld F vanishes at X∗ . The contrary, however, is only true when X∗ is an interior point of the constraint set K. Indeed, when X∗ lies on the boundary of K, we may have F (X∗ ) = 0.
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Note that for classical dynamical systems, the necessary and sufﬁcient condition for an equilibrium point is that the vector ﬁeld vanish at that point, that is, that 0 = −F (X∗ ). The following theorem states a basic connection between the static world of ﬁnitedimensional variational inequality problems and the dynamic world of projected dynamical systems. Theorem 11.7.6 [Dupuis and Nagurney (1993)] Assume that K is a convex polyhedron. Then the equilibrium points of the PDS(F, K) coincide with the solutions of VI(F, K). Hence, for X∗ ∈ K and satisfying 0=



K (X



∗



, −F (X∗ )),



X∗ also satisﬁes F (X∗ )T , X − X∗  ≥ 0,



∀ X ∈ K.



This theorem establishes the equivalence between the set of equilibria of a projected dynamical system and the set of solutions of a variational inequality problem. Moreover, it provides a natural underlying dynamics (out of equilibrium) of such systems. Before stating the fundamental theorem of projected dynamical systems, we introduce the following assumption needed for the theorem. Assumption [Linear growth condition] There exists a B < ∞ such that the vector ﬁeld −F : R n → R n satisﬁes the linear growth condition F (X) ≤ B(1 + X) for X ∈ K, and also [−F (X) + F (y)]T , X − y ≤ BX − y2 ,



∀ X, y ∈ K.



Theorem 11.7.7 [Existence, uniqueness, and continuous dependence] Assume that the linear growth condition holds. Then (i) For any X0 ∈ K, there exists a unique solution X0 (t) to the initial-value problem. (ii) If Xk → X0 as k → ∞, then Xk (t) converges to X0 (t) uniformly on every compact set of [0, ∞). The second statement of this theorem is sometimes called the continuous dependence of the solution path to ODE(F, K) on the initial value. By virtue of the theorem, the PDS(F, K) is well deﬁned and inhabits K whenever the assumption holds. Lipschitz continuity is a condition that plays an important role in the study of variational inequality problems. It is also a critical concept in the classical study of dynamical systems. Lipschitz continuity implies the assumption and is, therefore, a sufﬁcient condition for the fundamental properties of projected dynamical systems stated in the theorem. We now present an example.
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Example: A tatonnement or adjustment process Consider the market equilibrium model introduced in Section 11.2 in which there are n commodities for which we are interested in determining the equilibrium pattern that satisﬁes the following market equilibrium conditions: for each commodity i, i = 1, . . . , n,  = 0, if pi∗ > 0, ∗ ∗ si (p ) − di (p ) ≥ 0, if pi∗ = 0. For this problem we propose the following adjustment or tatonnement process: for each commodity i, i = 1, . . . , n,  if pi > 0, di (p) − si (p), p˙ i = max{0, di (p) − si (p)}, if pi = 0. In other words, the price of a commodity will increase if the demand for that commodity exceeds the supply of that commodity; and the price will decrease if the demand for that commodity is less than the supply of that commodity. If the price of a commodity is equal to zero, and the supply of that commodity exceeds the demand, then the price will not change since one cannot have negative prices according to equilibrium conditions. In vector form, we may express the above as p˙ =



K (p,



d(p) − s(p)),



n , s(p) is the n-dimensional column vector of supply functions, and d(p) is where K = R+ the n-dimensional column vector of demand functions. Note that this adjustment process can be put into the standard form of a PDS, if we deﬁne the column vectors X ≡ p and F (X) ≡ s(p) − d(p). On the other hand, if we do not constrain the commodity prices to be non-negative, then K = R n , and the above tatonnement process would take the form:



p˙ = d(p) − s(p). This would then be an example of a classical dynamical system. In the context of the example, we then have that, according to the theorem, the stationary point of prices, p∗ , that is, those prices that satisfy 0=



K (p



∗



, d(p ∗ ) − s(p∗ ))



also satisfy the variational inequality problem (see also Section 11.2): [s(p ∗ ) − d(p ∗ )]T , p − p ∗  ≥ 0,



∀ p ∈ K.



Hence, there is a natural underlying dynamics for the prices, and the equilibrium point satisﬁes the variational inequality problem. Moreover, the equilibrium point coincides with the stationary point of the associated projected dynamical system.
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Dynamic transportation networks



The study of dynamic travel path/route choice models on general transportation networks, where time is explicitly incorporated into the framework, was initiated by Merchant and Nemhauser (1978), who focused on dynamic system optimal (see also Section 11.3) networks with the characteristic of many origins and a single destination. In system optimal networks, in contrast to user optimal networks, one seeks to determine the path ﬂow and link ﬂow patterns that minimize the total cost in the network, rather than the individual path travel costs. Smith (1984) proposed a dynamic trafﬁc user-optimized model with ﬁxed demands. Mahmassani (1991) also proposed dynamic trafﬁc models and investigated them experimentally (see also Mahmassani et al. 1993). The book by Ran and Boyce (1996) provides an overview of the history of dynamic trafﬁc network models and discusses distinct approaches for their analysis and computation (see also Lesort 1996; Marcotte and Nguyen 1998; Mahmassani 2005). Here we present a dynamic transportation network model with elastic demands, as proposed by Dupuis and Nagurney (1993). It is a dynamic counterpart to the static transportation network equilibrium model with elastic travel demands outlined in Section 11.3, and the notation for the dynamic version follows that given for the static counterpart in Section 11.3. The adjustment process overviewed here models the travelers’ day-to-day dynamic behavior of making trip decisions and path/route choices associated with a travel disutility perspective. Subsequently, some of the stability results of this adjustment process obtained by Zhang and Nagurney (1996, 1997) are highlighted, which address whether and how the travelers’ dynamic behavior in attempting to avoid congestion leads to a transportation network equilibrium pattern. Finally, we recall some of the discrete-time algorithms devised for the computation of transportation network equilibria with elastic demands and with known travel disutility functions. The convergence of these discrete-time algorithms was established by Zhang and Nagurney (1996, 1997). The presentation here follows that in Nagurney (2001c).



11.8.1 The path choice adjustment process The dynamical system, whose stationary points correspond to solutions of the variational inequality problem governing the elastic demand transportation network equilibrium model with travel disutility functions (see Section 11.3), is given by X˙ =



K (X,



λ¯ (X) − C(X)),



X(0) = X0 ∈ K,



where X ≡ x, corresponds to the vector of path ﬂows, and λ¯ (X) is simply the vector of travel disutilities but expressed now as a function of path ﬂows and redimensioned n accordingly. The vector C(X) is the vector of path travel costs. The feasible set K ≡ R+P . This dynamical system is a projected dynamical system, since the right-hand side, which is a projection operator, is discontinuous. The adjustment process interpretation of the dynamical system, as discussed in Dupuis and Nagurney (1993), is as follows. Users of a transportation network choose, at the greatest rate, those paths whose differences between the travel disutilities (demand prices) and path costs are maximal; in other words, those paths for which the costs are minimal
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relative to the travel disutilities. If the travel cost on a path exceeds the travel disutility associated with the O/D pair, then the ﬂow on that path will decrease. If the travel disutility exceeds the cost on a path, then the ﬂow on that path will increase. If the difference between the travel disutility and the path cost drives the path ﬂow to be negative, then the projection operator guarantees that the path ﬂow will be zero. The process continues until there is no change in path ﬂows, that is, until all used paths have path costs equal to the travel disutilities, whereas unused paths will have costs that exceed the disutilities. Speciﬁcally, the travelers adjust their path choices until an equilibrium is reached. The following example, given in a certain discrete-time realization, shows how the dynamic mechanism of the above path choice adjustment would reallocate the trafﬁc ﬂow among the paths and would react to changes in the travel disutilities.



Example: Transportation network path choice adjustment (cf. Nagurney 2001c) Consider a simple transportation network consisting of two nodes, with a single O/D pair w, and two links a and b representing the two disjoint paths connecting the O/D pair. Suppose that the link costs are ca (fa ) = fa + 2,



cb (fb ) = 2fb ,



and that the travel disutility function is given by λw (dw ) = −dw + 5. Note that here a path consists of a single link and hence we can use x and f interchangeably. Suppose that, at time t = 0, the ﬂow on link a is 0.7 and the ﬂow on link b is 1.5. Hence, the demand is 2.2, and the travel disutility is 2.8, that is, xa (0) = 0.7,



xb (0) = 1.5,



dw (0) = 2.2,



λw (0) = 2.8,



which yields travel costs ca (0) = 2.7 and cb (0) = 3.0. According to the above path choice adjustment process, the ﬂow changing rates at time t = 0 are x˙a (0) = λw (0) − ca (0) = 0.1,



x˙b (0) = λw (0) − cb (0) = −0.2.



If a time increment of 0.5 is used, then at the next moment, t = 0.5, the ﬂows on link a and link b are xa (0.5) = xa (0) + 0.5x˙a (0) = 0.7 + 0.5 × 0.1 = 0.75, xb (0.5) = xb (0) + 0.5x˙b (0) = 1.5 − 0.5 × 0.2 = 1.4, which yields travel costs ca (0.5) = 2.75 and cb (0.5) = 2.8, a travel demand dw (0.5) = 2.15, and a travel disutility λw (0.5) = 2.85. Now, the ﬂow changing rates are given by x˙a (0.5) = λw (0.5) − ca (0.5) = 2.85 − 2.75 = 0.1, x˙b (0.5) = λw (0.5) − cb (0.5) = 2.85 − 2.8 = 0.05.
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The ﬂows on link a and link b at time t = 1.0 would, hence, then be xa (1.0) = xa (0.5) + 0.5x˙a (0.5) = 0.75 + 0.5 × 0.1 = 0.80, xb (1.0) = xb (0.5) + 0.5x˙b (0.5) = 1.4 + 0.5 × 0.05 = 1.425, which yields travel costs ca (1.0) = 2.80 and cb (1.0) = 2.85, a travel demand dw (1.0) = 2.225, and a travel disutility λw (1.0) = 2.775. Now, the ﬂow changing rates are given by x˙a (1.0) = λw (1.0) − ca (1.0) = 2.775 − 2.800 = 0.025, x˙b (1.0) = λw (1.0) − cb (1.0) = 2.775 − 2.850 = −0.075. The ﬂows on link a and link b at time t = 1.5 would be xa (1.5) = xa (1.0) + 0.5x˙a (1.0) = 0.8 − 0.5 × 0.025 = 0.7875, xb (1.5) = xb (1.0) + 0.5x˙b (1.0) = 1.425 − 0.5 × 0.075 = 1.3875, which yields travel costs ca (1.5) = 2.7875 and cb (1.5) = 2.775, a travel demand dw (1.5) = 2.175, and a travel disutility λw (1.0) = 2.82. In this example, as time elapses, the path choice adjustment process adjusts the ﬂow volume on the two links so that the difference between the travel costs of link a and link b is being reduced, from 0.3 to 0.05, and ﬁnally to 0.0125; and, the difference between the disutility and the travel costs on the used links is also being reduced from 0.2 to 0.1, and ﬁnally to 0.045. In fact, the transportation network equilibrium with xa∗ = 0.8 and xb∗ = 1.4, which induces the demand dw∗ = 2.2, is almost attained in only 1.5 time units.



11.8.2 Stability analysis We now present the stability results of the path choice adjustment process. The results described here are due to Zhang and Nagurney (1996, 1997). As noted therein, the questions that motivate transportation planners and analysts to study the stability of a transportation system include the following. Will any initial ﬂow pattern be driven to an equilibrium by the adjustment process? In addition, will a ﬂow pattern near an equilibrium always stay close to it? These concerns of system stability are important in trafﬁc assignment and form, indeed, a critical base for the very concept of an equilibrium ﬂow pattern. For the speciﬁc application of transportation network problems, the following deﬁnitions of stability of the transportation system and the local stability of an equilibrium are adapted from the general stability concepts of projected dynamical systems (cf. Zhang and Nagurney 1995). Deﬁnition 11.8.1 [Stability at an equilibrium] An equilibrium path ﬂow pattern X∗ is stable if it is a global monotone attractor for the corresponding path choice adjustment process.
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Deﬁnition 11.8.2 [Asymptotical stability at an equilibrium] An equilibrium path ﬂow pattern X∗ is asymptotically stable if it is a strictly global monotone attractor for the corresponding route choice adjustment process. Deﬁnition 11.8.3 [Stability of the system] A path choice adjustment process is stable if all its equilibrium path ﬂow patterns are stable. Deﬁnition 11.8.4 [Asymptotical stability of the system] A path choice adjustment process is asymptotically stable if all its equilibrium ﬂow patterns are asymptotically stable. We now present the stability results in Zhang and Nagurney (1996) for the path choice adjustment process. Theorem 11.8.5 [Zhang and Nagurney (1996)] Suppose that the link cost functions c are monotone increasing in the link ﬂow pattern f and that the travel disutility functions λ are monotone decreasing in the travel demand d. Then the path choice adjustment process is stable. Theorem 11.8.6 [Zhang and Nagurney (1996)] Assume that there exists some equilibrium path ﬂow pattern. Suppose that the link cost functions c and negative disutility functions −λ are strictly monotone in the link ﬂow f and the travel demand d, respectively. Then, the path choice adjustment process is asymptotically stable. The ﬁrst theorem states that, provided that the monotonicity of the link cost functions and the travel disutility functions holds true, then any ﬂow pattern near an equilibrium will stay close to it forever. Under the strict monotonicity assumption, on the other hand, the second theorem can be interpreted as saying that any initial ﬂow pattern will eventually be driven to an equilibrium by the path choice adjustment process.



11.8.3 Discrete-time algorithms The Euler method and the Heun method were employed in Nagurney and Zhang (1996) for the computation of solutions to dynamic elastic demand transportation network problems with known travel disutility functions, and their convergence was also established therein. We refer the interested reader to these references for numerical results, including transportation network examples that are solved on a massively parallel computer architecture. Applications of such algorithms to other network-based problems are also given in Nagurney and Zhang (1996). Additional novel applications of projected dynamical systems theory, including extensions to inﬁnite dimensions and relationships to evolutionary variational inequalities and double-layered dynamics, can be found in the book by Nagurney (2006b), which focuses on supply chain network economics. In particular, at iteration τ , the Euler method computes Xτ +1 = PK (Xτ − aτ F (Xτ )), whereas, according to the Heun method, at iteration τ one computes Xτ +1 = PK (Xτ − aτ 12 [F (Xτ ) + F (P (Xτ − aτ F (Xτ )))]).
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In the case where the sequence {aτ } in the Euler method is ﬁxed, say, {aτ } = ρ, for all iterations τ , then the Euler method collapses to a projection method (cf. Dafermos 1980, 1983; Bertsekas and Gafni 1982; Nagurney 1999). In the context of the dynamic transportation network problem with known travel disutility functions, the projection operation in the above discrete-time algorithms can be evaluated explicitly and in closed form. Indeed, each iteration τ of the Euler method takes the following form. For each path p ∈ P in the transportation network, compute the path ﬂow xpτ +1 according to xpτ +1 = max{0, xpτ + aτ (λw (d τ ) − Cp (x τ ))}. Each iteration of the Heun method, in turn, consists of two steps. First, at iteration τ one computes the approximate path ﬂows x¯pτ = max{0, xpτ + aτ (λw (d τ ) − Cp (x τ ))}, and updates the approximate travel demands  x¯pτ , d¯wτ =



∀ p ∈ P,



∀ w ∈ W.



p∈Pw



Let x¯ τ = {x¯pτ , p ∈ P } and d¯ τ = {d¯wτ , w ∈ W }. Then, for each path p ∈ P in the transportation network one computes the updated path ﬂows xpτ +1 according to xpτ +1 = max{0, xpτ + 12 aτ [λw (d τ ) − Cp (x τ ) + λw (d¯ τ ) − Cp (x¯ τ )]},



∀ p ∈ P,



and updates the travel demands dwτ +1 according to  dwτ +1 = xpτ +1 , ∀ w ∈ W. p∈Pw



It is worth noting that both the Euler method and the Heun method at each iteration yield subproblems in the path ﬂow variables, each of which can be solved not only in closed form, but also simultaneously. Hence, these algorithms in the context of this model can be interpreted as massively parallel algorithms and can be implemented on massively parallel architectures. Indeed, this has been done by Nagurney and Zhang (1996). In order to establish the convergence of the Euler method and the Heun method, one regularizes the link cost structures. Deﬁnition 11.8.7 [A regular cost function] The link cost function c is called regular if, for every link a ∈ L, ca (f ) → ∞ holds uniformly true for all link ﬂow patterns.



as fa → ∞
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We note that the above regularity condition on the link cost functions is natural from a practical point of view and it does not impose any substantial restrictions. In reality, any link has an upper bound in the form of a capacity. Therefore, letting fa → ∞ is an artiﬁcial device under which one can reasonably deduce that ca (f ) → ∞, due to the congestion effect. Consequently, any practical link cost structure can be theoretically extended to a regular link cost structure to allow for an inﬁnite load. The theorem below shows that both the Euler method and the Heun method converge to the transportation network equilibrium under reasonable assumptions. Theorem 11.8.8 [Nagurney and Zhang (1996)] Suppose that the link cost function c is regular and strictly monotone increasing, and that the travel disutility function λ is strictly monotone decreasing. Let {aτ } be a sequence of positive real numbers that satisﬁes lim aτ = 0



τ →∞



and ∞ 



aτ = ∞.



τ =0



Then both the Euler method and the Heun method produce sequences {Xτ } that converge to some transportation network equilibrium path ﬂow pattern.



11.8.4 A dynamic spatial price model We now present the projected dynamical system (cf. Section 11.7) model of the static spatial price model in price (and quantity) variables presented in Section 11.4. In view of the variational inequality governing the price model, we may write the projected dynamical system immediately as       ˙ −T (Q, π, ρ) Q Q        π˙  = R+mn+m+n  π  ,  −S(Q, π)  . −D(Q, ρ) ρ˙ ρ More explicitly, if the demand price at a demand market exceeds the supply price plus the unit transaction cost associated with shipping the commodity between a pair of supply and demand markets, then the commodity shipment between this pair of markets will increase. On the other hand, if the supply price plus unit transaction cost exceeds the demand price, then the commodity shipment between the pair of supply and demand markets will decrease. If the supply at a supply market exceeds (is exceeded by) the commodity shipments out of the market, then the supply price will decrease (increase). In contrast, if the demand at a demand market exceeds (is exceeded by) the commodity shipments into the market, then the demand price will increase (decrease). If the commodity shipments, and/or the supply prices, and/or the demand prices are driven to be negative, then the projection ensures that the commodity shipments and the prices will be non-negative, by setting the values equal to zero. The solution to the projected dynamical system then evolves along a ‘section’ of the boundary of the
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feasible set. At a later time, the solution may re-enter the interior of the constraint set, or it may enter a lower-dimensional part of its boundary, with, ultimately, the spatial price equilibrium conditions being reached at a stationary point, that is, when X˙ = 0. It is worth noting that there are also relevant applications of projected dynamical systems to evolutionary games and evolutionary dynamics (see Sandholm 2005).
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Supernetworks: applications to telecommuting decision making and teleshopping decision making



The growing impact of the ‘information age,’ coupled with similarities between transportation networks and communications networks in terms of the relevance of such concepts as system optimization and user optimization, along with issues of centralized versus decentralized control, have provided a setting in which the relationships between decision making on such networks and associated tradeoffs could be explored. Towards that end, Nagurney et al. (2002a,b) developed multicriteria network equilibrium models that allowed for distinct classes of decision makers who weight their criteria associated with utilized transportation versus telecommunications networks in a variety of activities (such as teleshopping and telecommuting) in an individual fashion. Nagurney and Dong (2002a,b) had also proposed multicriteria network equilibrium models in the case of elastic demands as well as for combined location and transportation decision making, respectively. In such models and related ones, criteria such as time, cost, risk, as well as opportunity cost – all criteria noted by Beckmann et al. (1956) – play a prominent and fresh role. The authors described the governing equilibrium conditions in the case of ﬁxed and elastic demands and provided computational procedures and numerical examples demonstrating that the user optimization principle was relevant in the context of these new types of networks, termed supernetworks in the book by Nagurney and Dong (2002a). That book also traces the origins of the term back to the transportation and computer science literatures. The decision makers in the context of the telecommuting versus commuting decision making application are travelers, who seek to determine their optimal routes of travel from their origins, which are residences, to their destinations, which are their places of work. Note that, in the supernetwork framework, a link may correspond to an actual physical link of transportation or an abstract or virtual link corresponding to a telecommuting link. Furthermore, the supernetwork representing the problem under study can be as general as necessary, and a path may consist of a set of links corresponding to physical and virtual transportation choices such as would occur if a worker were to commute to a work center from which he or she could then telecommute. In Figure 11.9, a conceptualization of this idea is recalled. Of course, the network depicted in Figure 11.9 is illustrative, and the actual network can be much more complex, with numerous paths depicting the physical transportation choices from one’s residence to one’s work location. Similarly, one can further complexify the telecommunication link/path options. Also, we emphasize that a path within this framework is sufﬁciently general also to capture a choice of mode, which, in the case of transportation, could correspond to bus, train, or subway (i.e. public transit) and, of course, to the use of the car (i.e. private vehicles). The concept of path can be used to represent a distinct telecommunications option.
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Figure 11.9 A supernetwork conceptualization of commuting versus telecommuting. The behavioral assumption is that travelers of a particular class are assumed to choose the paths associated with their origin/destination (O/D) pair so that the generalized cost on that path, which consists of a weighting of the different criteria (which can be different for each class of decision maker and can also be link dependent), is minimal. An equilibrium is assumed to be reached when the multicriteria network equilibrium conditions are satisﬁed whereby only those paths connecting an O/D pair are utilized such that the generalized costs on the paths, as perceived by a class, are equal and minimal. Now a multicriteria network equilibrium model for teleshopping decision making is described. For further details, including numerical examples, see Nagurney and Dong (2002a) and the papers by Nagurney et al. (2002a,b). Assume that consumers are engaged in the purchase of a product, which they do in a repetitive fashion, say, on a weekly basis. The product may consist of a single good, such as a book, or a bundle of goods, such as food. Assume also that there are locations, both virtual and physical, where the consumers can obtain information about the product. The virtual locations are accessed through telecommunications via the Internet, whereas the physical locations represent more classical shopping venues such as stores and require physical travel to reach. The consumers may order/purchase the product, once they have selected the appropriate location, be it virtual or physical, with the former requiring shipment to the consumers’ locations and the latter requiring, after the physical purchase, transportation of the consumer with the product to its ﬁnal destination (which we expect, typically, to be a residence or, perhaps, a place of work). Refer to the network conceptualization of the problem given in Figure 11.10. We now identify the above concepts with the corresponding network component. Observe that the network depicted in Figure 11.10 consists of four levels of nodes with the ﬁrst (top) level and the last (bottom) level corresponding to the locations (destinations) of the consumers involved in the purchase of the product. An origin/destination pair in this network corresponds to a pair of nodes from the top tier in Figure 11.10 to the bottom tier. In the shopping network framework, a path consists of a sequence of choices made by a consumer and represents a sequence of possible options for the consumers. The ﬂows, in turn, reﬂect how many consumers of a particular class actually select the particular paths and links, with a zero ﬂow on a path corresponding to the situation that no consumer elects to choose that particular sequence of links.
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Figure 11.10 A supernetwork framework for teleshopping versus shopping. The criteria that are relevant to decision making in this context are time, cost, opportunity cost, and safety or security risk, where, in contrast to the telecommuting application, time need not be restricted simply to travel time and, depending on the associated link, may include transaction time. In addition, the cost is not exclusively a travel cost but depends on the associated link and can include the transaction cost as well as the product price, or shipment cost. Moreover, the opportunity cost now arises when shoppers on the Internet cannot have the physical experience of trying the good or the actual sociableness of the shopping experience itself. Finally, the safety or security risk cost now can reﬂect not only the danger of certain physical transportation links but also the potential of credit card fraud, etc.
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Supply chain networks and other applications



Beckmann et al. (1956) also explicitly recognized the generality of networks as a means of conceptualizing even the decision making of a ﬁrm, with the paths corresponding to production processes and the links corresponding to transformations as the material moved down the path from the origin to the destination. The paths then abstracted the choices or production possibilities available to a ﬁrm. As mentioned in Section 11.1, another application in which the concept of network equilibrium is garnering interest is that of supply chain networks. This topic is interdisciplinary by nature since it contains aspects of manufacturing, retailing, transportation, and economics, as well as operations research and management science. Zhang et al.
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(2003) have recently generalized Wardrop’s principle(s) to consider not only paths but also chains in the network to identify the ‘winning’ supply chains. In that application context, paths correspond to production processes and links can be either operation or interface links. Their framework allows for the modeling of competition between supply chains, which may entail several ﬁrms (producing, transporting, retailing, etc.). The ﬁrst work on utilizing network equilibrium concepts in the context of supply chain applications is due to Nagurney et al. (2002c). The depiction of that supply chain network is as given in Figure 11.11. The decision makers, now located at the nodes of the network, are faced with their individual objective functions, which can include proﬁt maximization, and one seeks to determine not only the optimal/equilibrium ﬂows between tiers of nodes but also the prices of the product at the various tiers. The model therein was subsequently generalized to include electronic commerce by Nagurney et al. (2002d). Recently, Nagurney (2006a) proved that supply chain network equilibrium problems, in which decision makers compete across a tier of the network, but cooperate between tiers, could be reformulated as transportation network equilibrium problems over appropriately constructed abstract networks or supernetworks. This result provided a new interpretation of the supply chain equilibrium conditions in terms of paths, path ﬂows, and associated costs (as featured in Section 11.3). A similar connection was established by Nagurney et al. (2007) – see also Wu et al. (2006) – but in the case of electric power generation and distribution networks, thus, resolving an open hypothesis raised over 50 years ago by Beckmann et al. (1956). Indeed, electric power networks can be transformed and solved as transportation network equilibrium problems. Liu and Nagurney (2007) were able to obtain a similar result for ﬁnancial networks with intermediation. Finally, given the importance of network economics, in general, and its associated numerous applications, some of which have been discussed in this chapter, we conclude this chapter with a brief discussion of network efﬁciency and the identiﬁcation of the importance of the network components, that is, nodes and links, in a network. Recently,
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Figure 11.11 A supply chain network.
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Nagurney and Qiang (2007) applied a network efﬁciency measure that captures ﬂows, costs, and behavior to several transportation networks in order not only to determine the efﬁciency of the network but also to identify and rank the nodes and links in terms of their importance. The measure provides an economic evaluation of the network in terms of the demand for the resources versus the associated costs. We expect that the Nagurney and Qiang measure will be very useful for policy makers, planners, and security experts, since it identities which nodes and links, if removed, affect the efﬁciency of the network the most. Hence, the network is most vulnerable when such nodes and links are destroyed due to, for example, a natural disaster, structural failure, terrorist attack, etc. Such a measure, in view of the above discussion, is also relevant to the Internet, supply chains, electric power generation and distribution networks, as well as to ﬁnancial networks with intermediation. Moreover, it also includes, as a special case, the network measure used in the complex (cf. Newman 2003) literature, due to Latora and Marchiori (2001), which, however, although based on shortest paths, does not explicitly incorporate the behavior of the users of the network and the associated ﬂows.



Acknowledgments The author gratefully acknowledges support from the National Science Foundation under NSF Grant No. IIS 0002647. She also thanks the three anonymous reviewers and the Editors for many helpful comments and suggestions on an earlier version of this chapter.



References Ahuja, R.K., Magnanti, T.L., and Orlin, J.B. (1993) Network Flows: Theory, Algorithms, and Applications. Prentice-Hall, Upper Saddle River, NJ. Asmuth, R., Eaves, B.C., and Peterson, E.L. (1979) ‘Computing economic equilibria on afﬁne networks,’ Mathematics of Operations Research 4, 209–214. Bar-Gera, H. (2002) ‘Origin-based algorithms for the trafﬁc assignment problem,’ Transportation Science 26, 398–417. Beckmann, M., McGuire, C.B., and Winsten, C.B. (1956) Studies in the Economics of Transportation. Yale University Press, New Haven, CT. Bertsekas, D.P. and Gafni, E.M. (1982) ‘Projection methods for variational inequalities with application to the trafﬁc assignment problem,’ Mathematical Programming Study 17, 139–159. Bertsekas, D.P. and Tsitsiklis, J.N. (1989) Parallel and Distributed Computation. Prentice-Hall, Englewood Cliffs, NJ. Border, K.C. (1985) Fixed Point Theorems with Application to Economics and Game Theory. Cambridge University Press, Cambridge. Boyce, D.E. and Bar-Gera, H. (2005) ‘Some amazing properties of road trafﬁc network equilibria,’ Paper presented at the Workshop on Network Science: Nonlinear Science and Infrastructure Systems, Pennsylvania State University, University Park, PA. Boyce, D.E., Mahmassani, H.S., and Nagurney, A. (2005) ‘A retrospective on Beckmann, McGuire, and Winsten’s Studies in the Economics of Transportation,’ Papers in Regional Science 84, 85–103. ¨ Braess, D. (1968) ‘Uber ein paradoxon der verkehrsplanung,’ Unternehmenforschung 12, 258–268.



REFERENCES



481



Braess, D., Nagurney, A., and Wakolbinger, T. (2005) ‘ “On a paradox of trafﬁc planning,” Translation of the original D. Braess paper from German to English,’ Transportation Science 39, 446–450. Burkard, R., Klinz, B., and Rudolf, R. (1996) ‘Perspectives of Monge properties in optimization,’ Discrete Applied Mathematics 70, 95–161. Coddington, E.A. and Levinson, N. (1955) Theory of Ordinary Differential Equations. McGrawHill, New York. Cohen, J. (1987) The Flow of Funds in Theory and Practice, Financial and Monetary Studies, Vol. 15. Kluwer Academic, Dordrecht. Cojocaru, M.-G., Daniele, P., and Nagurney, A. (2005) ‘Projected dynamical systems and evolutionary variational inequalities via Hilbert spaces with applications,’ Journal of Optimization Theory and Applications 27, 1–13. Cojocaru, M.-G., Daniele, P., and Nagurney, A. (2006) ‘Double-layered dynamics: a uniﬁed theory of projected dynamical systems and evolutionary variational inequalities,’ European Journal of Operational Research 175, 494–507. Copeland, M.A. (1952) A Study of Moneyﬂows in the United States. National Bureau of Economic Research, New York. Cournot, A.A. (1838) Researches into the Mathematical Principles of the Theory of Wealth. English translation, Macmillan, London, 1897. Dafermos, S.C. (1973) ‘Toll patterns for multi-class user transportation networks,’ Transportation Science 7, 211–223. Dafermos, S. (1980) ‘Trafﬁc equilibrium and variational inequalities,’ Transportation Science 14, 42–54. Dafermos, S. (1982) ‘The general multimodal trafﬁc equilibrium problem with elastic demand,’ Networks 12, 57–72. Dafermos, S. (1983) ‘An iterative scheme for variational inequalities,’ Mathematical Programming 26, 40–47. Dafermos, S. (1990) ‘Exchange price equilibria and variational inequalities,’ Mathematical Programming 46, 391–402. Dafermos, S. and Nagurney, A. (1984a) ‘Sensitivity analysis for the general spatial economics equilibrium problem,’ Operations Research 32, 1069–1086. Dafermos, S. and Nagurney, A. (1984b) ‘Sensitivity analysis for the asymmetric network equilibrium problem,’ Mathematical Programming 28, 174–184. Dafermos, S. and Nagurney, A. (1984c) ‘On some trafﬁc equilibrium theory paradoxes,’ Transportation Research 18B, 101–110. Dafermos, S. and Nagurney, A. (1984d) ‘Stability and sensitivity analysis for the general network equilibrium-travel choice model,’ in Proceedings of the 9th International Symposium on Transportation and Trafﬁc Theory, eds J. Volmuller and R. Hamerslag. VNU Science Press, Utrecht, pp. 217–234. Dafermos, S. and Nagurney, A. (1985) ‘Isomorphism between spatial price and trafﬁc equilibrium models,’ Report LCDS No. 85-17, Lefschetz Center for Dynamical Systems, Brown University, Providence, RI. Dafermos, S. and Nagurney, A. (1987) ‘Oligopolistic and competitive behavior of spatially separated markets,’ Regional Science and Urban Economics 17, 245–254. Dafermos, S. and Nagurney, A. (1989) ‘Supply and demand equilibration algorithms for a class of market equilibrium problems,’ Transportation Science 23, 118–124. Dafermos, S. C. and Sparrow, F. T. (1969) ‘The trafﬁc assignment problem for a general network,’ Journal of Research of the National Bureau of Standards 73B, 91–118.



482



NETWORK ECONOMICS



Daniele (2006) Dynamic Networks and Variational Inequalities. Edward Elgar, Cheltenham. Dantzig, G.B. (1948) ‘Programming in a linear structure,’ Comptroller, United States Air Force, Washington DC, February. Dantzig, G.B. (1951) ‘Application of the simplex method to the transportation problem,’ in Activity Analysis of Production and Allocation, ed. T. C. Koopmans. John Wiley & Sons, Inc., New York, pp. 359–373. Dupuis, P. and Ishii, H. (1991) ‘On Lipschitz continuity of the solution mapping to the Skorokhod problem, with applications,’ Stochastics and Stochastic Reports 35, 31–62. Dupuis, P. and Nagurney, A. (1993) ‘Dynamical systems and variational inequalities,’ Annals of Operations Research 44, 9–42. Enke, S. (1951) ‘Equilibrium among spatially separated markets: solution by electronic analogue,’ Econometrica 10, 40–47. Euler, L. (1736) ‘Solutio problematis ad geometriam situs pertinentis,’ Commetarii Academiae Scientiarum Imperialis Petropolitanae 8, 128–140. Flam, S.P. and Ben-Israel, A. (1990) ‘A continuous approach to oligopolistic market equilibrium,’ Operations Research 38, 1045–1051. Florian, M. and Hearn, D. (1995) ‘Network equilibrium models and algorithms,’ in Network Routing, Handbooks in Operations Research and Management Science, Vol. 8, eds M.O. Ball, T.L. Magnanti, C.L. Monma, and G.L. Nemhauser. Elsevier Science, Amsterdam, pp. 485–550. Florian, M. and Los, M. (1982) ‘A new look at static spatial price equilibrium models,’ Regional Science and Urban Economics 12, 579–597. Frank, M. (1981) ‘The Braess paradox,’ Mathematical Programming 20, 283–302. Frank, M. and Wolfe, P. (1956) ‘An algorithm for quadratic programming,’ Naval Research Logistics Quarterly 3, 95–110. Friedman, J. (1977) Oligopoly and the Theory of Games. North-Holland, Amsterdam. Friesz, T.L., Harker, P.T., and Tobin, R.L. (1984) ‘Alternative algorithms for the general network spatial price equilibrium problem,’ Journal of Regional Science 24, 473–507. Gabay, D. and Moulin, H. (1980) ‘On the uniqueness and stability of Nash-equilibria in noncooperative games,’ in Applied Stochastic Control in Econometrics and Management Science, eds A. Bensoussan, P. Kleindorfer, and C.S. Tapiero. North-Holland, Amsterdam, pp. 271–294. Gabzewicz, J. and Vial, J.P. (1972) ‘Oligopoly “a la Cournot” in a general equilibrium analysis,’ Journal of Economic Theory 14, 381–400. Guder, F., Morris, J.G., and Yoon, S.H. (1992) ‘Parallel and serial successive overrelaxation for multicommodity spatial price equilibrium problems,’ Transportation Science 26, 48–58. Hall, M.A. (1978) ‘Properties of the equilibrium state in transportation networks,’ Transportation Science 12, 208–216. Harker, P.T. (1984) ‘A variational inequality approach for the determination of oligopolistic market equilibrium,’ Mathematical Programming 30, 105–111. Harker, P.T. (Ed.) (1985) Spatial Price Equilibrium: Advances in Theory, Computation and Application, Lecture Notes in Economics and Mathematical Systems, No. 249. Springer, Berlin. Harker, P.T. (1986) ‘Alternative models of spatial competition,’ Operations Research 34, 410–425. Hartman, P. (1964) Ordinary Differential Equations. John Wiley & Sons, Inc., New York. Hartman, P. and Stampacchia, G. (1966) ‘On some nonlinear elliptic differential functional equations,’ Acta Mathematica 115, 271–310. Haurie, A. and Marcotte, P. (1985) ‘On the relationship between Nash–Cournot and Wardrop equilibria,’ Networks 15, 295–308. Hirsch, M.W. and Smale, S. (1974) Differential Equations, Dynamical Systems, and Linear Algebra. Academic Press, New York.



REFERENCES



483



Hitchcock, F.L. (1941) ‘The distribution of a product from several sources to numerous facilities,’ Journal of Mathematical Physics 20, 224–230. Hughes, M. and Nagurney, A. (1992) ‘A network model and algorithm for the estimation and analysis of ﬁnancial ﬂow of funds,’ Computer Science in Economics and Management 5, 23–39. Judge, G.G., and Takayama, T. (Eds) (1973) Studies in Economic Planning Over Space and Time. North-Holland, Amsterdam. Kantorovich, L.V. (1939) ‘Mathematical methods in the organization and planning of production,’ Publication House of the Leningrad University. Translated in Management Science 6 (1960), 366–422. Karamardian, S. (1969a) ‘Nonlinear complementarity problem with applications, Part I,’ Journal of Optimization Theory and Applications 4, 87–98. Karamardian, S. (1969b) ‘Nonlinear complementarity problem with applications, Part II,’ Journal of Optimization Theory and Applications 4, 167–181. Kinderlehrer, D. and Stampacchia, G. (1980) An Introduction to Variational Inequalities and Their Applications. Academic Press, New York. Knight, F.H. (1924) ‘Some fallacies in the interpretations of social costs,’ Quarterly Journal of Economics 38, 582–606. Kohl, J.G. (1841) Der Verkehr und die Ansiedelungen der Menschen in ihrer Abh¨angigkeit von der Gestaltung der Erdoberﬂ¨ache. Arnold, Dresden. K¨onig, D. (1936) Theorie der Endlichen und Unendlichen Graphen, Teubner, Leipzig, Germany. Koopmans, T.C. (1947) ‘Optimum utilization of the transportation system,’ Proceedings of the International Statistical Conference, Washington DC. Also in (1949) Econometrica 17, 136–145. Korilis, Y.A., Lazar, A.A., and Orda, A. (1999) ‘Avoiding the Braess paradox in non-cooperative networks,’ Journal of Applied Probability 36, 211–222. Kuhn, H.W. and MacKinnon, J.G. (1975) ‘Sandwich method for ﬁnding ﬁxed points,’ Journal of Optimization Theory and Applications 17, 189–204. Kuhn, H.W. and Tucker, A.W. (1951) ‘Nonlinear programming,’ Proceedings of the Second Berkeley Symposium on Mathematical Statistics and Probability, ed. J. Neyman. University of California Press, Berkeley, CA, pp. 481–492. Latora, V. and Marchiori, M. (2001) ‘Efﬁcient behavior of small-world networks,’ Physics Review Letters 87, 198701. Lawphongpanich, S. and Hearn, D.W. (1984) ‘Simplicial decomposition of the asymmetric trafﬁc assignment problem,’ Transportation Research 18B, 123–133. Lawphongpanich, S., Hearn, D.W., and Smith, M.J. (Eds) (2006) Mathematical and Computational Models for Congestion Pricing. Springer, New York. Lefschetz, S. (1957) Differential Equations. Geometric Theory. Interscience, New York. Lesort, J.B. (Ed.) (1996) Transportation and Trafﬁc Theory. Elsevier, Oxford. Leventhal, T.L., Nemhauser, G.L., and Trotter, Jr, L.E. (1973) ‘A column generation algorithm for optimal trafﬁc assignment,’ Transportation Science 7, 168–176, Liu, Z. and Nagurney, A. (2007) ‘Financial networks with intermediation and transportation network equilibria: a supernetwork equivalence and reinterpretation of the equilibrium conditions with computations,’ Computational Management Science 4, 243–281. MacKinnon, J.G. (1975) ‘An algorithm for the generalized transportation problem,’ Regional Science and Urban Economics 5, 445–464. Mahmassani, H. (1991) ‘Dynamic models of commuter behavior: Experimental investigation and application to the analysis of planned trafﬁc disruptions,’ Transportation Research 24A, 465–484.



484



NETWORK ECONOMICS



Mahmassani, H.S. (Ed.) (2005) Transportation and Trafﬁc Theory. Elsevier, Amsterdam. Mahmassani, H.S., Peeta, S., Hu, T.Y., and Ziliaskopoulos, A. (1993) ‘Dynamic trafﬁc assignment with multiple user classes for real-time ATIS/ATMS applications,’ in Large Urban Systems, Proceedings of the Advanced Trafﬁc Management Conference, Federal Highway Administration, US Department of Transportation, Washington, DC, pp. 91–114. Manas, M. (1972), ‘A linear oligopoly game,’ Econometrica 40, 917–922. Marcotte, P., and Nguyen, S. (Eds) (1998) Equilibrium and Advanced Transportation Modelling. Kluwer Academic, Boston, MA. Markowitz, H.M. (1952) ‘Portfolio selection,’ Journal of Finance 7, 77–91. Markowitz, H.M. (1959) Portfolio Selection: Efﬁcient Diversiﬁcation of Investments. John Wiley & Sons, Inc., New York. Merchant, D.K. and Nemhauser, G.L. (1978) ‘A model and an algorithm for the dynamic trafﬁc assignment problems,’ Transportation Science 12, 183–199. Monge, G. (1781) ‘M´emoire sur la th´eorie des d´eblais et des remblais,’ in Histoire de l’Acad`emie Royale des Sciences, Ann´ee MDCCLXXX1, avec les M´emoires de Math´ematique et de Physique, pour la M´eme Ann´ee, Tir´es des Registres de cette Acad´emie. Paris, France, pp. 666–704. Murchland, J.D. (1970) ‘Braess’ paradox of trafﬁc ﬂow,’ Transportation Research 4, 391–394. Murphy, F.H., Sherali, H.D., and Soyster, A.L. (1982) ‘A mathematical programming approach for determining oligopolistic market equilibrium,’ Mathematical Programming 24, 92–106. Nagurney, A. (1984) ‘Computational comparisons of algorithms for general asymmetric trafﬁc equilibrium problems with ﬁxed and elastic demands,’ Transportation Research B 18, 469–485. Nagurney, A. (1987a) ‘Computational comparisons of spatial price equilibrium methods,’ Journal of Regional Science 27, 55–76. Nagurney, A. (1987b) ‘Competitive equilibrium problems, variational inequalities, and regional science,’ Journal of Regional Science 27, 503–514. Nagurney, A. (1988) ‘Algorithms for oligopolistic market equilibrium problems,’ Regional Science and Urban Economics 18, 425–445. Nagurney, A. (1999) Network Economics: A Variational Inequality Approach, 2nd rev. edn. Kluwer Academic, Boston, MA. Nagurney, A. (2000) Sustainable Transportation Networks. Edward Elgar, Cheltenham. Nagurney, A. (2001a) ‘Spatial price equilibrium,’ in Encyclopedia of Optimization, Vol. V, eds C.A. Floudas and P.M. Pardalos. Kluwer Academic, Dordrecht, pp. 245–250. Nagurney, A. (2001b) ‘Oligopolistic market equilibrium,’ in Encyclopedia of Optimization, Vol. V, eds C.A. Floudas and P.M. Pardalos. Kluwer Academic, Dordrecht, pp. 119–122. Nagurney, A. (2001c) ‘Dynamic trafﬁc networks,’ in Encyclopedia of Optimization, Vol. V, eds C.A. Floudas and P.M. Pardalos. Kluwer Academic, Dordrecht, pp. pp. 541–544. Nagurney, A. (Ed.) (2003) Innovations in Financial and Economic Networks. Edward Elgar, Cheltenham. Nagurney, A. (2006a) ‘On the relationship between supply chain and transportation network equilibria: a supernetwork equivalence with computations,’ Transportation Research E 42, 293–316. Nagurney, A. (2006b) Supply Chain Network Economics: Dynamics of Prices, Flows, and Proﬁts. Edward Elgar, Cheltenham. Nagurney, A. and Dong, J. (2002a) Supernetworks: Decision-Making for the Information Age. Edward Elgar, Cheltenham. Nagurney, A. and Dong, J. (2002b) ‘Urban location and transportation in the Information Age: a multiclass, multicriteria network equilibrium perspective,’ Environment and Planning B 29, 53–74.



REFERENCES



485



Nagurney, A. and Kim, D. S. (1989) ‘Parallel and serial variational inequality decomposition algorithms for multicommodity market equilibrium problems,’ International Journal of Supercomputer Applications 3, 34–59. Nagurney, A. and Qiang, Q. (2007) ‘A network efﬁciency measure for congested networks,’ Europhysics Letters 79, 38005. Nagurney, A. and Siokos, S. (1997) Financial Networks: Statics and Dynamics. Springer, Heidelberg. Nagurney, A. and Zhang, D. (1996) Projected Dynamical Systems and Variational Inequalities with Applications. Kluwer Academic, Boston, MA. Nagurney, A., Nicholson, C.F., and Bishop, P.M. (1996) ‘Massively parallel computation of large-scale spatial price equilibrium models with discriminatory ad valorem tariffs,’ Annals of Operations Research 68, 281–300. Nagurney, A., Dong, J., and Mokhtarian, P.L. (2002a) ‘Teleshopping versus shopping: a multicriteria network equilibrium framework,’ Mathematical and Computer Modelling 34, 783–798. Nagurney, A., Dong, J., and Mokhtarian, P.L. (2002b) ‘Multicriteria network equilibrium modeling with variable weights for decision-making in the Information Age with applications to telecommuting and teleshopping,’ Journal of Economic Dynamics and Control 26, 1629–1650. Nagurney, A., Dong, J., and Zhang, D. (2002c) ‘A supply chain network equilibrium model,’ Transportation Research E 38, 281–303. Nagurney, A., Loo, J., Dong, J., and Zhang, D. (2002d) ‘Supply chain networks and electronic commerce: a theoretical perspective,’ Netnomics 4, 187–220. Nagurney, A., Parkes, D., and Daniele, P. (2007) ‘The Internet, evolutionary variational inequalities, and the time-dependent Braess paradox,’ Computational Management Science 4, 355–375. Nash, J.F. (1950) ‘Equilibrium points in n-person games,’ Proceedings of the National Academy of Sciences, USA 36, 48–49. Nash, J. F. (1951) ‘Noncooperative games,’ Annals of Mathematics 54, 286–298. Newman, M. (2003) ‘The structure and function of complex networks,’ SIAM Review 45, 167–256. Okuguchi, K. (1976) Expectations and Stability in Oligopoly Models, Lecture Notes in Economics and Mathematical Systems, No. 138. Springer, Berlin. Okuguchi, K. and Szidarovsky, F. (1990) The Theory of Oligopoly with Multi-Product Firms, Lecture Notes in Economics and Mathematical Systems, No. 342. Springer, Berlin. Pang, J.S. and Lee, P.L. (1981) ‘A parametric linear complementarity technique for the computation of equilibrium prices in a single commodity spatial model,’ Mathematical Programming 20, 81–102. Pas, E. and Principio, S.I. (1997) ‘Braess’ paradox: some new insights,’ Transportation Research B 31, 265–276. Patriksson, M. (1994) The Trafﬁc Assignment Problem. VSP, Utrecht. Perakis, G. (2004) ‘The price of anarchy when costs are non-separable and asymmetric,’ in Proceedings of the 10th Conference on Integer Programming and Combinatorial Optimization (IPCO), Lecture Notes in Computer Science, No. 3064. Springer, Berlin, pp. 46–58. Pigou, A.C. (1920) The Economics of Welfare. Macmillan, London. Quesnay, F. (1758) Tableau Economique. Reproduced (1895) in facsimile with an introduction by H. Higgs by the British Economic Society. Ran, B. and Boyce, D.E. (1996) Modeling Dynamic Transportation Network , 2nd rev. edn. Springer, Berlin. Rosen, J.B. (1965) ‘Existence and uniqueness of equilibrium points for concave n-person games,’ Econometrica 33, 520–533. Roughgarden, T. (2005) The Price of Anarchy. MIT Press, Cambridge, MA.



486



NETWORK ECONOMICS



Samuelson, P.A. (1952) ‘Spatial price equilibrium and linear programming,’ American Economic Review 42, 283–303. Sandholm, W. (2005) ‘Excess payoff dynamics and other well-behaved evolutionary dynamics,’ Journal of Economic Theory 124, 149–170. Shefﬁ, Y. (1985) Urban Transportation Networks. Prentice-Hall, Englewood Cliffs, NJ. Skorokhod, A.V. (1961) ‘Stochastic equations for diffusions in a bounded region,’ Theory of Probability and Its Applications 6, 264–274. Smith, M.J. (1979) ‘Existence, uniqueness, and stability of trafﬁc equilibria,’ Transportation Research 13B, 295–304. Smith, M.J. (1984) ‘The stability of a dynamic model of trafﬁc assignment – an application of a method of Lyapunov,’ Transportation Science 18, 245–252. Spence, M. (1976) ‘The implicit maximization of a function in monopolistically competitive markets,’ Harvard University Discussion Paper 461, Harvard Institute of Economic Research. Steinberg, R. and Zangwill, W. (1983) ‘The prevalence of Braess’ paradox,’ Transportation Science 17, 301–318. Takayama, T. and Judge, G.G. (1964) ‘An intertemporal price equilibrium model,’ Journal of Farm Economics 46, 477–484. Takayama, T. and Judge, G. G. (1971) Spatial and Temporal Price and Allocation Models, NorthHolland, Amsterdam. Walras, L. (1874) Elements d’Economique Politique Pure. Corbaz, Lausanne. Wardrop, J.G. (1952) ‘Some theoretical aspects of road trafﬁc research,’ in Proceedings of the Institute of Civil Engineers, Part II, pp. 325–378. Wu, K., Nagurney, A., Liu, Z., and Stranlund, J.K. (2006) ‘Modeling generator power plant portfolios and pollution taxes in electric power supply chain networks: a transportation network equilibrium transformation,’ Transportation Research D, 11, 171–190. Zhang, D. and Nagurney, A. (1995) ‘On the stability of projected dynamical systems,’ Journal of Optimization Theory and its Applications 85, 97–124. Zhang, D. and Nagurney, A. (1996) ‘On the local and global stability of a travel route choice adjustment process,’ Transportation Research 30B, 245–262. Zhang, D. and Nagurney, A. (1997) ‘Formulation, stability, and computation of trafﬁc network equilibria as projected dynamical systems,’ Journal of Optimization Theory and Applications 93, 417–444. Zhang, D., Dong, J., and Nagurney, A. (2003) ‘A supply chain network economy: modeling and qualitative analysis,’ in Innovations in Financial and Economic Networks, ed. A. Nagurney. Edward Elgar, Cheltenham, pp. 195–211. Zhao, L. and Nagurney, A. (1993) ‘A network formalism for pure exchange economic equilibria,’ in Network Optimization Problems: Algorithms, Applications, and Complexity, eds D.-Z. Du and P.M. Pardalos. World Scientiﬁc, Singapore, pp. 363–386.



Index



absolute summability, 348 adaptive mixture of t distributions, 272 adaptive radial-based direction sampling, 262 agent-based simulation, 57 AIC, 296 AIC criterion, 407 Akaike information criterion, 296 aliasing, 338–340 all-pass model, 383 annual cycle, 361 ant colonies, 88, 90 aperiodicity, 249 AR(1) process, 207 ARCH test, 301 ARIMA model seasonal, 357, 364 ARIMA process, 361 ARMA model, 341, 377 weak, 385 ARMA process, 339, 348 artiﬁcial neural network, 85 asymptotic convergence results, 99 asymptotic reﬁnement, 187 asymptotically pivotal test statistic, 187, 191 autocovariance generating function, 341, 347 partial-fraction decomposition of, 362 autocovariance matrix circulant, 350 Handbook of Computational Econometrics  2009 John Wiley & Sons, Ltd



autoregressive process vector (VAR), 365 auxiliary variable Gibbs sampling, 260 backﬁtting, 166 band-limited process, 340, 373 bandpass ﬁlter, 360 bandwidth, 326 basic structural model, 363, 365 Bayes factor, 226 Bayes’ theorem, 218 Bayesian estimation, 370 Bayesian estimation of VAR model, 294 benchmark, 61, 62, 65, 75, 76 BFGS algorithm, 70 bias correction, 208 bidirectional ﬁlter, 344 bilinear model, 380, 385, 391 block bootstrap, 199, 200 block-of-blocks bootstrap, 199, 207 block–block bootstrap, 200 Bonferroni inequality, 200 bootstrap bagging, 164 bootstrap data generating process, 184, 193 bootstrap DGP, 184, 193 bootstrap EDF, 184 bootstrap P -value, 184 double, 191 equal tail, 186 fast double, 192, 193 symmetric, 186



edited by D. A. Belsley, E. J. Kontoghiorghes



488



INDEX



bootstrap sample, 184 bootstrap test statistic, 184 bootstrap testing, 183 two-tailed test, 186 bootstrap-t, 172 Breusch–Godfrey test, 299 Breusch–Pagan test, 189 Brookings Institution, 9, 24 Bureau of the Census, 322, 331 business cycle, 334 business software Excel, 7, 18, 23 Lotus 1–2-3, 3, 18 VisiCalc, 3, 18 Butterworth ﬁlter, 336, 343 CAC 40 stock index, 421 calculator formula, 56, 57 canonical decomposition principle of, 362, 368 causal ﬁlter, 353 causality analysis, 305 censored quantile regression, 86 Census X-11 seasonal adjustment method), 2 Central Statistical Ofﬁce, 322 centrosymmetric matrix, 353 Chase Econometric Associates, 11, 16 child, 90 Cholesky decomposition, 64 Cholesky factorization, 353 Chow test, 301 circulant autocovariance matrix, 350 circulant matrix, 348, 359 clustered data, 197 cointegrated variables, 283 cointegrating rank, 287 cointegration Johansen test, 297 computational econometrics, 5 computer programming languages Assembly, 4 C, 4 Fortran, 4, 10 subroutine libraries, 10 computers Apple, 21, 26



Atlas, 20 Automatic Sequence Control Calculator, Mark I, 1, 8 CDC 6400, 20 CDC 6600, 20 EDSAC, 1, 20 EDSAC 2, 20 EDVAC, 20 ENIAC, 8 IBM 1130, 20 IBM 1620, 20 IBM 3090, 20 IBM 360, 20 IBM 370, 20 IBM 650, 2, 9 IBM 7040, 20 IBM 7090/94, 20 IBM Card Programmed Calculator, 2 IBM PC, 21, 26 microcomputer, 3 PDP-10, 20 RS/6000, 21 Sun, 21 Tandy, 21, 26 Titan, 20 UNIVAC, 2, 20 Victor 9000, 21 conditional expectations, 351, 368 conjugate prior, 223 constructive methods, 87 continuous-time process, 340 contragrade method of ﬁltering, 344 convergence checks, 261 convergence criterion, 60 convergence of heuristics, 99 convergence of parameter estimates, 102 convergence results, 97 convolution, 322 circular, 324 linear, 324 Cram´er–Wold factorization, 341, 344 critical value, 184 crossover, 90, 91 cumulation operator, 345 curse of dimensionality, 166 cycle annual, 361



INDEX



seasonal, 361 secular, 361 data augmentation, 258 Data Resources, Inc., 11, 16 data window, 327, 342 DCDFLIB, 71 dead space, 334 decision making, 430 delay operator, 346 density estimation, 154 density forecast, 412 dependent data, 198 DIEHARD, 67, 73 difference operator, 344, 354, 360 363 seasonal, 358 differential evolution, 85, 88, 91 diffuse prior distribution, 370 digital signal processing, 322 direct sampling, 234 Dirichlet kernel, 339 discontinuous methods, 94 discrete Fourier transform, 333 discrete-time process, 340 divide-and-conquer principle, 167, 255 double bootstrap, 190, 201, 204 P -value, 191 drifting random walk, 364 econometric computing, 5 breadth, 22 constructive commands, 30 depth, 22, 24 developer characteristics, 38 directive commands, 30 human interface, 15, 26, 37 interactive, 2 isolated development, 27 mainframes, 17 matrix inversion, 33 microcomputer, 18 minicomputers, 17 motivating forces, 17 network-resident, 2 roundoff error, 31, 32 software design, 35 textbook treatment of, 14



489



user characteristics, 38 econometric methodologies general to speciﬁc, 12 LSE, 12 econometric modeling languages, 25 econometric programming languages, 27 econometric software AREMOS, 16, 20, 27, 39 AUTOBOX, 16, 20, 24 AUTOREG, 16, 27 B34S, 16, 20, 24, 27 Betahat, 20 BRAP, 24 Brookings Model Project programs, 9 CEF, 12, 16 Damsel, 11, 15, 27 deﬁnition of, 5 EasyReg, 20 ECON, 9 EPS, 11, 15, 25, 27 EViews, 20, 311 FP, 16, 20, 24, 25 Gauss, 20, 27, 39 GIVE, 12 Gremlin, 11 Gretl, 20 IDIOM, 16, 20, 24 JMulTi, 311 LIMDEP, 16, 20, 24, 27 MASSAGER, 12 MicroFit, 16, 20, 24 MicroTSP, 20 ModelEasy+, 16, 20 MODLER, 2, 10, 11, 15, 18, 20, 25, 27, 39 Mosaic, 20, 25 NIMODEL, 12 Ox, 20, 27, 39 PcGive, 12, 16, 20, 24, 37, 311 RATS, 16, 20, 24 REG-X, 12, 16 SHAZAM, 16, 20, 24 Soritec, 16, 20 Stata, 20 SYMSIS, 12 Tiny TROLL, 18



490



INDEX



econometric software (continued ) TROLL, 10, 11, 13, 20, 25, 39 TSP, 9, 11, 13, 16, 20 WinSolve, 16, 39 WYSEA, 16, 20, 39 XSIM, 11, 15, 25, 27 economic database systems, 2, 12, 16 EM algorithm, 420 empirical distribution function (EDF), 184 empirical likelihood, 153 end-of-sample problem, 329, 331 Epanechnikov kernel, 157 epiconvergence, 125 equal-tail bootstrap P -value, 186 equilibration algorithms, 443 equilibrium modeling, 433 error in rejection probability (ERP), 187 errors in variables, 154 estimation methods autoregressive corrections, 27 full information maximum likelihood, 2, 24 limited information maximum likelihood, 2, 9 ordinary least squares, 9, 10 seemingly unrelated regression equations, 2, 23 stepwise regression, 10 three-stage least squares, 2, 23 two-stage least squares, 9, 10, 23, 27 two-stage least squares), 2 weighted least squares, 10 EViews, 311 evolution strategies, 85 evolutionary algorithms, 88 EXPAR model, 379, 400, 405 expectation maximization, 86 expected frequency curve, 157 expected value optimization, 145 fast double bootstrap (FDB), 192, 193, 204, 207, 209 fast Fourier transform (FFT), 333 mixed-radix, 359 ﬁlter auxiliary, 328



bandpass, 360 bidirectional, 344 Butterworth, 336, 343 causal, 353 contragrade method, 344 electronic, 321 ﬁnite impulse response (FIR), 343 frequency response of, 336 gain of, 336 Henderson, 329, 331, 336 highpass, 321, 325, 360 ideal, 366 inﬁnite impulse response (IIR), 343 Kalman, 365, 368, 372 lowpass, 321, 325, 355 phase effect of, 336 symmetric, 336 Wiener–Kolmogorov, 341, 342, 359, 362, 372 wrapped, 350 ﬁnite impulse response (FIR) ﬁlter, 343 ﬁnite precision, 57 ﬁrst-order moving average process MA(1), 364 ﬁxed point problems, 438 ﬁxed regressor bootstrap, 202, 207 ﬁxed-interval smoothing algorithm, 371, 372 forecast combination, 415 forecast error variance decomposition, 310 forecasting VAR process, 303 forward-shift operator, 346 Fourier analysis, 332 Fourier coefﬁcients, 332 Fourier integral transform, 338 Fourier matrix, 349 Fourier synthesis, 339 Fourier transform discrete, 333, 348, 349 fast (FFT), 333 integral transform, 338 frequency fundamental, 332 Nyquist, 334, 337, 340 seasonal, 366



INDEX



frequency domain, 322, 326, 332, 335, 338, 345, 359 frequency response function, 336 frequency response of ﬁlter, 336 fundamental frequency, 332 gain of ﬁlter, 336 GARCH, 58, 60–62, 65, 68, 75, 76 GARCH model, 85, 378, 387, 414 generalized additive model, 166 generalized instrumental variables, 197, 198 generalized inverse, 359 generating function autocovariance, 341 genetic algorithms, 85, 88, 90, 99 geometric ergodicity, 399 Gibbs algorithm, 417 Gibbs sampling, 255 with data augmentation, 258 global optimization, 137 Granger-causality, 305 graph theory, 430 graphical user interface, 26 greedy algorithms, 87 griddy Gibbs sampling, 257 gross domestic product (GDP), 334, 361 guided search, 94 Hamilton ﬁlter, 419 Hannan–Quinn criterion, 296 Harvard University, 8, 24 hat matrix, 195 Henderson ﬁlter, 329, 331, 336 Hessian, 69, 70 heteroskedasticity, 174 heteroskedasticity-robust test, 204, 206 heteroskedasticity, tests for, 188 heuristic, 83 heuristic optimization, 87 hidden Markov model, 86 hidden Markov model (HMM), 380 highest posterior density region, 225 highpass ﬁlter, 321, 325, 360 hill climbing, 88 HQ criterion, 296



491



hybrid heuristics, 93 hybrid metaheuristics, 93 ideal ﬁlter, 366 importance sampling, 239 impulse response, 63, 64 impulse response analysis, 306 indicator function, 184 inﬁnite impulse response (IIR) ﬁlter, 343 initial conditions for Kalman ﬁlter, 370 for Wiener–Kolmogorov ﬁlter, 355, 360 integrated moving average model IMA(2, 1), 364 integrated variable, 282 interior point algorithm, 122 Internet, 7 ARPANET, 3 inversion method, 235 irreducibility, 249 iterated bootstrap, 190 jackknife, 153 Jacobian, 69 JMulTi, 311 Johansen test for cointegration, 297 join-point problem, 200 JSTOR, 5, 6 J test, 203 Kalman ﬁlter, 365, 368, 372 initial conditions, 370 Kalman gain, 368 kernel density estimators, 156 kernel function, 324 kernel regression estimators, 161 kernel smoothing, 325 Koenker test, 188, 189 lag operator, 346 ﬁnite-sample version, 346 Lagrange multiplier test, 389–395 Breusch–Godfrey form, 391 Laurent expansion, 344 Laurent polynomial, 346 least median of squares estimator, 112



492



INDEX



likelihood function, 218, 370 likelihood ratio test, 389–395 linear congruential random number generator, 234 linear process, 382 linearity testing, 385 LM test, 299 local polynomial regression, 326, 345 local search methods, 87 logit model, 240, 253 low-level hybridization, 95 lowpass ﬁlter, 321, 325, 355 LSTAR model, 86 machine interface, 23 macroeconometric model solution techniques Gauss–Seidel, 13 Jacobi, 13 model-consistent, 13 Newton, 13 rational expectations, 13 macroeconometric models, 11 Brookings Quarterly Econometric Model of the United States, 9 Cambridge growth model, 12 Candide, 12 ﬁrst computer solution of, 2 ﬁrst simultaneous solution of, 2 HM Treasury, 12 Klein–Goldberger, 2 LINK Project, 12 Liverpool model, 12 London Business School, 12 National Institute of Economic and Social Research, 12 Southampton model, 12 TIM, 12 Wharton model, 9, 18 marginal likelihood, 243 marginal signiﬁcance level, 184 Markov chain, 249 Markov chain Monte Carlo, 249 Markov switching ARCH model, 418 Markov switching model, 380, 397, 418



Massachusetts Institute of Technology, 24 Center for Computational Research in Economics and Management Science, 2, 11 mathematical and statistical programming languages GAMS, 39 Mathematica, 39 Matlab, 7, 39 R, 39 S-Plus, 39 matrix centrosymmetric, 353 circulant, 348, 359 orthonormal, 348 persymmetric, 352 spectral factorization, 349 Toeplitz, 346 unitary, 349 matrix inversion lemma, 352, 356 maximized Monte Carlo test, 189 maximum likelihood estimation, 70 MCMC methods, 416 measurement equation, 365 memetic algorithm, 96 memoryless methods, 94 merit function, 123 metaheuristics, 93 Metropolis–Hastings algorithm, 250, 416, 417 Metropolis–Hastings within Gibbs method, 257 minimax, 121 minimum mean square error estimation, 342, 351, 372 minimum volume ellipsoid, 167 misspeciﬁcation tests Durbin–Watson, 10 nominal confusion, 34 mixed-radix fast Fourier transform, 359 mixing coefﬁcient beta, 398 strong, 398 mixture of t distributions, 272 model selection, 85, 110, 225 money supply of USA, 365 Monte Carlo test, 185



INDEX



Monty Hall problem, 220 moving average process, 347 ﬁrst-order MA(1), 364 integrated IMA(2, 1), 364 moving block bootstrap, 199, 207 multi-agent methods, 94 multiple tests, 200 multivariate regression model, 197 mutation, 90 Nash equilibria, 431 nearest neighbors, 161 neighborhood deﬁnition, 104 Nelder–Mead simplex algorithm, 85 networks, 429 communications, 429 dynamic transportation, 470, 474 economic equilibrium problems, 432 economics, 432 energy, 429 equilibrium problems, 431, 432 logistical, 429 market equilibrium problems, 432, 433, 436, 438 physical, 429 spatial equilibrium problems, 432 supply chain, 432, 478, 479 telecommunications, 431 transportation, 429, 443, 446 non-informative prior, 224 non-negative polynomials, 138 non-nested hypothesis test, 203 nonlinear forecast, 409 nonlinear least squares, 69, 70 nonlinear least squares estimator, 401 nonlinear regression model, 195, 197, 203 nonparametric density estimators, 156 nonparametric regression, 155 normality test, 300 NP-completeness, 84 numerical standard error, 245 Nyquist frequency, 334, 337, 340 observation equation, 368 optimization heuristic, 83 orthonormal matrix, 348



493



outliers, 86 pairs bootstrap, 193, 195, 197, 199, 205 pairwise bootstrap, 193 parameter estimation, 85 partial-fraction decomposition of autocovariance generating function, 362 particle swarm optimization, 92 PcGive, 311 percentile bootstrap, 173 periodic extension, 332, 366 periodogram, 334, 366 persymmetric matrix, 352 phase effect of ﬁlter, 336 pivotal test statistic, 185, 186 point-optimal test, 202, 203 polynomial cubic, 329 Laurent, 346 polynomial algebra, 322, 346 polynomial regression, 327, 345 polynomial trend, 326 population, 90, 96 population-based methods, 88, 94 portfolio optimization, 96 portmanteau test, 298, 386 posterior density, 218 posterior odds, 226 power spectrum, 334 prediction error, 154 prepivoting, 190 Princeton University, 24 prior density, 218 probit model, 258 projected dynamical systems, 432, 464–466, 468–470, 472, 475 pseudo-random numbers, 234 pseudo-spectrum, 362 P test, 203 P -value, 184 QR decomposition, 57 quadratic module, 139 quantile regression, 163 quantum mechanics, 340 quasi-maximum likelihood estimator, 401



494



INDEX



quasi-maximum likelihood estimator, (continued ) asymptotic normality, 404 consistency, 402 R software, 155 Rademacher distribution, 196 random number generator, 67, 72, 73, 75 linear congruential, 234 random walk with drift, 364 recursive residual bootstrap, 195, 207, 209 reduced form of time-series model, 361 reduced form VAR model, 288 reduced rank regression, 292 regression model multivariate, 197 nonlinear, 195, 197, 203 rejection probability function (RPF), 187 rejection sampling, 237 relative numerical efﬁciency, 246 resampling, 193, 198, 199 residual bootstrap, 195, 204, 205, 207, 209 residual-based block bootstrap, 200 restarts, 106 roots of unity, 349 rounding error, 57–59, 62, 67, 71 running-interval smoother, 163 sampling theorem, 326, 338, 339 Savage–Dickey density ratio, 228 sawtooth function, 366 Schwarz criterion, 296 score test, 389–395 search with memory usage, 94 seasonal ARIMA model, 357, 364 seasonal component of data sequence, 357 seasonal cycle, 361 seasonal differencing operator, 358 seasonal frequency, 366 seasonal summation operator, 358, 364 secular cycle, 361 semi-deﬁnite programming, 138



semi-inﬁnite programming, 123 serial correlation, 198 SETAR model, 379, 392, 409, 411, 417 Shannon–Nyquist sampling theorem, 326, 338, 339 sieve bootstrap, 198 signal extraction, 345 signal processing digital, 322 simplex method, 430 simulated annealing, 85, 88 simulation-based testing, 183 simultaneous equations model, 197 sinc function, 326, 339 single agent methods, 94 singular-value decomposition, 57 smoothers, 160 smoothing algorithm, 365, 368, 371 ﬁxed-interval, 371, 372 smoothing parameter, 337 spatial price, 430, 431, 444, 454–458, 460, 461 dynamic, 475, 476 spectral density function, 350, 359 pseudo, 362 spectral factorization of matrix, 349 splines, 162 STAMP program, 367 state-space representation, 363, 365 stationarity second order, 395 strict, 395 statistical software BMD, 10 OMNITAB, 10 SAS, 12 SPSS, 12 Statistics Quiz, 65, 66 StRD, 67–69 structural change, 201 structural form VAR model, 288 structural time-series model, 361, 363 structural VAR, 306 structural VEC model, 308 subgradient, 129 subsampling, 341 sum-of-squares representations, 138



INDEX



summability absolute, 348 summation operator seasonal, 358, 364 supF statistic, 202, 204, 205 supremum test statistic, 393 switching regression, 85 symmetric bootstrap P -value, 186 Symposium on Large-Scale Digital Calculating Machinery, 1 tabu list, 89 tabu search, 88, 89 test statistic asymptotically pivotal, 187, 191 pivotal, 185, 186 tests for heteroskedasticity, 188 tests for structural change, 201 TESTU01, 67, 73, 75 threshold accepting, 85, 89, 99, 113 threshold autoregressive models, 85 threshold methods, 88 threshold sequence, 89, 104 threshold vector error correction models, 85 time domain, 322, 346 time-reversibility, 250 Toeplitz matrix, 346 top Lyapunov exponent, 396 trafﬁc assignment, 443 trajectory methods, 88, 94 TRAMO–SEATS program, 331, 344, 363, 367, 368, 373 transition equation, 368 trend of data sequence, 325, 326, 329, 334, 336, 344, 354, 355, 361 trend/cycle component of data sequence, 357 trigonometric basis, 332 trigonometric identity, 332 two-stage least squares, 197, 198 unguided search, 94 unitary matrix, 349 University of Auckland, 24 University of Cambridge, 1, 20, 24 Department of Applied Economics, 1, 2, 12



495



University of Chicago, 24 University of London, 20 London School of Economics and Political Science, 12, 24 University of Michigan, 2 University of Minnesota, 24 University of Pennsylvania, 2, 8, 20, 24 University of Warwick ESRC Macroeconomic Modelling Bureau, 12 University of Wisconsin, 24 unobserved components, 351, 363, 368 updating equation of Kalman ﬁlter, 369 VAR model Bayesian estimation, 294 reduced form, 288 structural form, 288 VAR models, 85 VAR order selection, 295 VAR process, 285 variance decomposition, 63 variational inequalities, 432, 435, 438, 448–450, 456, 458, 460, 461 VEC model, 286 VEC models, 85 VECM, 286 vector autoregression, 62–64, 75 vector autoregressive process, 285, 365 vector error correction model, 286 volatility forecast, 414 von Neumann, John ﬁrst computer program, 5 ﬁrst stored-program computer, 5 game theory, 5 Wald test, 389–395, 406 wavelet analysis, 322, 340 wavelets, 154 wavepacket, 340 Wharton Econometric Forecasting Associates, 11, 16 white noise strong, 382 testing, 386–388 weak, 382 white noise process, 340



496



INDEX



white noise process, (continued ) band-limited, 340 Wiener process, 340 Wiener–Kolmogorov ﬁlter, 341, 342, 359, 362, 372 initial conditions, 355, 360



wild bootstrap, 196, 197, 204, 205 worst case analysis, 121 worst case strategy, 122 wrapped ﬁlter, 350 z transform, 322, 345, 348



























des documents recommandant







[image: alt]





Handbook of Computational Econometrics - The Nigerian Professional 

Introduction ..... playing field, such as Monte Carlo experiments, genetic algorithms, network ...... obtained in the manner implied by the textbook definition of b. ..... misspecification test statistics, the primary question then being the ease wit










 


[image: alt]





The Handbook of Risk 

shorter life expectancy than patients who survive the risk of surgery; the ..... willing to sell to him and their opinion of the market is little influenced, sim-.










 


[image: alt]





Computational Statistics Handbook with MATLAB .fr 

Aug 22, 2001 - Angel R. Martinez. Boca Raton London New York Washington, D.C.. Â© 2002 by ... Chi-Square · Weibull · Beta. Â© 2002 by Chapman & Hall/CRC ...










 


[image: alt]





The Handbook 

Commencez avec une liste de mots clÃ©s de base. Il s'agit d'une liste de trois Ã  cinq mots clÃ©s qui rÃ©sument tout ce que votre entreprise fait. Votre liste de mots clÃ©s de base devrait Ãªtre basÃ©e ... MÃªme si le marketing 2.0 coÃ»te 61% moins c










 


[image: alt]





The Modeling of Molecules Through Computational Methods 

Apr 3, 2012 - Chapter 11 is on molecular mechanics and modeling, in which various force .... Introduction . .... 2.11.2 Answers to Selected Questions .










 


[image: alt]





The econometrics of inequality and poverty Lecture 10 ... - CiteSeerX 

we estimate a wage equation which relates the log of the wage to a number of ..... param`etre de localisation d'une distribution asymétrique de Laplace.










 


[image: alt]





the handbook of hazardous materials spills technology 

The handbook of hazardous materials spills technology / Merv Fingas, ... 2). R. F. Griffiths Environmental Technology Centre, Department of Chemical ...










 


[image: alt]





The Practical Handbook of GENETIC ALGORITHMS ... - CiteSeerX 

testing. It considers the formulation of such models and the various approaches ... circuits. It presents an implementation of a decoupled optimization technique for .... and management could be formulated as bilevel programming models (single- ... c










 


[image: alt]





The Handbook of Optical Communication Networks 

Chapter 13 Connection management in wavelength-routed · all-optical networks ...... resolving resource conflicts without optical buffering, etc.57,61. 1.6 Future ...... If the answer is an acknowledgment message, read the parameters ...... criteria i










 


[image: alt]





The Beginner's Handbook of Amateur Radio 

The material in this eBook also appears in the print version of this title: .... Power-Supply Design Considerations. 209 .... prepare you for the FCC Technician Class license examinations, ...... (d) Expansion of the existing reservoir within the ama










 


[image: alt]





The Handbook of Optical Communication Networks 

Chapter 9 Optical network resource management and allocation. Ding Zhemin ...... Arthur contains source code of the server and some classes tightly bound to ...










 


[image: alt]





The Practical Handbook of GENETIC ALGORITHMS Applications 

control scheme integrates the FLC into the feedback path and a linear programming rule on .... 3.4.3 Similarity and Dissimilarity of Solutions: Euclidean Distance ..... Figure 7.7 Integral network cost vs. perception error coefficient. Figure 7.8 ...










 


[image: alt]





The Handbook of European Structured Financial Products 

The Exchange-Traded Funds Manual by Gary L. Gastineau. Professional .... Finance, CASS Business School, and a Fellow of the Securities Institute. He is author ... that trade, to a varying degree, in a secondary debt capital market. While the .... The










 


[image: alt]





Journal of Computational Science 

Jul 9, 2012 - a human-like way by applying computational principles of human motor control. ... principles is a way to produce canonical movements in any situ- ation. ...... He is teaching a course entitled â€œModels of sensoriQmotor functions ...










 


[image: alt]





The Ultimate Desert Handbook 

Aug 18, 2003 - An extensive and complete book for desert lovers and people that plan to ... principles are always the same, so the coverage extends largely to other land environments (you will only be ... someone that loves and knows them.










 


[image: alt]





The KOrganizer Handbook .fr 

contacts components of Kontact), or to the free/busy settings in the main configu- ...... to remember or type his email address to add it to the attendee list. Just.










 


[image: alt]





On the use of Computational Chemistry to understand the Generation 

cite plasma spectroscopy, dynamic light scattering and shadowgraph imaging. ... Functional Theory (DFT) calculationsx enabled to simulate the physical properties of ... empirical interaction potential between aluminium and oxygen atoms.










 


[image: alt]





The Handbook 04 

Throttle. Servo. Receiver. Throttle channel. Single IG (IG-1) wiring arrangement showing SHM part nos. ..... over 14V (ie a 12V accumulator is OK). In all cases ...










 


[image: alt]





The Pickup Handbook 

However, before you get your credit card out and ask the. Hollywood bimbo ...... Listen, as long as you don't spam my account with love letters I won't spam yours ...










 


[image: alt]





the wireless data handbook 

and east Tennessee/south West Virginia. In the earliest ...... messages is the key accounting unit, and each message may be up to 240 characters in length.










 


[image: alt]





Applied Econometrics .fr 

treatment effects from observational studies or for integrating two or more data sets that .... Again suppose xi is an observation on a variable in the data set under study. ...... dimensionality'), Rosenbaum and Rubin (1983) suggested the use of ...










 


[image: alt]





The KMail Handbook 

This is a short introduction to KMail and its usage so you can start working with it right ... located in. If you do not know what setting to choose or what to put in a field, ..... Check Ignore new mail in this folder if you do not want to be inform










 


[image: alt]





Satellite Handbook - The-Eye.eu! 

Jan 25, 2005 - and model number of each decoder available to provide to the technologist in ... web sites such as â€œEbay.comâ€� will not work on our system and will not be ..... business and military news as gathered from the major networks.










 


[image: alt]





Satellite Handbook - The-Eye.eu! 

Jan 25, 2005 - from the AFRTS Defense Media Center (formerly the Broadcast Center), with assurances to the ...... Where RF Interference caused either a white line, sparkle or â€œhumâ€� bar in the Analog ..... Finger tighten the connections well.










 














×
Report Handbook of Computational Econometrics - The Nigerian Professional





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



