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Abstract— We describe theoretical and experimental results for the extrinsic calibration of sensor platform consisting of a camera and a 2D laser range finder. The calibration is based on observing a planar checkerboard pattern and solving for constraints between the “views” of a planar checkerboard calibration pattern from a camera and laser range finder. we give a direct solution that minimizes an algebraic error from this constraint, and subsequent nonlinear refinement minimizes a re-projection error. To our knowledge, this is the first published calibration tool for this problem. Additionally we show how this constraint can reduce the variance in estimating intrinsic camera parameters.



I. I NTRODUCTION In the recent years, two dimensional laser ranger finders mounted on mobile robots have become very common for various robot navigation tasks. They provide in real time accurate range measurements in large angular fields at a fixed height above the ground plane, and enable robots to perform more confidently a wide range of tasks by fusing image data from the camera mounted on robots [12], [1], [5], [9]. In order to effectively use the data from the camera and laser range finder, it is important to know their relative position and orientation from each other, which affects the geometric interpretation of its measurements. The calibration of each of these geometric sensors can be decomposed into internal calibration parameters and external parameters. The external calibration parameters are the position and orientation of the sensor relative to some fiducial coordinate system. The internal parameters, such as the calibration matrix of a camera, affect how the sensor samples the scene. This work assumes the internal sensor calibration is known, and focuses on the external calibration. Here we propose a method for extrinsic calibration of a camera and laser range finder, that is, identifying the rigid transformation from the camera coordinate system to the laser coordinate system. The method employs a planar calibration pattern viewed simultaneously by the camera and laser range finder. For each different pose of the planar pattern, the method constrains the extrinsic parameters by registering the laser scanline on the planar pattern with the estimated pattern plane from the camera image. It is important also to differentiate this work from the problems that at first may appear similar. There has been a great deal of work on calibration for laser scanners, which



Fig. 1. A schematic of the calibration problem considered here. A planar calibration pattern is posed in the both views of the camera and the laser range finder.The goal of this paper is to study a calibration method that finds the rotation Φ and the translation ∆ which transform points in the camera coordinate system to points in the laser coordinate system



are the parts of active vision systems that project a point or a stripe which is then viewed by the camera. Finding the geometric relationship between the laser scanner and the camera is vital to creating metric depth estimates to build textured 3D models, for example [3]. Calibration methods exist for this problem, which make use of the visible position of the laser point or stripe [7]. In this paper we consider an extrinsic calibration of a camera with a laser range finder where the laser points are invisible to the camera. This calibration applies to a very common sensor package for a large number of autonomous robots, such as the iRobot series, and there is no calibration method published to date. Even though there has been increasing use of 3D laser range finders, they are still lack of portability and flexibility. Furthermore, the time cost of 3D data acquisition is also very expensive, since the systems require time to scan the laser through different directions in the environment. For many robotic tasks, such as robot navigation, it may be more important to scan over a smaller area at a higher frequency, which allows autonomous robots sense the environment in real time and to act on the basis of acquired data. That’s why we focus on the pose estimation of camera w.r.t 2D laser range finder, which is cost-effective while provides flexibility and accuracy for range data acquisition.



The remainder of this paper is organized as follows. The next section introduces the basic equations associated with the extrinsic calibration, formalizes the problem we are going to solve and derives the geometric constraints on the rigid transformation from a camera coordinate system to the laser coordinate system. Section III gives methods for solving for the extrinsic calibration, first showing a direct solution, followed by nonlinear iterative optimization methods which use the results from previous steps as initial conditions. A global optimization is also proposed to refine both camera intrinsic and extrinsic parameters. We conclude by giving experimental results showing the success of the techniques presented. II. BASIC E QUATIONS A camera can be described by the usual pinhole model. A projection from the world coordinates P = [X , Y, Z]> to the image coordinates p = [u , v ]> can be represented as follows [6]: p ∼ K(RP + t) (1) where K is the camera intrinsic matrix, R a 3 × 3 orthonormal matrix representing the camera’s orientation, and t a 3-vector representing its position. In real cases, the camera can exhibit significant lens distortion, which can be modelled as a 5-vector parameter consisting of radial and tangent distortion coefficients. We assume in the remainder of this paper that the camera has no significant lens distortion, or that the images have already been warped to eliminate it. The laser range finder reports laser readings which are distance measurements to the points on a plane parallel to the fl oor. A laser coordinate system is defined with an origin at the laser range finder, and the laser scan plane is the plane Y = 0. Suppose a point P in the camera coordinate system is located at a point P f in the laser coordinate system, and the rigid transformation from the camera coordinate system to laser coordinate system can be described by :



Without loss of generality, we assume that the calibration plane is the plane Z = 0 in the world coordinate system.In the camera coordinate system, the calibration plane can be parameterized by 3-vector N such that N is parallel to the normal of the calibration plane, and its magnitude, kN k, equals the distance from camera to the calibration plane. Using (1) we can derive that N = −R3 (R3> · t)



(3)



where R3 is the 3rd column of rotation matrix R, and t the center of the camera, in world coordinates. Since the laser points must lie on the calibration plane estimated from the camera, we get a geometric constraint on the rigid transformation between the camera coordinate system and the laser coordinate system. Given a laser point P f in the laser coordinate system, from (2), we can determine its coordinate P in the camera reference frame as P = Φ−1 (P f − ∆). Since the point P is on the calibration plane defined by N , it satisfies that N · P = kN k2 . Then we have N · Φ−1 (P f − ∆) = kN k2



(4)



For a measured calibration plane parameters N and laser point P f , this gives a constraint on Φ and ∆. III. S OLVING E XTRINSIC C ALIBRATION This section provides the details how to effectively solve the extrinsic calibration problem for the system of a camera and laser range finder. We will first propose a linear solution, followed by a nonlinear optimization with outlier detection. Finally, a global optimization is performed to refine the extrinsic camera parameters. This can be extended to refine the intrinsic parameters more accurately than the standard singe camera calibration method. A. Linear Solution



A. Geometric Constraints



First, we assume the camera is calibrated [2] and what remains is to determine the calibration plane parameters by solving the pose of the camera with respect to the checkerboard, which is discussed in [13]. Once the camera’s extrinsic parameters (R, t) are determined with respect to the checkerboard, the calibration plane parameter N can be obtained by (3). Since all laser points are on the plane Y=0 in the laser coordinate system, a laser point P f can be represented by Pˆ f = [X , Z, 1]> . Then we rewrite Equation (4) as:



Our proposed calibration method is to place in front of our system a planar pattern, say a checkerboard, which is visible to both the camera and the laser ranger finder. Figure 1 provides a general setup of this calibration method. For simplicity, when we talk about a calibration plane, we refer to the plane surface defined by the checkerboard. And we use laser points to refer to the laser measurements on the checkerboard, which is a portion of the whole laser reading.



N · H Pˆ f = kN k2 (5)   1 0 where H = Φ−1  0 0 − ∆ , a 3x3 transform 0 1 matrix from the laser coordinate system to the camera coordinate system. For each pose of the calibration plane. we have several linear equations in the unknown parameters of H, which we solve with standard linear least squares.



P f = ΦP + ∆



(2)



where Φ is a 3x3 orthonormal matrix representing the camera’s orientation relative to the laser ranger finder and ∆ is an 3-vector corresponding to its relative position. Our goal in this paper is to develop ways to solve for these extrinsic camera parameters Φ and ∆ which define the position and orientation of the camera with respect to the laser coordinate system.



Once H is determined, we can estimate camera relative orientation and position as follows: Φ = ∆ =



[H1 , −H1 × H2 , H2 ]> −[H1 , −H1 × H2 , H2 ]> H3



where Hi is the ith column of matrix H. This computed matrix Φ may not meet the properties of ˆ can be calculated a rotation matrix. A rotation matrix Φ to approximate the computed matrix Φ by minimizing ˆ ˆΦ ˆ> = Frobenius norm of the difference Φ−Φ, subject to Φ I. The details about this matrix computation can be referred ˆ and ∆, in [4]. This concludes the direct estimation of Φ the relative pose of the camera with respect to the laser range finder. B. Nonlinear Optimization The above solution is obtained by minimizing an algebraic distance which is not directly related to our measurements. We can refine it by a nonlinear minimization on the Euclidean distances from laser points to the checkerboard planes, which is more physically meaningful. Equation (4) gives the Euclidean distance between a laser point and the calibration plane. Given different poses of the checkerboard, we define an error function f (Φ, ∆) as the sum of these distances for every laser point j in very data set i: XX i



j



(



Ni · (Φ−1 (Pijf − ∆)) − kNi k)2 kNi k



where wi is a weight for the laser points in the ith pose, and it can be calculated based on the estimated noise in the laser points. 3) Empty the valid pose set. For each pose, compute the average 3D projection error  of laser points to the checkerboard plane with current estimated camera orientation and position. If the projection error  < δ, then we add this pose into the valid pose set, where δ is threshold for maximum average error. 4) Repeat Step 2, 3 until convergence (empirically it takes 2 to 3 iterations to converge). C. Global Optimization In practice, the camera calibration is not precisely known, and measurement errors affect the performance of the extrinsic calibration. Given the relative orientation and position of a camera, the laser data gives extra constraints on the position of the planar pattern, which could be analyzed in the camera intrinsic calibration. So intuitively, the camera intrinsic and extrinsic parameters can be refined by performing a global optimization with the initial estimate of the extrinsic camera parameters Φ and ∆, and an estimate of the intrinsic parameter K. Given different views of the checkerboard and grid points on the plane, We can obtain the projection error of grid points: XX



(6)



where Ni defines the checkerboard plane in the ith pose. A rotation Φ is parameterized by the Rodrigues formula as a 3-vector parameter, which is in the direction the rotation axis and has a magnitude equal to the rotation angle. We minimize (6) as a nonlinear optimization problem by using the Levenberg-Marquardt method [8], [10], [11]. This requires an initial guess of Φ and ∆, which is obtained using the method described in the previous section. Both camera and laser range finder have some noises in their outputs, and we found that the noise in laser points and wrong estimates of calibration planes affect the final results. We develop a robust method that iteratively throws away some data sets which have too large residuals from (6). A brief description is given as follows: 1) For each checkerboard view, the calibration plane parameter N is estimated in the camera coordinate system, and the laser points are extracted in the laser coordinate system. The noise in the extracted laser points is also roughly estimated by fitting line to these points. Construct a valid pose set with all checkerboard views. 2) Based on current valid pose set, estimate camera orientation Φ and position ∆ by minimizing the weighted version of (6), which can be written as: XX Ni wi ( · (Φ−1 (Pijf − ∆)) − kNi k)2 (7) kN k i i j



i



˜ (K, Ri , ti , Pj )k kpij − p



(8)



j



˜ (K, Ri , ti , Pj ) is the projection of point Pj in where p image i according to (1). With (6), we can do a global optimization by minimizing the combination of reprojection error and laser to calibration plane error as follows: XX d2 (P (Φ, ∆, Pijf ), N (Ri , ti )) + i



j



α



XX i



˜ (K, Ri , ti , Pj )k2 kpij − p



(9)



j



where N (Ri , ti ) the calibration plane parameter in pose i according to (3), P (Φ, ∆, Pijf ) the coordinate of laser point Pijf in the camera coordinate system according to (2), d2 (P, N ) the squared Euclidean distance from point P to plane N , and α is a scalar weight to normalize the relative contribution of the laser error function and the camera error function. This nonlinear minimization problem can be solved with the Levenberg-Marquardt method. It demands the initial guesses of Φ, ∆, and {Ri , ti | i = 1 . . . n }, which can be obtained with the methods discussed in the previous sections, and an initial guess of camera intrinsic matrix K. D. Algorithm Summary The complete algorithm can be described as the following steps:



1) Build a big checkerboard and place it in front of the camera-laser range finder system in the different orientations. 2) For each checkerboard pose, extract the laser points in the laser reading, and detect the checkerboard grid points in the image. Estimate the camera orientation Ri and position ti with respect to the checkerboard, and then compute the calibration plane parameter Ni . 3) Estimate the parameter Φ and ∆ using the linear solution as described in Section III-A. 4) Refine Φ and ∆ using the techniques described in Section III-B. 5) If necessary, refine all parameters by minimizing (9).



Fig. 2.



Errors vs. the number of poses of the checkerboard plane



IV. E XPERIMENTS The proposed algorithm has been implemented in Matlab and is available on request to the author. This section illustrates tests on both computer simulated data and real data. The closed-form solution provides initial conditions for the nonlinear refining. A global optimization on all camera calibration parameters is also tested.



Fig. 3.



Errors vs. the orientation of the checkerboard plane



A. Computer Simulations



in Figure 2. The error decreases when more poses are used.



The placement of the camera relative to the laser range finder is described by the camera’s position ∆ = [ 0, −1.0, 0.1 ]> meters and orientation Φ defined by a rotation vector [ −0.25, −0.02, −0.01 ]> . The camera is simulated as an ideal pinhole with focal length 750 and principal point (320, 240). The calibration pattern plane is a checkerboard defined by 10 × 10 grids, and the size of the pattern square is 76mm × 76mm. The orientation of the checkerboard is generated as follows: the plane is initially parallel to the image plane; a rotation axis is randomly chosen on the plane and the plane is rotated around that axis with angle θ. The position of the plane is chosen properly such that the checkerboard grids can appear entirely on the image plane. Gaussian noise with mean 0 and standard deviation 0.5 pixel is added to the projected image points. The laser points are computed based on the placement of the camera and the setting of checkerboard. We also add uniform noise into the laser points of ±5cm which is approximately the same as the observed noise distribution in our sensor. In the experiment, the estimated extrinsic parameters are compared with the ground truth. We measure the error for camera orientation Φ by computing the angle between the estimate and the true orientation, and the error for camera position ∆ by computing the distance between the estimate and the true camera position. Performance w.r.t. the number of checkerboard poses. This experiment deals with how the number of plane poses effects the performance. We vary the number of poses from 6 to 24. For each experiment number, 100 trials of independent checkerboard plane orientations with θ = 60◦ and independent checkerboard plane positions are conducted. The Gaussian noise added in the projected image points is also independent between trials, as well as the uniform noise in the laser points. The results is shown



Performance w.r.t. the orientation of checkerboard plane. This experiment is performed for different orientations of the checkerboard plane to examine its infl uence in the calibration performance. We compute the average errors by running 100 trials with 10 checkerboard poses. The orientation angle of checkerboard plane varies from 10◦ to 80◦ , and the result is shown in Figure 3. We found that the result improves when the orientation angle increases, due to more precise estimates of calibration planes with large angles with respective to the image plane. Best performance seems to be achieved around 70◦ . Note that in practice, when the angle increases, the number of laser points probably decreases, and foreshortening makes the corner detection less accurate, but these are not considered in this experiment. Refinement of camera intrinsic parameters. This experiment investigates how the laser data help the camera calibration, and examines its performance on refining camera intrinsic and extrinsic parameters. Here we run 100 independent trials and then compare the average result with the ground truth. For each trial, 10 checkerboard poses are used. To randomize starting conditions, the camera focal length is corrupted with Gaussian noise with mean 0 and standard deviation 10 pixels, and the camera principal point is corrupted with Gaussian noise with mean 0 and deviation 5 pixels. The checkerboard is placed in the orientation ranging from 50◦ to 70◦ . Initially, we perform the extrinsic calibration with the corrupted camera internal matrix K, which gives incorrect estimates of the relative position ∆ and orientation Φ. Table I shows the accuracy of these Φ, ∆ estimates before and after global optimization, showing that we recover somewhat from corrupted camera internal matrix K. The improvement of camera intrinsic matrix can be evaluated by the ratio of the Frobenius norm of the



Fig. 4. The figure shows 2 out of 10 checkerboard settings captured by the camera. The laser range finder points are projected on the image using the computed Φ and ∆.



difference of the estimated K and the ground truth to the Frobenius norm of the difference of the corrupted K and the ground truth. As we can see, when the global optimization is applied on both camera intrinsic and extrinsic parameters, the accuracy of the camera intrinsic matrix K is improved by about 30%. The error of estimates of camera orientation and position with respect to the laser coordinate system also decreases by around 30%. Orientation error(Φ) Position error(∆ ) Fro. norm ratio w.r.t K



initial final 2.3 3 ◦ 1.9 5 ◦ 3.78cm 2.37cm 0.6969



TABLE I T HE RESULT OF GLOBAL OPTIMIZATION ON THE CAMERA INTRINSIC AND EXTRINSIC PARAMETERS



B. Real Data The proposed method has been tested on a robotic platform illustrated in Figure 1, equipped with a SICKPLS laser range finder and a Sony DFW-VL500 digital camera mounted on top of the robot. The laser range finder provides range measurements by scanning 180 degrees of the environment parallel to the fl oor, with an angle resolution of one measurement per degree and a range measuring accuracy of ±5cm. On real data, the method operates well given reliable calibration parameters of the camera. Here we present the result with one example. The camera resolution is set as 640×480. The calibration pattern is a 12×10 checkerboard, and the size of a checker square is 76mm × 76mm. 10 images of the checkerboard are taken along with 10 laser readings. The laser points can be manually selected among the whole laser measurements. Figure 4 demonstrates the results of the algorithm applied to the configuration. We map the laser points onto the calibration plane with estimated Φ and ∆, and the average distance error from the laser points to the calibration plane is around 2-3cm. We do not have the ground truth of the extrinsic parameters Φ and ∆, but the mapping results are quite reasonable. C. Refinement of intrinsic camera parameters In addition, our global optimization refines the intrinsic camera parameters, and we consider this optimization for



the camera calibration of this same data set as Section IVB. An initial solution for intrinsic camera parameters is made from the image data alone. This is listed as the “initial” column in Table I I , which illustrates the estimation of the focal length (fx ,fy ) and the principal point (cx ,cy ). After solving for Φ, ∆ and then applying global optimization, the intrinsic camera parameters change and are shown in the “final” column. The variance of these estimates is calculated by a leave-one-out method. Given the 10 data samples, the estimator is run 10 times, each time ignoring a different data sample. The variance of these 10 runs is reported as σ. While the estimated values remain very similar, there is a small, but consistent, improvement in the variance of the estimates. fx fy cx cx



initial 768.60 768.11 319.90 268.49



σ 4.34 4.55 6.74 9.35



final 768.51 768.05 319.27 268.88



σ 3.88 4.04 6.65 9.19



TABLE II T HE RESULT OF GLOBAL OPTIMIZATION ON THE INTRINSIC CAMERA PARAMETERS



V. C ONCLUSION In this paper, we presented an extrinsic calibration method to estimate the orientation and position of a camera with respect to a 2D laser ranger finder for the robot. The proposed method requires a few poses of planar pattern which is visible for both the camera and the laser range finder, and then a geometric constraint on the extrinsic camera parameters is imposed. This calibration succeeds and applies to a very common sensor package for a large number of autonomous robots, such as the iRobot series. Moreover, the camera intrinsic calibration can be also improved with laser data, which we believed is helpful for many robotic vision tasks. R EFERENCES [1] H. Baltzakis, A. Argyros, and P. Trahanias. Fusion of laser and visual data for robot motion planning and collision avoidance. Machine Vision and Application, 12:431–441, 2003. [2] Jean-Yves Bouguet. Camera Calibration Toolbox for Matlab, 2003. [3] C. Frh and A. Zakhor. Data processing algorithms for generating textured 3d building facade meshes from laser scans and camera images. In Proc. 3D Data Processing, Visualization and Transmission 2002, pages 834 – 847, June 2002. [4] G. Golub and C. Van Loan. Matrix Computation. John Hopkins Studies in the Mathematical Sciences. Johns Hopkins University Press, Baltimore, Maryland, third edition, 1996. [5] C. Grimm and B. Smart. Lewis the Robot Photographer. In ACM SIGGRAPH, San Antonio, Texas, 2002. [6] R. Hartley and A. Zisserman. Multiple view geometry in computer vision. Cambridge University Press, 2000. [7] O. Jokinen. Self-calibration of a light striping system by matching multi-ple 3-d profile maps. In Proc. the 2nd International Conference on 3D Digital Imaging and Modeling, pages 180–190, 1999. [8] K. Levenberg. A method for the solution of certain problems in least squares. Quarterly Applied Math. 2, pp. 164-168, 1944., 2:164–168, 1944. [9] Y. Liu and R. Emery. Using EM to learn 3d environment models with mobile robots. In Proc. 18th International Conference on Machine Learning, 2001.



[10] D. Marquardt. An algorithm for least squares estimation of nonlinear parameters. SIAM Journal of Applied Math, 11:431–441, 1963. [11] J. J. Mor. The Levenberg-Marquardt algorithm: Implementation and theory. In G A Watson, editor, Lecture Notes in Mathematics, volume 630, pages 105–116. Springer Verlag, 1977. [12] D. Ortin, J. Montiel, and A. Zisserman. Automated multisensor polyhedral model acquisition. In Proc. IEEE International Conference on Robotics and Automation, pages 1007–1012, 2003. [13] Zhengyou Zhang. Flexible camera calibration by viewing a plane from unknown orientations. In Proc. International Conference on Computer Vision, September 1999.



























des documents recommandant







[image: alt]





Camera Calibration 

at the end of each chapter to help test the student's knowledge and to ... find quick answers when you need the most accurate, current information. ..... setup, finite integration time on the sensor (motion blur), electrical noise in the ...... Simpl










 


[image: alt]





Camera Calibration without Feature Extraction - CiteSeerX 

2004 route des Lucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex (France). TÃ©lÃ©phone ..... manual gradient (GR). Laplacian (LAP) points (DIST). Faugeras-Toscani (FT). Figure 6: .... Journal of Robotics and Automation, 3(4):323{344, 1987.










 


[image: alt]





A Generic Camera Calibration Method for Fish-Eye Lenses - CiteSeerX 

sensor plane by Â§Ð¶Ð°Ð³Ð²ÐµÐ´Ð¹Ð¸ @BA Ð·Ð°Ð³Ð²Ð¸Ð´#CP @"ER GÐ°Ð³Ð²ÐµÐ´ . With a circular image fish-eye ..... Intrinsic parameter calibration pro- cedure for a (high-distortion) ...










 


[image: alt]





Camera Calibration for Urban Traffic Scenes: Practical ... - CiteSeerX 

In this camera calibration approach, the canonical pinhole camera model is ... without special mapping, entails some assumption and/or approximation. ..... The use of video analysis techniques for transportation applications is on the rise.










 


[image: alt]





Active and passive movements in the calibration of ... - CiteSeerX 

relation to the moving and ever-changing framework of bodily positions. ... each trial. During the condition of passive transport, the subject's arm, .... actively or passively maintaining a final position. ..... Edinburgh & London: Portland, 1900.










 


[image: alt]





Automatic Scene Structure and Camera Motion using a ... - CiteSeerX 

May 15, 2007 - Two catadioptric systems obtained with a convex mirror in front of a ... It is a two step ... are removed before the BA step). ...... noisy flow field,â€� TPAMI, vol. ... and K. Daniilidis, â€œA unifying Theory for Central Panoramic Sy










 


[image: alt]





calibration of the optech altm 3100 laser scanner 

Thus, the returned echo is the coherent .... energy is 164 ÂµJ for 33 kHz and 59 ÂµJ for 100 kHz, and .... The radiative transfer code MODTRAN4 was used for.










 


[image: alt]





Range of the Safe Retaining Pressures of a Pressurized ... - CiteSeerX 

lated to the soil properties and the applied face pressure on the tunnel face stability. ... frictional soils corresponding to sands (called S1 and S2); (2) two frictional ...










 


[image: alt]





Development of a compact quantum cascade laser ... - CiteSeerX 

Sep 29, 2004 - of the intrinsic non-linearity due to Beer's law and potential non-linearities of the .... 3D view of the optical head of the sensor on the 46Ã—30 cm2.










 


[image: alt]





Laser pointer interaction - CiteSeerX 

pointer and a camera to accomplish just such interactions. ... displayed widgets to manipulate their functions. The equipment consists of a computer attached to a ...Missing:










 


[image: alt]





PRINCIPLES AND APPLICATIONS OF LASER 

1970 - Arthur Ashkin: laser tweezers ... Explanation: two-state atomic or molecular system ... N1, N2 : number of atoms, molecules on the given energy level.










 


[image: alt]





Long Range Obstacle Detection Using Laser Scanner and Stereovision 

long range generic road obstacle detection system based on fusion between ..... pedestrian crossing the road at various distances (1780 images processed).










 


[image: alt]





Calibration of NAOS and CONICA static aberrations 

to Noise Ratio (SNR) and the object is close to be a Dirac func- tion. ... out any knowledge or estimation of the prior object spectral ..... perfect agreement with Fig.










 


[image: alt]





High Dynamic Range Laser Dispersion Spectroscopy of Saturated 

The method provides several advantages over traditional direct LAS techniques. For example, the measurement of anomalous dispersion is background-free in ...










 


[image: alt]





EUSO-Balloon: Observation and Measurement of Tracks from a laser 

Jul 30, 2015 - M.Fouka13, F.Guarino8,9, A.Jung4, E.Kuznetsov2, E.Mayotte1, ... Japanese Experiment Module (JEM-EUSO). ..... MULTIDARK) and by Comunidad de Madrid (CAM) under projects S2009/ESP-1496 & S2013/ICE-2822.










 


[image: alt]





Automated Camera Dysfunctions Detection - CiteSeerX 

sider a system of cameras inside a moving platform (ve- hicle). The main part of ... The measure of focus has been widely studied for auto- focus cameras, in .... quences where we have got false detections of obstruction, especially when the ...










 


[image: alt]





Self Calibration of a Pinhole Camera - Fields Institute for Research in 

The corresponding equation in the y component is. Â¯âˆ†yj+ .... quadratic program, i.e., a problem whose objective is quadratic and whose constraints are all linear.










 


[image: alt]





Calibration and precompensation of noncommon ... - Mugnier 

of SR by the coherent energy in SRZern, which is valid only for small phase ..... whereiËœab andiËœAiry are the optical transfer function (OTF) of the aberrant system ...










 


[image: alt]





Automatic calibration and removal of distortion 

We continue this iterative process until we fall into a stable minimum of the distortion ..... on the four parameters when the data still contains many outliers, there is a risk of .... Antipolis, France, May 1994. submitted to Arti cial Intelligence










 


[image: alt]





FOUNDATION FINDER 

Fragrance-free. Long Wear, All Day Comfort,. Oil-free, Fragrance-free, Trans- fer-free. La Base Pro,. Pore Eraser. Natural. Moderate to Full. TEINT. VISIONNAIRE.










 


[image: alt]





00 authorlynne keyword hardware circuit ultrasonic range finder dbid 4dfdi 












 


[image: alt]





An Evolutionary Algorithm for Camera Calibration - Jean LOUCHET 

New sensors with increasing image resolution ... rotation of the camera in space, whereas the intrinsic ... Most calibration methods handle both intrinsic and.










 


[image: alt]





Calibration and Interpolation 

REFERENCES. 1. C. E. Buck, D. GÃ³mez Portugal Aguilar, C. D. Litton and A. O'Hagan, â€œBayesian nonparametric estimation of the radiocarbon calibration curveâ€� ...










 


[image: alt]





conscience of a camera dbid 5mya1 












 














×
Report Extrinsic Calibration of a Camera and Laser Range Finder - CiteSeerX





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



