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Automated Camera Dysfunctions Detection Sebastien Harasse, Laurent Bonnaud, Alice Caplier, Michel Desvignes LIS, 961 av. de la Houille Blanche 38074 St Martin d’Heres FRANCE {harasse,bonnaud,caplier,desvignes}@lis.inpg.fr Abstract Surveillance systems depend greatly on the robustness and availability of the video streams. The cameras must deliver reliable streams from an angle corresponding to the correct viewpoint. In other words, the field of view and video quality must remain unchanged after the initial installation of a surveillance camera. This paper proposes an approach to detect automatically such changes (displacement, out of focus, obstruction), in a difficult environment with illumination variations, dynamic background and foreground objects.



Figure 1. example of displacement



1. Introduction Recent developments in video acquisition have made possible the storage of large good quality video streams for surveillance systems. This has increased the amount of data used for event detection and analysis. In this paper, we consider a system of cameras inside a moving platform (vehicle). The main part of the image is the inside of the vehicle with changes occuring because of illumination coming through the windows, changing background scenes outside the vehicle, and occlusions from passengers moving in front of the cameras. Such systems of surveillance depend on the robustnesss and availability of the initial video streams : the cameras must deliver a reliable stream from an angle corresponding to the correct viewpoint. Once the system is installed, the following parameters should remain unchanged : • the field of view : there should be no displacement of the acquisition system with regard to the main part of the scene, and the field of view of the acquisition system should not be partially or completely obscured (figure 1 and 2). • the video quality : the observed scene should not be out of focus when using manual focus lenses, nor should it be obscured by semi-transparent obstruction.



Figure 2. example of obstruction If any of these events occur, we consider the video stream as not reliable. Thus we need to check regularly if the video streams are still reliable, which can be time-consuming, especially for large surveillance systems with many video sources. In a surveillance system with several acquisition cameras, video streams are compressed and stored on a computer, which can be used for event detection and image processing. The aim of this project is the automatic detection of modifications of the field of view or quality loss in the video stream by image processing without new hardware. This will reduce maintenance costs and human intervention.



2. System overview The considered surveillance system is mounted inside a vehicle, moving in an urban outdoor environment. This in-



duces several difficulties : • Since the vehicle is moving and windows lie in the field of view, the background is partially very unstable due to the objects passing by through the windows. Moreover, moving objects like people inside the vehicle produce moving regions in images. Sometimes, moving objects become stationary objects, for example people sitting for a time. However, some parts of the field of view should remain stationary with respect to the camera, for example seats, window borders, etc. Difficulties arise when these stable parts are obscured by moving objects.



3. Key concepts Stable edges have specific spatio-temporal properties : their position is spatially invariant and they are edges of nearly stationary temporal objects, always present except when obscured by a moving object. These occlusions can be seen as perturbations or noise in the signal (image). Temporal averaging is a classical way to enhance the signal/noise ratio. In fact, moving objects disappear from a cumulative image for a long time and this gives a good background.



• The illumination of the scene can change quickly, when objects outside the vehicle block the sunlight, when the vehicle goes inside a tunnel, or simply when it changes its orientation. The illumination can also change very slowly, between night and day. • Real time processing is required, and must be achieved with minimum processor and memory requirements. With these constraints, usual techniques such as background substraction algorithms [1] and local background modeling [2],[3],[4] cannot be used. The general idea is to compute a scalar measure which is ”invariant” by the previous transformations (fast and slow illumination changes, background modifications, moving and stationary people) for each feature to detect (field of view modification, obstruction and focus), and to detect abnormal statistical changes in this measure (figure 4). • The field of view can be characterized by the position of stable edges in the image. Stable edges are the edges in the image that are fixed with respect to the camera, i.e. windows, seats, doors, etc. They are just temporally obscured and their detection is invariant to illumination changes. Abnormal changes to this measure are detected by a motion estimator. • The measure of focus has been widely studied for autofocus cameras, in astronomy, microscopy or photography [5][6]. Unfortunately, focus measures suppose that the image slowly varies. With our conditions, this hypothesis is not realistic. We propose a new measure, energy of stable edges, and compare it with the classical gradient energy [6]. • After several tests, entropy is quite a good way to measure the level of obstruction. We will now present the key concepts used in this project : stable temporal edges detection, motion estimation of those edges, temporal change detection.



Figure 3. initial image (a), strong edges (b), stable edges (c)



The underlying hypothesis with the cumulative technique is that signal and noise are stationary during the cumulating period. This is not adequate with quick illumination changes when the vehicle is moving. Illumination changes cannot be modeled, even with more sophisticated models. Our solution to this problem is to use the edges instead of the intensity of the image. Thus, we get strong spatial edges, which become stable temporal edges.



3.1. Strong edges



3.3. Displacement detection



The gradient of each frame is computed and the edges are obtained by adaptive thresholding (figure 3b). The explicit model of the image is a classical one, with step edges and white gaussian noise. As we are looking for strong fixed temporal edges, all the low level gradient (noise) can be discarded from the stable edges. This noise is clearly the first maximum of the gradient histogram. To estimate the parameters of the gaussian noise, we assume that the image does not contains a lot of information : at most 25% of the pixels are real strong edges. The first part (75%) of the histogram is approximated by a zero mean gaussian with standard deviation σ.



In our application, there can be small displacements of the camera due to vibrations or maintenance. They should not be reported as dysfuntions since the field of view would remain almost identical. Other displacements of the camera are not allowed and must be detected as dysfunctions. Thus we can approximate the allowed displacements by small translations and consider that any other movement of the field of view is not allowed.



σ2 =



X −−→ 1 kG(p)k2 Card(P ) p∈P



where members of P are the pixels from the first 75% of the −−→ histogram, and G(p) is the gradient vector at p. Therefore, real strong edges have a gradient greater than 3σ. Experimentally, this model is quite adequate, except in very low illumination (tunnel with no outdoor light, no indoor light inside the vehicle).



3.2. Stable temporal edges : Temporal accumulator Strong edges in each frame of the sequence are then cumulated in a single image which we call the temporal accumulator. As for image intensity, moving objects such as people or background through the windows disappear with this temporal accumulator (figure 3c). This temporal accumulator is computed for a fixed and finite number of images. This number depends on the average viewing time of moving objects and also of pseudo-stationary objects. The integration time must be large enough to enhance signal/noise ratio. However, to update the temporal accumulator, all the images are stored during this integration time and this process requires very large memory requirements. The temporal scheme is then a sliding bloc window: the temporal accumulator is the addition of N pre-accumulator. Each preaccumulator Ai integrates T frames and the current frame updates the newest pre-accumulator. The temporal accumulator is updated at exactly T frames, subtracting the oldest pre-accumulator and adding the new one. Therefore, our temporal accumulator integrates NxT frames. The stable edges obtained (figure 3c) clearly enhance real fixed edges, which are parts of the vehicle, and decrease background edges, even when the vehicle stops for a moment.



We use a classical algorithm of block matching, which maximizes the normalized correlation between a reference accumulator and the current accumulator to find the parameters of this translation. The reference accumulator represents the scene without any changes. As we are inside a moving platform, it is very stable with respect to passengers and rapid changes. This reference accumulator is built during NxT frames, when the camera is known to be correctly positioned, with the same method used to calculate the temporal accumulator. We update the reference accumulator whenever there isn’t any dysfuntion detected, in order to obtain a more robust reference. This update is done in two steps : • we translate the current accumulator in order to correct the small displacements. • we add the current accumulator to the reference accumulator. The block matching returns the best parameters of the translation between the two accumulators, and the value of the maximum normalized correlation. We use all this information to decide whether there is a dysfunction or not. If the detected translation is greater than a sensibility threshold, a large displacement of the camera is detected and a dysfunction validated. If the maximized normalized correlation is lower than another threshold, we consider that the block matching failed to find the correct translation, probably because the real displacement is so important that the initial stable edges are not present in the current field of view anymore. In this case, we also validate a displacement of the camera. This threshold has been learned by computing the correlation between accumulators from different fields of view on a large database.



3.4. Obstruction detection To detect the presence of an object obscuring the totality or part of the field of view, we could also use the information about the stable edges in the video stream and check if a considerable part of those edges are missing in comparison to the reference accumulator. A missing stable edge in the current accumulator would mean that the corresponding



Figure 4. detection of partial occlusion : fast and robust variation of the measurement part of the field of view has been obscured for NxT frames. However, this approach only makes sense if we assume that there is a sufficient amount of stable edges in the field of view. In fact we cannot assume that this is always the case, particularly during rush hours. Our solution is to divide the image space into several blocks and estimate the quantity of information in each block, by measuring the entropy : X E=− pk ln(pk ) k



where pk is the frequency of appearance of the intensity level k in the considered block. Here we make the assumption that an object obscuring the field of view will be very close to the camera, and thus poorly illuminated, resulting in a great loss of information. An important temporal change in this measure means that the corresponding block has been obscured by some object in front of the camera. A change in the entropy is considered important when the entropy E, averaged over a temporal window of adequate size, is lower than a certain threshold : E < αEref where Eref is the entropy of the block measure at the installation of the system when we know that there is no object obscuring the view, and α ∈ [0, 1] is a factor set empirically.



3.5. Focus change The gradient energy is known to be an effective measure to find the more focused image for a particular, static scene. It is defined by : G=



1 W.H



H X W X i=1 j=1



(gx (i, j)2 + gy (i, j)2 )



where gx and gy are the horizontal and vertical gradient of the W × H image. However, the transformations of our scene ( illumation and background changes, objects movements ) make this measure very unstable. We propose to adapt the measure to our problem by computing the gradient energy only where there are stable edges, since they correspond to parts of the image that are less likely to change over time. Also, we deal with slow, global illumination changes by normalizing the energy by the sum of squared intensity of the considered pixels : H X W X



Gnorm =



s(i, j).(gx (i, j)2 + gy (i, j)2 )



i=1 j=1 H X W X



s(i, j).I(i, j)2



i=1 j=1



where s(i, j) = 1 if pixel (i, j) is on a stable edge, else s(i, j) = 0. The result is a measure which is slightly more robust than the former, but still sensible to local light variations. With a temporal averaging of our measure, we obtain a measure of sharpness which is quite invariant by the transformations of our scene. To detect an important change in the measure, we use classical method by computing the mean Mref and standard deviation σref of the measure when the camera is well focused, and in normal conditions (the vehicle is moving, there are people inside, etc.). Then we compute Gnorm at each frame and its temporal average M . Whenever M < Mref − 3.σref we consider that the camera is not correctly focused anymore.



Figure 5. detection of focus change : gradient energy on stable edges



4. Experiments, results and conclusion The three detection algorithms are computed sequentially : first we detect obstructions, then focus changes, and finally displacements. If we detect an obstruction or a focus change, there is no need to detect a displacement with blockmatching, since the result wouldn’t be accurate. Software is embedded in a video recorder which acquires 4 images per second. The system runs on a 1 Ghz CPU and can process the video stream in real time and detect any dysfunction soon after it appears. Our system has been tested on simple video footage, in an indoor environment, with slow and weak illumination changes. It has also been tested in real conditions within a vehicle. Scenarii have been designed to get sequences representing many situations, so that we could test the robustness of our system. Some sequences had very high contrast when moving from sun to shadow and sequences in tunnel had very low contrast. The number of people in the field of view and their behavior (walking or sitting) also greatly varied from sequence to sequence. We have used several cameras and we have analyzed 9 hours of video stream. Numerous real dysfunctions have been tested, for example out of focus, partial or complete obstructions and big or small displacements. Figures 4 and 5 show measures computed from real image sequences, when a dysfunction appears. However, the different dysfunctions we want to detect are correlated. In some rare cases, we cannot tell the nature of the dysfunction. For example, if an object obscures the initial field of view, and if the resulting image isn’t blured and contains enough information, our method may detect a displacement of the camera, since it may find that the stable edges have completely different positions ( low correlation between reference and current edges accumulators ). For such cases, our system will report a dysfunction, even if it may not be the real one. Finally, there were a few se-



quences where we have got false detections of obstruction, especially when the illumination of the scene is very weak, when vehicle goes through a tunnel. In conclusion, we have presented original tools to detect displacements of the field of view of a camera, obscured and out of focus images, in an outdoor man made environment, with difficult constraints (real time, large and rapid illumination changes, no models) and results on real data are good.



References [1] A. Caplier, L. Bonnaud and J.M. Chassery: Robust fast extraction of video objects combining frame differences and adaptive reference image. IEEE ICIP. Thessaloniki, Greece, 2001. [2] S. MacKenna et al: Tracking Groups of People, CVIU, (80), pp 42-56, 2000. [3] I. Haritaoglu, D. Harwood, L. Davis: W4 real time surveillance of people and their activities, IEEE PAMI, (22), pp 809-830, 2000. [4] W.E.L. Grimson, L. Lee, R. Romano and C. Stauffer: Using adaptive tracking to classify and monitor activities on a site, IEEE CVPR, pp 22-31,1998. [5] A. Santos et al : Evaluation of Autofocus Functions in Molecular Cytogenetic Analysis, Journal of Microscopy, (188), Pt 3, pp 264-272, 1997. [6] M. Subbarao and J.K. Tyan: Selecting the Optimal Focus Measure for Autofocusing and Depth- From-Focus, IEEE PAMI, vol20, (8), pp 864-870, 1998.



























des documents recommandant







[image: alt]





Automated Camera Dysfunctions Detection 

in the image that are fixed with respect to the camera,. i.e. windows, seats, doors, etc. They are just tempo- rally obscured and their detection is invariant to illu-.










 


[image: alt]





Enhancing Automated Detection of Vulnerabilities in Java 

Enhancing Automated Detection of Vulnerabilities in Java Components. -. Appendix. Pierre Parrend. Software Engineering, FZI Forschungszentrum Informatik.










 


[image: alt]





motion detection mechanisms - CiteSeerX 

Light falling on the retina is spatially (II) and temporally filtered (III). ..... it represents the retinal input. ...... functional architecture in the cat's visual cortex. J Physiol ...










 


[image: alt]





Automated inspection of microlens arrays - CiteSeerX 

Bibliography I. P. Nussbaumy, R. Voelkel, H.-P. Herzig, M. Eisner, and. S. Haselbeck. Design, fabrication and testing of microlens arrays for sensors and ...










 


[image: alt]





Automated inspection of microlens arrays - CiteSeerX 

Table 1 lists some key features ... The resulting semi-automated inspection system based on ... However, the coarse sampling causes periodic structures.










 


[image: alt]





Automated inspection of microlens arrays - CiteSeerX 

First, two image processing methods are considered and compared: ... detection, the processing time required, as well as the sensitivity to image acquisition ...










 


[image: alt]





Automated inspection of microlens arrays - CiteSeerX 

Based on the selected method, an automated inspection software module was then ... chrome. (e). Chrome cover- ing. (f) Bad lens. (g). Defects combi- nation.










 


[image: alt]





Automated Mitosis Detection in Color and Multi- spectral High-Content 

Jan 20, 2014 - Automated Mitosis Detection in Color and Multi- spectral High-Content ... Dynamic Sampling Framework for WSI analysis ... 3 Criteria [3]:. 1.










 


[image: alt]





Improving automated redshift detection in the low ... - Jean-Luc Starck 

Jan 13, 2015 - 1.7 Response Curves â€” These graphs show the total response curves for each of the SDSS ... a century) that appears to couple with the 11 year cycle. ..... three key statistics - catastrophic failure rate, retention rate, and ... Page










 


[image: alt]





Automated Mitosis Detection Using Texture, SIFT Features and HMAX 

1IPAL (Image & Pervasive Access Lab) - CNRS (French National Research Center), ... variations in diagnosis) but also for research applications (e.g., to understand the bio- ... [6] proposed fuzzy c-mean clustering algorithm along ... cal operations a










 


[image: alt]





Camera Calibration without Feature Extraction - CiteSeerX 

2004 route des Lucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex (France). TÃ©lÃ©phone ..... manual gradient (GR). Laplacian (LAP) points (DIST). Faugeras-Toscani (FT). Figure 6: .... Journal of Robotics and Automation, 3(4):323{344, 1987.










 


[image: alt]





Automated Community Detection on Social Networks: Useful ? Efficient 

Apr 16, 2012 - 4: The solution is good and logical, but there are a few mistakes .... who belong to the same chess club, the name will probably be the city where ... or to add or move a person from a community to another if needed. In order to ...










 


[image: alt]





Automated Mitosis Detection in Color and Multi-spectral High - Daniel 

Jan 20, 2014 - Inspired Approach", in Workshop on Histopathology Image Analysis (HIMA), 15th Inter- national Conference on Medical Image Computing and Computer .... Manual detection and counting of mitosis is tedious and subject to ..... 4.8 Top thre










 


[image: alt]





Automated Mitosis Detection in Color and Multi- spectral High-Content 

Pathological exams constitute not only the gold standard in most of medical protocols, but ... pathologist in his daily practice. Histopathological classification and.










 


[image: alt]





Automated High-Grade Prostate Cancer Detection and Ranking on 

In this work, we introduce an automated detection and ranking system for PCa based ... ranking algorithm is able to assign the order of ranks for all given ROIs.










 


[image: alt]





Fog detection through use of a CCD onboard camera 

Figure 1: (a) Model of the sensor used, (b) Camera in use in the prototype car of ... mieder model assumptions, this band .... Transportation Systems (1997) 906-.










 


[image: alt]





Fog detection through use of a CCD onboard camera 

of an object with intrinsic luminance Lo and its apparent luminance ... Figure 1: (a) Model of the sensor used, (b) Camera in use in the prototype car of the LIVIC.










 


[image: alt]





Duplicate Address Detection in OLSR Networks - CiteSeerX 

interfaces, protocols governing the connectivity and op- eration of such MANETs ... perform bidirectionally checks of links, and are thus ex- changed between ...










 


[image: alt]





Reference frames in early motion detection - CiteSeerX 

Jul 29, 2004 - at least in part, an extraretinal signal that encodes eye movements .... all subjects, with the mean significantly greater than zero (p < 0.01, t test,.










 


[image: alt]





Duplicate Address Detection in OLSR Networks - CiteSeerX 

Abstractâ€”. Commonly, duplicate address detection is performed when configuring network interfaces in order to ensure that unique addresses are assigned to ...










 


[image: alt]





Evolutionary Optimisation for Obstacle Detection and ... - CiteSeerX 

developed along this line to solve Computer Vision prob- lems, using a small ... ples inspired from Darwin's principles of biological evo- lution. 2. Evolutionary ...










 


[image: alt]





Focus mismatch detection in stereoscopic content - CiteSeerX 

Then, we use a measure to compare focus in both images. ... Systematic or multiple reproduction, distribution, duplication of any material ... point at the center of the aperture: iso-depth surfaces in our case are thus planes, not hemispheres). ... 










 


[image: alt]





Automated Pedestrian Safety Analysis Using Video Data ... - CiteSeerX 

Automated Pedestrian Safety Analysis Using Video Data in the Context of ... technologies and draws on recent developments in the realm of computer vision.










 


[image: alt]





Toward Flexible 3D Modeling using a Catadioptric Camera - CiteSeerX 

tion with some rough parameter knowledge (instead of the ..... global model generation has a time complexity proportional ... A roughly equiangular cata-.










 














×
Report Automated Camera Dysfunctions Detection - CiteSeerX





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



