






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Camera Calibration for Urban Traffic Scenes: Practical ... - CiteSeerX

In this camera calibration approach, the canonical pinhole camera model is ... without special mapping, entails some assumption and/or approximation. ..... The use of video analysis techniques for transportation applications is on the rise. 

















 Télécharger le PDF 






 2MB taille
 1 téléchargements
 319 vues






 commentaire





 Report
























Camera Calibration for Urban Traffic Scenes: Practical Issues and a Robust Approach



Karim Ismail *, M.A.Sc. Research Assistant Department of Civil Engineering University of British Columbia Vancouver, BC, Canada V6T 1Z4 [email protected] Tarek Sayed, PhD. P.Eng. Professor, Dept of Civil Engineering University of British Columbia Vancouver, BC, Canada V6T 1Z4 604-822-4379 [email protected] Nicolas Saunier, PhD. Assistant Professor, Department of Civil, Geological and Mining Engineering École Polytechnique de Montréal Montréal, Québec (514) 340-4711 (#4962) [email protected]



* Corresponding Author



Word Count: Manuscript: 5081 words Figure: 9 Tables: 1 Total: 7581 words



Ismail, Sayed, and Saunier



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19



2



ABSTRACT Video-based collection of traffic data is on the rise. Camera calibration is a necessary step in all applications to recover the real-world positions of the road users of interest that appear in the video. Camera calibration can be performed based on feature correspondences between the realworld space and image space as well as appearances of parallel lines in the image space. In urban traffic scenes, the field of view may be too limited to allow reliable calibration based on parallel lines. Calibration can be complicated in the case of incomplete and noisy data. It is common that cameras monitoring traffic scenes are installed before calibration was undertaken. In this case, laboratory calibration, which is taken for granted in many current approaches, is impossible. This work addresses various real world challenging cases, for example when only video recordings are available, with little knowledge on the camera specifications and setting location, when the orthographic image of the intersection is outdated, or when neither an orthographic image nor a detailed map is available. A review of the current methods for camera calibration reveals little attention to these practical challenges that arise when studying urban intersections to support applications in traffic engineering. This study presents the development details of a robust camera calibration approach based on integrating a collection of geometric information found in urban traffic scenes in a consistent optimization framework. The developed approach was tested on six datasets obtained from urban intersections in British Columbia, California, and Kentucky. The results clearly demonstrated the robustness of the proposed approach.
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1. BACKGROUND A research stream that is gaining momentum in traffic engineering strives to adopt vision-based techniques for traffic data collection. The use of video sensors to collect traffic data, primarily by tracking road users, has several advantages: 1. 2. 3. 4. 5.



Video recording hardware is relatively inexpensive and technically easy to use. A permanent record of the traffic observations is kept. Video cameras are often already installed and actively monitoring traffic intersections. Video sensors offer rich and detailed data. Video sensors cover a wide field of view. In many instances, one camera is sufficient to monitor an entire intersection. 6. Techniques developed in the realm of computer vision makes automated analysis of video data feasible. Process automation has the advantage of reducing the labour cost and time required for data extraction from videos. In a typical video sensor, observable parts of real-world objects are projected on the surface of an image sensor, in most cases a plane. An unavoidable reduction in dimensionality accompanies the projection of geometric elements (points, lines, etc.) that belong to a 3-dimensional Euclidian space (world space) onto a 2-dimensional image space. Camera calibration is conducted to map geometric elements, primarily road user positions, from image space to the world space in which metric measurements are possible. The recovery of real-world tracks of road users supports several applications in traffic engineering. Examples are the analysis of microscopic road user behavior, e.g. measuring temporal and special proximity for traffic safety analysis (1; 2), measurement of road user speed (3; 4; 5), and traffic counts (6). In addition, conducting road user tracking in real-world coordinates can improve tracking accuracy by correcting for perspective effect and other distortions due to projection on the image plane. Camera calibration enables the estimation of camera parameters sufficient to reproject objects from the image space to a pre-defined surface in the real-world space. A camera can be parameterized by a set of extrinsic and intrinsic parameters. Extrinsic camera parameters describe camera position and orientation. Intrinsic camera parameters are necessary to reduce observations to pixel coordinates. Three major classes of camera calibration methods can be identified. First are traditional methods based on geometric constraints either found in a scene or synthesized in the form of a calibration patterns. The second class contains self-calibration methods that utilize epipolar constraints on the appearance of features in different image sequences taken from a fixed camera location. Camera self-calibration is sensitive to initialization and can become unstable in case of special motion sequence (7) and in case intrinsic parameters are unknown (8). Active vision calibration methods constitute the third kind of method. They involve controlled and measurable camera movements.
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Only the first class of methods lends itself to traffic monitoring in which cameras have been fixed with little knowledge of their intrinsic parameters and control over their orientation, as is the case with many already installed traffic cameras. Other approaches include: linear and non-linear, explicit and implicit (9). Non-linear methods enable a full recovery of intrinsic parameters, as opposed to linear methods. Both methods may be combined, e.g. in (10), by obtaining approximate estimates using linear methods with further refinements using non-linear methods. Inferring camera parameters from implicit transformation matrices obtained using implicit methods is susceptible to noise (11). Limiting calibration to extrinsic parameters gives rise to the topics of pose estimation (12). Despite the numerous studies of the topic of camera calibration, several challenges can arise due to particularities of urban traffic scenes. 1. Many of the photogrammetry and Computer Vision (CV) techniques available in the literature do not apply due to difference in context, hardware, and target accuracy. Powerful and mature tools such as self-calibrating bundle in the existing literature are not always possible to apply for relatively close-range measurements in urban traffic scenes, especially for images taken by consumer-grade cameras containing noisy or incomplete calibration data (13). In addition, other methods in photogrammetry and CV depend on observing regularization geometry or a calibration pattern. In the typical cases where video cameras are already installed to monitor a traffic scene, or when only video records are available, this procedure cannot be applied. 2. Many of existing techniques rely on parallel vehicle tracks, in lieu of painted lines, for vanishing point estimation (14) (5). Vehicle tracks can be extracted automatically using computer vision techniques. These methods are particularly useful for self-calibration of pan-tilt-zoom cameras used for speed monitoring on rural highways. However, the vehicle motion patterns in urban intersections are not prevalently parallel. An example is shown in Figure 1. 3. Much of the regularization geometry in traffic scenes comprises elements such as road markings that may be altered in many ways. In this study, one of the the monitored traffic sites “BR” was repainted after the orthographic image was taken, making point localization difficult. Using only point correspondences in this case can be unreliable. 4. A significant number of camera calibration methods rely on the observation of one of more sets of parallel co-planar lines. By estimating the points of intersection of these sets of lines, i.e. vanishing points located at the horizon line of the plane that contains these lines, camera parameters can be estimated. In urban traffic environments, the field of view of the camera can be too limited to allow the depth of view necessary for the accurate estimation of the location of the vanishing points. To achieve desirable accuracy, camera calibration must be based on additional geometric information.
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5. In many cases, cameras monitoring urban traffic intersections are already installed. Many of these cameras function as traffic surveillance devices, a function that does not necessarily require accurate estimation of road user positions. Given the installation cost and intended functionality, in-lab calibration of intrinsic parameters, e.g. using geometric patterns, can be difficult. As illustrated in Figure 1, 2 and Table 1, the proposed camera calibration approach was mainly motivated by issues encountered in case studies. These issues are the repainting of traffic pavement marking, the field of view is too limited or non-linear distortion is too strong to enable accurate estimation of vanishing point(s), and the analysis of video sequences collected by other parties. In addition, the geometric regularities abundant in traffic scenes offer geometric information besides the appearance of parallel lines that can increase the accuracy of camera calibration. The majority of the applications supported by this study involved the recovery of real-world coordinates of pedestrian tracks. Pedestrians move significantly slower than the motorized traffic, a characteristic that evidently required higher accuracy for camera parameters. Relying only on geometric information provided by parallel lines yielded camera parameters that provided unsatisfactory pedestrian speed estimates.
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TABLE 1 Summary of Case Studies Case Study Code



Site / City



Application



Issues Encountered



C1



D2



A3



E4



BR-1 BR-2 BR-3 BR-4



Downtown – Vancouver



Pedestrian Walking Speed (3)



Outdated orthographic map No convergent lines



13 11 5 9



6 12 10 10



4 6 5 3



0 0 0 0



PG



Downtown – Vancouver



Automated study of Pedestrian-vehicle conflicts (2)



No convergent lines



22



2



2



0



OK



Chinatown Oakloand



Automated before-andafter study of pedestrianvehicle conflicts



Camera unaccessible and not set by authors



14



2



9



34



K1 K2



Kentucky



Automated analysis of vehicle-vehicle conflicts



Camera unaccessible and not set 0 7 2 30 7 2 39 by authors 0 Video quality is low Strong non-linear distorsion No orthographic image 1 The number of point correspondences availabel for calibration. 2 The number of line segments annotated in the image space with known real-world length. 3 The number of annotated pairs of lines in the image space the angle between which is known in world space. 4 The number of line segments annotated for equi-distance constraints. The endpoints of each line segment are annotated at two locations in the camera field of view.



6



Ismail, Sayed, and Saunier



1 a



b



Figure 1 The difficulty of relying on the automated extraction of road user tracks. Figure a) shows the motion patterns of vehicles at a busy intersection in China Town, Oakland-California (sequence OK). Reliance on vehicle tracks for vanishing point estimation is challenging because vehicle tracks do not exhibit enough parallelism. Many patterns representing turning movements and lane changing. Parallel vehicle tracks have to be hand-picked which is tantamount to manually annotating lane marking. Figure b) shows pedestrian motion patterns. It is evident that pedestrian tracks do not exhibit prevalent parallelism within crosswalks. a



b



Figure 2 An illustration of camera calibration issues that arise in urban traffic scenes. Figure a) shows a frame taken from video sequence from video sequence BR-1 shot at Vancouver-British Columbia. The estimation of the vanishing point location based on lane marking was unreliable. The obtained camera parameters were initially not sufficient to measure pedestrian walking speed in adequate accuracy. The integration of additional geometric constraints enhanced the estimates of the camera parameters and met the objectives of this application. Figure b) shows a sample frame from video sequence K1 of traffic conflicts shot in Kentucky. Significant radial lens distortion is observed at the peripheries of the camera field of view. A reliable estimation of the vanishing point location requires the consideration of line segments that extend to the peripheries of the camera field of view. The curvature of parallel lines was significant in these locations and the estimation of the vanishing point was challenging.
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This study describes a robust camera calibration approach for traffic scenes in case of incomplete and noisy calibration data. The cameras used in this study were commercial-grade cameras; most were held temporarily on tripods during the video survey time, others were already installed traffic cameras. A strong focus of this study is on the positional accuracy of road users, especially pedestrians. This was possible by relying on manually annotated calibration data, not vehicle tracks as is the case in automatic camera calibration, e.g. (5). The uniqueness of this study lies in the composition of the cost function that is minimized by the calibrated camera parameters. The cost function comprises information on various corresponding features in world and image spaces. The diversity of geometric conditions constituted by each feature correspondence enables the accurate estimation of camera parameters. Features are not restricted to point correspondence or parallel lines, but extend to distances , angles between lines, and relative appearance of locally rigid objects. After annotating calibration data, a simultaneous calibration of extrinsic and intrinsic camera parameters is performed, mainly to reduce error propagation (15). The following sections describe in order, a brief review of previous work, the methodology of camera calibration, and a discussion of four case studies. Video sequences in these case studies were collected from various locations in the Downtown area of Vancouver, British Columbia, Oakland, California, and an unknown location in Kentucky. 2. PREVIOUS WORK There is an emerging interest in the calibration of cameras monitoring traffic scenes, e.g. (16) (17) (18) (19) (5) (15). An important advantage of traffic scenes for this purpose is that they typically contain geometric elements such as poles, lane marking, and curb lines. The appearance of these elements is partially controlled by their geometry, therefore providing conditions on the camera parameters. Common camera calibration approaches draw the calibration conditions from a set of corresponding points, e.g. (10) (20), geometric invariants such as parallel lines (21), or from line correspondences (22). These approaches however overlook other geometric regularities such as road markings, curb lines, and segments with known length. The use of geometric primitives is becoming more popular, e.g. in recent work (19) and citations therein. However, two main issues can arise in calibrating traffic scenes that cannot be addressed using existing techniques. First, most of the existing techniques construct the calibration error in terms of the discrepancy between observed and projected vanishing points. However, camera locations may be at significantly high altitude or its field of view too limited to reliably observe the convergence of parallel lines to a vanishing point. Finding initial guesses can be also challenging in such settings. Second, a detailed map or up-to-date orthographic image of the traffic scene may be unavailable. In this case, reliance on point correspondences is not possible. The proposed calibration approach draws the calibration information from the real-world lengths of observed line segments, angular constraints, and the dimension invariance of vehicles traversing the camera field of view.
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3. METHODOLOGY
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3.1. Camera Model
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In this camera calibration approach, the canonical pinhole camera model is adopted to represent the perspective projection of real-world points on the image plane. A projective transform that maps from a point X  to a point Y  can be defined by a   1   1 full-rank matrix. In the case of mapping from 3-D Euclidean space to the image plane,  2 and  3. In homogeneous coordinates, the projective transform can be represented by a matrix  and a normalization term  as follows:       … (1) 1 1 Similar to the column vectors in Equation 1, T is defined up to a scaling factor while containing 11 degrees of freedom. In theory, a total of 11 camera parameters can be recovered: 6 extrinsic and 5 intrinsic. However, 2 intrinsic parameters are primarily considered in the proposed approach. An additional non-linear parameter, radial lens distortion, is calibrated for using as an initial estimate of the calibrated linear camera parameters. The matrix T can be decomposed into two matrices such that:   , where matrix  maps from world coordinates to camera coordinates, and matrix  maps from camera coordinates to pixel coordinates. Knowledge of extrinsic camera parameters, comprising 3 rotation angles and a translation vector, is sufficient for generating . Matrices  and  are calculated as follows:
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… (2) 0 0* 01 -. / 0 0 1 0 where !$ and !" are respectively referred to as the horizontal and vertical focal length in pixels, ( is the angle between the horizontal and vertical axes of the image plane, and )* , 0* are the coordinates of the principal point. The principal point is assumed to be at the centre of the image in the video sequence. The second-degree form of the radial lens distortion is represented by the radial lens distortion parameter  as follows: +,



3́ 3 5 1  6 7 & 8́ 8 5 1  6 7 



… (3)



28



where 3, 8 are image space coordinates measured in pixels, 3,́ 8́ are the image space coordinate corrected for radial lens distortion and 6 is the uncorrected distance in pixels from the principal point to a point on the image space.
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3.2. Cost Function
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There is no universally recognized cost function for errors in a camera model (19). There are stable formulations developed in the literature, e.g. in (23), for calibration data consisting of point correspondences. It is however more complicated to construct a proper cost function if the
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calibration error is based on different types of geometric primitives. A proper cost function should satisfy the following conditions: 1. Uniformly represent error terms from different geometric primitives, i.e. consistent weights and units. This is possible if the cost function is constructed in real-world coordinates. 2. Be perspective invariant, i.e. not sensitive to image resolution or camera-object distance. It is also desirable that a cost function be meaningful in further image analysis steps so that keeping account of error propagation is possible. Satisfying condition one in a linear algebra, and without special mapping, entails some assumption and/or approximation. Following are the set of conditions proposed in this approach to represent a calibrated camera model: 1. Point correspondences. Matching features are points annotated in the image and world spaces. This condition matches the reprojection of points from one space to their positions in a current space. For unit consistency, point positions in world space are compared to the back-projection of points from the image space to the world space. 2. Distance constraints. This condition compares the distance between the back-projection of two points to the world space and their true distance measured from an orthographic map or by field measurements. 3. Angular constraints. This condition compares the true angle between the two annotated lines to that calculated from their back-projection to world space. Special cases are angles of 0° in case of parallel lines, e.g. lane markings or vertical objects, and 90° in case of perpendicular lines, e.g. lane marking and stop lines. 4. Equi-distance constraints. This condition compares the real-world length of a line segments observed at different camera depths. This condition preserves the backprojected length of a line segment even if it varies in the image due to perspective. The following cost function is composed of four components, each representing a condition:
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… (4)



 is a vector of camera parameters,



M, N, O, and P are respectively the sets of calibration point-difference, distances, and angular constraints, and equi-distnace constraints.
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