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Abstract. We introduce a new class of probabilistic automata: Probabilistic Residual Finite State Automata. We show that this class can be characterized by a simple intrinsic property of the stochastic languages they generate (the set of residual languages is finitely generated) and that it admits canonical minimal forms. We prove that there are more languages generated by PRFA than by Probabilistic Deterministic Finite Automata (PDFA). We present a first inference algorithm using this representation and we show that stochastic languages represented by PRFA can be identified from a characteristic sample if words are provided with their probabilities of appearance in the target language.



Introduction In the field of machine learning, most realistic situations deal with data provided by a stochastic source and probabilistic models, such as Hidden Markov Models (HMMs) or probabilistic automata (PA), become increasingly important. For example, speech recognition, computational biology and more generally, every field where statistical sequence analysis is needed, may use this kind of models. In this paper, we focus on Probabilistic Automata. A probabilistic automata can be described by its structure (a Finite State Automata) and by a set of continuous parameters (probability to emit a given letter from a given state or to end the generation process). There exist several fairly good methods to adjust the continuous parameters of a given structure to a training set of examples. However the efficient building of the structure from given data is still an open problem. Hence most applications of HMMs or PA assume a fixed model structure, which is either chosen as general as possible (i.e. a complete graph) or a priori selected using domain knowledge. Several learning algorithms, based on previous works in the field of grammatical inference, have been designed to output a deterministic structure (Probabilistic Deterministic Finite State Automata: PDFA) from training data ([1], [2], [3]; see also [4], [5] for early works) and several interesting theoretical and experimental results have been obtained. However, unlike to the case of non stochastic



2



languages, DFA structures are not able to represent as many stochastic languages as non deterministic ones. Therefore using these algorithms to infer probabilistic automata structures introduces a strong, and possibly wrong, learning bias. A new class of non deterministic automata, the Residual Finite State Automata (RFSA), has been introduced in [6]. RFSA have interesting properties from a language theory point of view, including the existence of a canonical minimal form which can offer a much smaller representation than an equivalent DFA ([7]). Several learning algorithms that output RFSA have been designed in [8] and [7]. The present paper describes an extension to these works to deal with stochastic regular languages. We introduce in Section 1 classical notions of probabilistic automata and stochastic languages. In Section 2 we explain how the definition of residual languages can be extended to stochastic languages, and we define a new class of probabilistic automata: Probabilistic Residual Finite State Automata (PRFA). We prove that this class has canonical minimal representations. In Section 3 we introduce an intrinsic characterization of stochastic languages represented by PDFA: a stochastic language can be represented by a PDFA if and only if the number of its residual languages is finite. We extend this characterization to languages represented by PRFA: a stochastic language can be represented by a PRFA if and only if the set of its residual languages is finitely generated. We prove in Section 4 that the class of languages represented by PRFA is more expressive than the one represented by PDFA. This results is promising as it means that algorithms that would identify stochastic languages represented by PRFA would be able to identify a larger class of languages than PDFA inference algorithms. Section 5 presents a preliminary result along this line: stochastic languages represented by PRFA can be identified from a characteristic sample if words are provided with their actual probabilities of appearance in the target language.
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Probabilistic Automata and Stochastic Languages



Let Σ be a finite set of symbols called alphabet. Σ ∗ is the set of finite words built on Σ. A language L is a subset of Σ ∗ . Let u be a word of Σ ∗ , the length of u is denoted by |u|, the empty word is denoted by ε. Σ ∗ is ordered in the usual way, i.e. u ≤ v if and only if |u| < |v| or |u| = |v| and u is before v in lexicographical order. Let u be a word of Σ ∗ , v is a prefix of u if there exists a word w such that u = vw. A language L is prefixial if forevery word u ∈PL, {v ∈ Σ ∗ | v is a prefix of u} ⊆ L. Let E be a set, D(E) = f : E → [0, 1] | e∈E f (e) = 1 denotes the set of probabilistic ditribution over E. AP stochastic language L on an alphabet Σ is a function from Σ ∗ to [0, 1] such that u∈Σ ∗ L(u) = 1. We note p(w | L) = L(w), or simply p(w) when there is no ambiguity. Let LS(Σ) be the set of stochastic languages on Σ. A probabilistic finite state automaton (PFA) is a quintuple hΣ, Q, ϕ, ι, τ i where Q is a finite set of states, ϕ : Q × Σ × Q → [0, 1] is a transition function, ι : Q → [0, 1] is the
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probability for each state to be initial and τ : Q → [0, 1] is the probability for each state to be terminal, such that: X X X ι(q) = 1and∀q ∈ Q, τ (q) + ϕ(q, a, q 0 ) = 1 (1) a∈Σ q 0 ∈Q



q∈Q



Let ϕ also denote extensions of the transition function, respectively defined on Q × Σ ∗ × Q: X ϕ(q, wa, q 0 ) = ϕ(q, w, q 00 )ϕ(q 00 , a, q 0 ) q 00 ∈Q ∗



and on Q × 2Σ × 2Q : ϕ(q, U, Q0 ) =



X X



ϕ(q, w, q 0 )



w∈U q 0 ∈Q0



We note QI = {q ∈ Q | ι(q) > 0}, Qreach = {q ∈ Q | ∃qI ∈ QI , ϕ(qI , Σ ∗ , q) > 0} and QT = {q ∈ Q | τ (q) > 0}. We only consider here PFA such that ∀q ∈ Qreach , ∃qT ∈ QT , ϕ(q, Σ ∗ , qT ) > 0. Let A = hΣ, Q, ϕ, ι, τ i be a PFA, then for U ⊆ Σ ∗ and S ⊆ Q, we note by pA (U ) the probability to generate a word of U , and by pA (S|U ) the probability to reach a state of S while generating a word of U . X X pA (U ) = pA (q|U )τ (q) = ι(q)ϕ(q, u, q 0 )τ (q) (2) q∈Q



pA (S|U ) =



(q,u,q 0 )∈Q×U ×Q



X



ι(q)ϕ(q, u, s)



(3)



(q,u,s)∈Q×U ×S



If A is a P F A then pA restricted to Σ ∗ is a stochastic language. Let A = hΣ, Q, ϕ, ι, τ i be a PFA. Lq denotes the stochastic language generated by Aq = hΣ, Q, ϕ, ιq , τ i where ιq (q) = 1. See Figure 1 for a graphical representation of a PFA. The number into states are the value of τ . A probabilistic deterministic finite state automaton (PDFA) is a PFA A = hΣ, Q, ϕ, ι, τ i with a single initial state (∃q ∈ Q, ι(q) = 1) and such that for any state q and for every letter a, Card ({q 0 ∈ Q | ϕ(q, a, q 0 ) > 0}) ≤ 1 The class of stochastic regular languages on Σ is denoted by LP F A (Σ). It consists of all stochastic languages generated by probabilistic finite automata. Also, the class of stochastic deterministic regular languages on Σ is denoted by LP DF A (Σ). It consists of all stochastic languages generated by probabilistic deterministic finite automata.
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Probabilistic residual finite state automata (PRFA)



We introduce in this section the class of probabilistic residual finite state automata (PRFA). This class extends the notion of RFSA defined in [6]. We extend



4



the notion of residual language for stochastic languages and we define a class of probabilistic automata based on this new notion. We study its properties and prove that the class of PRFA also defines a new class of stochastic languages strictly including the class of stochastic deterministic regular languages. PRFA also have a canonical form, a property in common with RFSA and PDFA. Let L be a language, and let u be a word. The residual language of L with respect to u is u−1 L = {v | uv ∈ L}. We extend this notion in the stochastic case as follows. Let L be a stochastic language, the stochastic residual language of L with respect to u, also denoted by u−1 L, associates to every word w the probability p(w|u−1 L) = p(uw|L)/p(uΣ ∗ |L) if p(uΣ ∗ |L) 6= 0. If p(uΣ ∗ |L) = 0, u−1 L is not defined. Res (L) denotes the set of all stochastic residual languages of L and Let Lf r (Σ) be the class of stochastic languages on Σ having a finite number of residual languages. A RFSA recognizing a regular language L is an automaton whose states are associated with residual languages of L. We propose here a similar definition in the stochastic case. Definition 1. A PRFA is a PFA A = hΣ, Q, ϕ, ι, τ i such that every state defines a residual language. More formally ∀q ∈ Q, ∃u ∈ Σ ∗ , Lq = u−1 pA



(4)



The class of stochastic residual regular languages on the alphabet Σ is denoted by LP RF A (Σ). It consists of all stochastic languages generated by probabilistic residual finite automata on Σ. Figures 2 and 3.4 are two examples of PRFA. Let L be a stochastic language on Σ, let U be a finite set of words. We define the set of linearly generated residual languages of L associated with U by ( ) X conv (L) = l ∈ LS | ∃X ∈ D(L), l = X(l0 )l0 (5) l0 ∈L



and we define the set of linear decompositions of w associated with U in L: ( ) X −1 −1 DecompL (w, U ) = (αu )u∈U ∈ D(n) | w L = αu u L (6) u∈U



Let U be a finite subset of Σ ∗ . We say that U is a finite generator of L if every residual language of L belongs to LGL (U ). Let Lf g (Σ) be the class of stochastic languages on Σ having a finite generator. Note that Lf r ⊆ Lf g . The short generators are finite generators G such that ∀u ∈ G, ∃v ∈ Σ ∗ , v −1 L = u−1 L ⇒ u ≤ v. We prove now that we can associate with every language L generated by a PRFA a unique minimal short generator, called the base BL of L.
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Remark 1. Let A = hΣ, Q, ϕ, ι, τ i be a PRFA generating a language L. We can observe that {u ∈ Σ ∗ | ∃q ∈ Q, Lq = u−1 L ∧ @v < u, u−1 L = v −1 L} is a finite short generator of L with the same cardinality as Q. Therefore finding a minimal generator of L gives us the possibility to construct a minimal PRFA generating L. Theorem 1. Base unicity Every language L of Lf g has a unique minimal short generator denoted BL . Proof. Let U = {u, . . . , u} and V = {v, . . . , v} be two minimal short generators of L, we prove that U = V . From the definition of a generator, we can deduce that for all iPand j in {1 . . . n} there exists βi,j of D(n) such that Pnαi,j and−1 n −1 −1 u−1 L = α v L and v L = β u i j j=1 i,j j k=1 j,k k L. Therefore u−1 i L=



n X j=1



αi,j



n X



! βj,k u−1 k L



k=1



=



n X



  n X  αi,j βj,k  u−1 L k



k=1



j=1



Pn This implies that j=1 αi,j βj,k = 1 if i = k and 0 otherwise. Indeed, if there Pn −1 exist (γk )1≤k≤n ∈ D(n) such that u−1 i L= k=1 γk uk L with γi 6= 1 then −1 u−1 i L = γi ui L +



n X k=1,k6=i



γk u−1 k L=



n X k=1,k6=i



γk u−1 L 1 − γi k



Hence U \ {ui } would be a generator which contradicts the fact that U is a minimal generator. Let j0 be such that αi,j0 6= 0. Thus for all k 6= i, αi,j0 βj0 ,k P = 0. Hence βj0 ,k = n −1 L = 0 which implies that βj0 ,i = 1. As a consequence, vj−1 k=1 βj0 ,k uk L = 0 −1 −1 ui L. Finally for all i between 1 and n there exists j such that ui L = vj−1 L, that is U = V . As we can associate with every language L of Lf g a base BL , we can build a minimal PRFA from BL using the following definition. We call this automaton a minimal PRFA of L and we prove that it is a PRFA generating L and having the minimal number of states. Definition 2. Let L be a language of Lf g . For all word u, let (αu,v )v∈BL be P an element of DecompL (u, BL ) such that w−1 L = u∈BL αw,u u−1 L. A minimal PRFA of L is a PFA A = hΣ, BL , ϕ, ι, τ i such that ∀u ∈ BL , ι(u) = αε,u ∀(u, u0 ) ∈ BL , ∀a ∈ Σ, ϕ(u, a, u0 ) = αua,u0 · p(aΣ ∗ |u−1 L) ∀u ∈ BL , τ (u) = p(ε|u−1 L)



(7)



Theorem 2. Let L be a language of Lf g , a minimal PRFA of L generates L and has the minimal number of states.
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Proof. See appendix. One can observe that the above definition does not define one unique minimal PRFA, but a family of minimal PRFA. Every minimal PRFA is built on the base of the language, but probabilities on the transition depend on the choice of the values αu,v .
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Characterization of stochastic languages



We propose here a characterization of stochastic languages represented by PDFA based on residual languages. We then prove that PRFA also have a similar characterization. 3.1



PDFA generated languages



Theorem 3. Lf r = LP DF A In other terms, if L belongs to Lf r (Σ) then there exists a finite set of words U such that ∀w ∈ Σ ∗ , ∃u ∈ U, w−1 L = u−1 L 1. If A is a PDFA then pA ∈ Lf r . 2. For every language of Lf r , there exists a PDFA generating it. Proof. See appendix. In other words, stochastic deterministic regular languages have intrinsic properties independently of their possible representation using PDFA. We believe that this property is one reason of their learnability: residual languages of a language L ∈ LP DF A can be identified without knowing a PDFA generating it. We propose here a similar characterization for LP RF A , also based on intrinsic properties of the associated languages. We believe that this is a promising approach to learn the class of LP RF A . 3.2



PRFA generated languages



We prove that LP RF A is the class of languages having finite generators; it includes languages which may have an infinite number of residual languages. Theorem 4. Lf g = LP RF A . In other terms, 1. If A is a PRFA then pA ∈ Lf g . 2. For every languages of Lf g there exists a PRFA generating it.
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Proof. (1) Let A = hΣ, Q, ϕ, ι, τ i we prove that pA ∈ Lf g (Σ). From the construction of PFA, the following statement holds: ∀w ∈ Σ ∗ , ∀x ∈ Σ ∗ , p(x|w−1 pA ) =



X



p(q|w)p(x|Lq )



q∈Q



from the definition of PRFA ∀q ∈ Q, ∃uq ∈ Σ ∗ , Lq = u−1 q L. It follows ∀w ∈ Σ ∗ , ∀x ∈ Σ ∗ , p(x|w−1 pA ) =



X



p(q|w)p(x|u−1 q pA )



q∈Q



 Consider U = uq ∈ Σ ∗ | q ∈ Q ∧ Lq = u−1 q pA . U is a finite generator of pA : ∀w ∈ Σ ∗ , ∃(αq )q∈Q ∈ D(Card(Q)), w−1 pA =



X



αq u−1 q pA



q∈Q



with αq = p(q|w). (2) Let L ∈ Lf g , we know it has a finite generator. We only have to construct a minimal PRFA generating L. Theorem 2 implies that the automaton A is a PRFA generating L. Remark 2. As Lf g = LP RF A , minimal PRFA on Lf g are minimal PRFA on LP RF A .



4



Expressiveness of LP RF A



In this section, we compare the expressiveness of different classes of stochastic languages, and we prove that the class of stochastic languages defined by PRFA is more expressive than the one defined by PDFA, although not as expressive as the one generated by general PFA. Theorem 5. LP DF A ( LP RF A ( LP F A Proof. Inclusions are clear, we only have to show the strict inclusions. First part: LP RF A ( LP F A a, α 1/2



1−α



a, β 1/2



1−β



Fig. 1. A PFA generating a language not in LP RF A
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Let L be the language generated by the PFA of Figure 1. As Σ = {a}, all residuals are (an )−1 L. We consider α = β 2 . p(ε|(an )−1 L) =



n n n+1 n+1 p(an |L) (1−β) = α (1−α)+β = 1 − α αn +β αn +β n +β n p(an Σ ∗ |L) 2 2(n+1) +β n+1 = 1 − β 2 − β−β = 1 − β β 2n +β n β n +1



Hence p(ε|(an )−1 L) is a strictly decreasing function (as 0 < β < 1). Suppose that pA has a finite generator U . Let u0 = an0 ∈ U such that for all u in U , −1 p(ε|u−1 L) and let n > n0 then there exists (αun )u∈U ∈ D(Card(U )) 0 L) ≤ p(ε|u such that X X −1 p(ε|(an )−1 L) = αun p(ε|u−1 L) ≥ αun p(ε|u−1 0 L) = p(ε|u0 L) u∈U



u∈U



which is impossible since p(ε|(an )−1 L) is strictly decreasing. Second part: LP DF A ( LP RF A a, β



a, α 1/2



α



c, 1−2α



b, 1−2β 1/2



β



Fig. 2. A PRFA generating a language not in LP DF A .



Let L be the language generated by the PRFA of Figure 2. Let us consider the case when α = β 2 , then p(am |L) = and p(ε|(an )−1 L) =



β 2n+2 + β n+1 αn+1 + β n+1 = 2 2



p(an |L) β 2(n+1) + β n+1 β − β2 2 = = β + p(an Σ ∗ |L) β 2n + β n βn + 1



as p(ε|(an )−1 L) is a strictly increasing function (0 < β < 1), it is clear that the number of residual languages cannot be finite. Therefore it can not be generated by a PDFA.
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PRFA Learning



We present in this section an algorithm that identifies stochastic languages. Unlike other learning algorithms, this algorithm takes as input words associated with their true probability of appearance in the target stochastic language. In this context, we prove that any target stochastic language L generated by a PRFA can be identified. We prove that the sample required for this identification
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task has a polynomial size as function of the size of the minimal prefix PRFA of L. As LP DF A ( LP RF A , the class of stochastic languages identified in this way strictly includes the class of stochastic languages identified by algorithms based on identification of LP DF A . The use of an exact information on the probability of appearance of words is unrealistic. We will further extend our work to cases where probabilities are replaced by sample estimates. 5.1



Preliminary definitions



Definition 3. Let L be a stochastic language, a rich sample of L is a set S of couples (u, p(uΣ ∗ |L)) ∈ Σ ∗ ×[0, 1]. Let π1 (S) denote the set {u ∈ Σ ∗ | ∃(u, p) ∈ S}. Definition 4. Linear equation system associated with a rich sample. Let S be a rich sample, v a word and U a finite set of words, we define the following linear system5 (the unknowns are αu ):  0 ≤ αu ≤ 1 for all u ∈ U       P u∈U αu = 1 and ES (v, U ) =    p(vwΣ ∗ ) P p(uwΣ ∗ )   ∗) = u∈U αu p(uΣ ∗ ) p(vΣ   for all word w such that vw ∈ π1 (S) and for all u in U, uw ∈ π1 (S) ∗



) −1 Note that p(vwΣ L). p(vΣ ∗ ) = p(w|v The set of solutions of ES (v, U ) is denoted by sol(ES (v, U )).



Definition 5. The minimal prefix set of a stochastic language L generated by a PRFA is composed of the words whose associated residual languages can not be decomposed by smaller words. More formally,  Pm(L) = u ∈ L | p(uΣ ∗ |L) > 0 ∧ u−1 L 6∈ LGL ({v ∈ Σ ∗ | v < u}) (8) Remark 3. For all word u, LGL ({v ∈ Σ ∗ | v < u}) = LGL ({v ∈ Pm(L) | v < u}). Definition 6. The kernel of L contain Pm(L) and some successor of elements of Pm(L). More formally, K(L) = {ε} ∪ {xa ∈ Σ ∗ | p(xaΣ ∗ |L) > 0 ∧ x ∈ Pm(L) ∧ a ∈ Σ}



(9)



Remark 4. Pm(L) and K(L) are prefixial sets. As BL ⊆ Pm(L) ⊆ K(L), Pm(L) and K(L) are finite generators of L. Definition 7. Prefix PRFA are PRFA based on a prefixial set of words and whose non deterministic transitions only occur on maximal words. Let A = hΣ, Q, ϕ, ι, τ i be a PRFA . A is a prefix PRFA if 5



As p(w) = 1 − p(wΣ ∗ |L), p(w) can be computed once p(wΣ ∗ |L) is known from solving this linear equation system.
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– Q is a finite prefixial set of Σ ∗ – ϕ(w, a, w0 ) 6= 0 ⇒ w0 = wa ∨ (wa 6∈ Q ∧ w0 < wa)



Example 1. Automaton 4 in Figure 3 is an example of a minimal prefix PRFA. Its set of states is Pm(L) = {ε, a, b}, and K(L) = {ε, a, b, aa, ba}.



Proposition 1. Every stochastic language L generated by a PRFA can be generated by a prefix PRFA whose set of states is Pm(L). We call them minimal prefix PRFA of L.



The proof (included in the appendix) is similar to the proof of Theorem 2. The learning algorithm described below outputs the minimal prefix PRFA of the target language when the input is a characteristic sample.



Definition 8. A characteristic sample of a stochastic language L ∈ Lf g is a rich sample S such that K(L) ⊆ π1 (S) and ∀v ∈ K(L), let Uv = {u ∈ Pm(L) | u < v} sol(ES (v, Uv )) = DecompL (v, Uv ) Remark 5. Every rich sample containing a characteristic sample is characteristic.



Lemma 1. Every language L of Lf g has a finite characteristic sample with a cardinality in O(Card(Pm(L))2 Card(Σ)).



Proof. We note S∞ the rich sample such that π1 (S∞ ) = Σ ∗ . It is clear that S∞ is a characteristic sample. For every v in K(L), solutions of ES (v, Uv ) where Uv = {u ∈ Pm(L) | u < v} can be described as the intersection of an affine Card(Uv ) subspace of IRCard(Uv ) with [0, 1] . The rich sample generated by these equations for every v in K(L) is characteristic. Hence there exists a finite set of equations (at most Card(Uv ) + 1), and thus a finite set of words of Σ ∗ , providing the same solutions. Such a minimal rich sample contains at most Card(K(L)) ×  (Card(Pm(L)) + 1) = O Card(Pm(L))2 × Card(Σ) elements.



Determining the minimal size of the characteristic sample for a given language, i.e. the sum of size of words it contains, is an open problem.
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5.2



lmpPRFA Algorithm lmpPRFA input : a rich sample S output : a prefix PRFA A = hΣ, Q, ϕ, ι, τ i begin algorithm Q ← {ε};W ← {a ∈ Σ/a ∈ π1 (S) and p(aΣ ∗ ) > 0}; do while W 6= ∅ v ← min W ; W ← W − {v}; if sol(ES (v, Q)) = ∅ then Q ← Q ∪ {v} ; W ← W ∪ {va ∈ π1 (S)/a ∈ Σ and p(vaΣ ∗ ) > 0}; ϕ(w, a, x) ← (p(waΣ ∗ /p(wΣ ∗ )) ; (with v = wa where a ∈ Σ) else Let (αu )u∈Q ∈ sol(ES (v, Q)) and let w s.t. wa = v where a ∈ Σ for all u ∈ Q do ϕ(w, a, u) ← αu × (p(waΣ ∗ )/p(wΣ ∗ )) end if end do ι(ε) = 1 ; for all q ∈ Q do τ (q) = 1 − ϕ(q, Σ, Q); end algorithm



Theorem 6. Let L ∈ LP RF A and let S be a sample containing a characteristic sample of L, then given input S, algorithm lmpPRFA outputs the minimal prefix PRFA in polynomial time as function of the size of S. Proof. First part: when the algorithm terminates, the set of states Q is Pm(L) Let Q[i] denote the set Q obtained at iteration i just before the if . Considering W 6= ∅ at the beginning (else pA (ε) = 1). From the definition of Pm(L), Q[1] = {ε} = {u ∈ Pm(L) | u < v}. Let us assume that Q[k] = {u ∈ Pm(L) | u < v}. At step k + 1 there are two possibilities: 1. If sol(ES (v, Q[k] )) 6= ∅ then as v −1 L ∈ LGL (Q[k] ), v 6∈ Pm(L) and Q[k+1] = Q[k] = {u ∈ Pm(L) | u < v} 2. If sol(ES (v, Q[k] )) = ∅ then as v −1 L 6∈ LGL (Q[k] ), v ∈ Pm(L). It follows Q[k+1] = Q[k] ∪ {v} and if k + 1 is not the last turn, as the word v is increasing to each iteration n o Q[k+1] = u ∈ Pm(L) | u < v [k+1] As a consequence Q ⊆ Pm(L). We also have Pm(L) ⊆ Q. Indeed, if we assume that there exists w in Pm(L) and not in Q then there exists a prefix x of w such that DecompL (x, {u ∈ Pm(L) | u < x}) 6= ∅ ⇒ x 6∈ Pm(L) and as Pm(L) is a prefixial set this is contradictory. Consequently the output state set Q is Pm(L).
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Second part: the algorithm terminates Let W [i] denote the set W obtained at iteration i. From the definition of the kernel of L W [0] = {a ∈ Σ | a ∈ π1 (S) and p(aΣ ∗ ) > 0} ⊆ K(L) Assume that W [k] ⊆ K(L) then at step k + 1 there are two possible cases: 1. If sol(ES (v, Q)) 6= ∅ then W [k+1] = W [k] − {v} ⊆ K(L) 2. If sol(ES (v, Q)) = ∅ then as DecompL (v, Q) = ∅, and Q = {u ∈ Pm(L) | u < v} (see the first part of the proof), v ∈ Pm(L) and for every letter a if va ∈ π1 (S) and p(vaΣ ∗ ) > 0 then va ∈ K(L). It follows   W [k+1] = W [k] − {v} ∪ {va ∈ π1 (S) | a ∈ Σ and p(vaΣ ∗ ) > 0} ⊆ K(L) As at every step one element of W is removed and K(L) is finite, the algorithm terminates. Third part: the output automaton is a minimal prefix PRFA of L By construction the automaton is a minimal prefix PRFA of L. Thus A generates L (see the proof of Proposition 1 ). Fourth part: complexity of the algorithm There is Card(K(L)) iterations of the main loop, and we operate a resolution of a size |S|l linear system (solvable in polynomial time), and K(L) ⊆ S. Hence the algorithm complexity is polynomial in the size of |S|l with |S|l = P w∈π1 (S) |w|. Example 2. We consider thetarget being automaton 4 at Figure 3. We construct 1 7 1 a characteristic sample S = (ε, 1), (a, 12 ), (b, 21 ), (aa, 12 ), (ba, 16 ), (aaa, 31 ), (baa, 18 ), (aaaa, 18 ), (baaa, 54 ) .
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Fig. 3. An execution of algorithm lmpPRFA



Step 1: The algorithm starts with Q = {ε} and W = {a, b}. One considers adding the state a:    αε = ∗1 −1 ∗ −1 ES (a, {ε}) = p(aΣ |ε L)αε = p(aΣ |a L)   .. .
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m ∗



αε =



−1



p(aΣ |a L) p(aaΣ ∗ )/p(aΣ ∗ ) = =2 ∗ −1 p(aΣ |ε L) p(aΣ ∗ )



As this system has no solution, the state a is added (see Figure 3.1). Step 2: Q = {ε, a}, W = {b, aa} One considers adding the state b,   ε + αa = 1 α 1 1 α ES (b, {ε, a}) = 2 ε + 1αa = 3 (obtained using a)   .. . As this system has no solution in [0, 1]2 , the state b is added (see Figure 3.2). Step 3: Q = {ε, a, b}, W = {aa, ba} One considers adding the state aa   αε + αa + αb = 1 ES (aa, {ε, a, b}) = 12 αε + 1αa + 13 αb = 23 (obtained using a) 1 2 1 7 2 αε + 3 αa + 9 αb = 18 (obtained using aa) m   αε = 0 ES (aa, {ε, a, b}) = αa = 12  αb = 21 The state aa is not added and two transitions are added (see Figure 3.3). Step 4: Q = {ε, a, b}, W = {ba} One considers adding the state ba.   αε + αa + αb = 1 ES (ba, {ε, a, b}) = 12 αε + 1αa + 31 αb = 13 (obtained using a) 1 2 1 1 2 αε + 3 αa + 9 αb = 9 (obtained using aa) m   αε = 0 ES (aa, {ε, a, b}) = αa = 0  αb = 1 The state ba is not added and the target automaton is returned (see Figure 3.4).



Conclusion Several grammatical inference algorithms can be described as looking for natural components of target languages, namely their residual languages. For example, in the deterministic framework, RPNI-like algorithm ([9], [?]) try to identify the
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residual languages of the target language, while DELETE algorithms ([8] and [7]) try to find inclusion relations between these languages. In the probabilistic framework, algorithms such as ALERGIA [1] or MDI [3] also try to identify the residual languages of the target stochastic language. However these algorithms are restricted to the class Lf r of stochastic languages which have a finite number of residual languages. We have defined the class Lf g of stochastic languages whose (possibly infinitely many) residual languages can be described by means of a linear expression of a finite subset of them. This class strictly includes the class Lf r . A first learning algorithm for this class was proposed. It assumes the availability of a characteristic sample in which words are provided with their actual probabilities in the target language. Using similar techniques to those described in [2] and [3], we believe that this algorithm can be adapted to infer correct structures from sample estimates. Work in progress aims at developing this adapted version and at evaluating this technique on real data.
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Theorem 2 Let L be a language of Lf g , a minimal PRFA of L generates L and has the minimal number of states. Proof. M is minimal: It is clear that a PRFA generating L must have at least as many states as words in the base of L. M is a PRFA generating L: By construction we have for all u in BL , p(εΣ ∗ |Lu ) = p(εΣ ∗ |u−1 L). Now suppose for any word w such that |w| ≤ k and for all u in BL p(w|Lu ) = p(w|u−1 L). Then considering the letter a X p(awΣ ∗ |Lu ) = ϕ(u, a, u0 )p(wΣ ∗ |Lu0 ) u0 ∈Q



by construction ϕ(u, a, u0 ) = αua,u0 p(aΣ ∗ |u−1 L) =



X



αua,u0 p(aΣ ∗ |u−1 L)p(wΣ ∗ |Lu0 )



u0 ∈Q



by the induction hypothesis =



X



αua,u0 p(aΣ ∗ |u−1 L)p(wΣ ∗ |u0−1 L)



u0 ∈Q



by construction ua−1 L =



X u0 ∈B



αua,u0 u0−1 L



L



= p(aΣ ∗ |u−1 L)p(wΣ ∗ |ua−1 L) = p(awΣ ∗ |u−1 L) We proved that ∀u ∈ BL , u−1 L = Lu . Given that X X X L = ε−1 L = αε,u u−1 L = αε,u Lu = ι(u)Lu = LM u∈BL



u∈BL



u∈BL



M generates L. Theorem 3 Lf r = LP DF A Proof. (1) For any state q such that p(q|Σ ∗ ) > 0, we note uq the smallest word such that p(q|uq ) > 0. As A is deterministic, every word corresponds to only one state ∗ ∗ −1 and Lq = u−1 L q L. Consider the set U = {uq ∈ Σ | q ∈ Q}, let w ∈ Σ . If w −1 −1 is defined, there exists q such that p(q|w) > 0 and w L = uq L.
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(2) Let L ∈ Lf r (Σ), let us construct a PDFA generating L. Let U be a minimal set of words such that ∀w ∈ Σ ∗ , such that w−1 L is defined, ∃u ∈ U, w−1 L = u−1 L The u ∈ U such that w−1 L = u−1 L is denoted by uw . We construct A = hΣ, U, ϕ, ι, τ i with ι(uε ) = 1, for all u ∈ U , τ (u) = p(ε|u−1 L),  p(a|u−1 L) if u0 = uua and ua−1 L is defined ∀(u, u0 ) ∈ U 2 , ∀a ∈ Σ, ϕ(u, a, u0 ) = 0 otherwise In order to prove that pA = L, we prove that ∀w ∈ Σ ∗ , p(wΣ ∗ |pA ) = p(wΣ ∗ |L). By construction: ∀u ∈ U, p(εΣ ∗ |Lu ) = p(εΣ ∗ |u−1 L) = 1 and ∀u ∈ U, ∀a ∈ Σ, p(aΣ ∗ |Lu ) = p(aΣ ∗ |u−1 L) Let us assume that for every w in Σ ≤k and for every u in Q, p(wΣ ∗ |Lu ) = p(wΣ ∗ |u−1 L), we prove that it is still true for k + 1. Let w ∈ Σ k , a ∈ Σ and u ∈ Q, X p(awΣ ∗ |Lu ) = ϕ(u, a, u0 )p(wΣ ∗ |Lu0 ) u0 ∈Q



in a PDFA, Card ({u0 ∈ Q | ϕ(u, a, u0 ) > 0}) ≤ 1 hence it exists u0 such that p(awΣ ∗ |Lu ) = p(aΣ ∗ |Lu )p(wΣ ∗ |Lu0 ) by the induction hypothesis (|a| ≤ k and |w| ≤ k) ∗ −1 = p(aΣ |u L)p(wΣ ∗ |u0−1 L) from the construction ua−1 L = u0−1 L = p(awΣ ∗ |u−1 L) Then ∀u ∈ Q, Lu = u−1 L. In particular, as ι(uε ) = 1, pA = Luε = ε−1 L = L. A is a PDFA generating the language L. Proposition 1 Every stochastic language L generated by a PRFA can be generated by the minimal prefix PRFA whose set of states is Pm(L). Proof. Construction of the minimal prefix PRFA A = hΣ, Pm(L), ϕ, ι, τ i: Consider for each word w the finite distribution (αw,u )u∈Pm(L) such that P −1 w L = u∈{v∈Pm(L)|v 
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