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Abstract We present here methods that optimaly design a network built on two layers with discrete costs. This case occurs when we globaly design a virtual network (IP) on a sparse physical network (WDM). The models used results from the projection of the flow variable formulation on the binary capacity installation variables. This document is especially focused in algorithms solving a sub-problem of 2-layered network design. Its formulation expressed with binary variables is close to the famous multiple choice multidimensionnal knapsack problem (MCMK). We give numerical results for two-layered network instances obtained with a global method using algoritms inspired from the MCMK form of the master problem and compare optimal and approximate solutions for different cost configurations. keywords Network planning, Topological design, Integer programming
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Introduction



Two-layered network aspect can be a crucial point for many applications. We adress here a telecommunication problem which consists in designing virtual network on a physical network. An IP network is basically made up of routers interconnected by bandwidth capacitated links. The telecommunication operators usually build an optical transport network (OTN) to supply these bandwidth requirements: for example WDM systems, which can be interconnected by OEO cross-connects or even patch panels. The IP links are considered as bandwidth demand that are to be routed through the OTN. That’s why the IP architecture can be referred to as a logical layer. In terms of network design, a main characteristic of the OTN is its very high bandwidth capacity compared to the IP links driven by the cards plugged in the routers. The IP cards can indeed managed ports up to 2.5, 10 or even 40 Gbit/s while WDM systems provide for example 32 wavelengths, each of them supporting the bit rate of the IP ports. For this reason, the OTN architecture should be less meshed than the IP layer. This paper proposes different algorithms to solve globaly the two-layered network design problem with discrete costs (2LND). In this problem, the aim is to install capacities on links of the two layers for a minimal global cost. The first layer of the 2-layered needs to have enough capacity to route all trafic demand and these capacities can be considered as traffic demand for the second layer. A lot of progress has been made in combinatorial optimization during the last decade for various network design problems with discrete costs, though only with a single layer. A recent review of this works can be found in [13]. Quite a lot of papers dealing with 2-LND exist but none addresses the design of exact algorithm. In [15], a review of multi-service network synthesis litterature with various cost functions and approaches is presented. We can also notice the article [3] which was one of the first explaining a model and a method to obtain designs for sparse networks of up to 62 nodes and 81 edges with sparse traffic demand graph. Optimality is not ensured to be reached because flows have each a few given paths where to be routed. In [12], Mehdi and Lu propose an Integer Programming approach with an edge-path formulation which solves the two-layered design problem in two steps. The aim of this works is twofold. An exact algorithm based on a Benders like constraints generation procedure adding bipartition inequalities gives first optimal solutions. Every master programs can be optimaly solved by the CPLEX MIP or effective algorithms substitute MIP to provide approximate solutions of intermediate integer programs. In a second hand, an estimated method is also described. As the master programs can be viewed as general multiple choice multidimensionnal knapsack problems (MCMK), we implement a dedicated heuristic speeding up computing time. The constraint generation process added to



an efficient MCMK heuristic yields a 2-LND planner which is able to challenge operationnal tools. In our experiments, the comparision is carried out between MIP and MCMK heuristic for solving master programs.
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A capacitated formulation for the 2-layered network design problem



˜ = (N, E) ˜ In the case of 2-layered network design, the problem can be modeled by two undirected graphs G = (N, E) and G ˜ = m, with |N | = n, |E| = m and |E| ˜ a traffic demand vector d, a capacity vector x on the first layer edges and a capacity vector ˜ xe (resp ye ) is the capacity of link e. φ (resp ψ) is a step-increasing y on the second layer edges. For each link e in E (resp E), P P discrete function that is usually considered separable on edges. φ(x) = e∈E φe (xe ) and ψ(x) = e∈E˜ ψe (ye ), where each φe or ψe are step-increasing functions of variable xe or ye . Instead of using the famous arc-chain or node-arc formulations, we describe here all feasible multicommodity flows with a formulation dualizing the arc-chain one’s. In [6], this three formulations are detailed. X and Yx denotingP the polyhedrons of all feasible flows, we have the following P equalities P P m m ˜ |∀µ ∈ Mn µij yij ≥ µij xij } |∀λ ∈ Mn λij xij ≥ λij dij }, and Yx = {y ∈ R+ X = {x ∈ R+ i > > δe .ye γe .xe + M inimize z = > > > ˜ t=0 e∈E t=0 e∈E > > > > s.t. : > > > p(e) > P P t t P l > > λlij ve .xe ≥ λij dij , ∀l ∈ L1 (1) > > > t=0 i > > q(e) p(e) > P P t t P P t t > > < µlij we .ye − µlij ve .xij ≥ 0, ˜ (ij)∈E p(e) P t xe t=0 q(e) P t ye t=0



t=0



> > > > = 1, > > > > > > > > > = 1, > > > > > > > > > > xte ∈ {0, 1}, > > :



yet ∈ {0, 1},



(ij)∈E



∀e ∈ E



(3)



˜ ∀e ∈ E



(4)



∀l ∈ L2



(2)



t=0



∀e ∈ E, ∀t ∈ {1...p(e)} ˜ ∀t ∈ {1...q(e)} ∀e ∈ E,



(5) (6)



0-1LP can be considered as a formulation of a generalized multiple choice multidimensional knapsack problem. Let us before briefly present the MCMK problem. Given a set of groups of binary variables, we have to select only one variable in each group. A certain amount of resources is available and each variable consumes a given amount of several resources. The objective function which has to be maximized is the sum of profits provided by selected variables. 0-1LP can be viewed as a multiple choice multidimensional pseudo-knapsak problem. Classical MCMK problem are indeed contained in 0-1LP but another type of constraints expressed with two sets of resources are added (2). We now distinguish another structure of the constraint left-hand side matrix. Some of its components take negative values. This feature makes it difficult to use MCMK algorithm from the litterature.



In the following section, we first present the global method based on a Benders-like constraint generation process.
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The overall algorithm



The 2-LND capacitated formulation presented above brings us to describe two sets X and Yx with an huge number of constraints. In [5] and [8], Gabrel, Knippel and Minoux investigate the (1-layered) network design problem. They propose a method related to the Benders-like constraint generation approach and they add them to the master programs solved by the MIP of CPLEX 7.0. A similar method is described for multi-layered networks in the paper [9], using metric cone structure to generate violated inequalities. Each iteration of the process can be sketched in two main steps. At an iteration r, a MIP solver firstly gives an optimal solution of a relaxed 0-1 linear program. New (¯ xr , y¯r )-vector obtained is used in the Multiple Constraint Generation procedure (MCG) in order to generate new metric inequalities describing X and Yx polyhedrons. Metric inequalities violated for the (¯ xr , y¯r )-vector are added to the relaxed linear program. The first step of the process then starts again for the (r+1)th iteration. A drawback of this method is that a MIP solver runs several times, although we don’t necessarely need to obtain an exact solution of relaxed integer linear programs. However, intermediate 0-1LP solutions have to be good enough to generate new valid inequalities and improve the characterization of the X and Yx polyhedrons. Each relaxed 0-1 linear program can be formulated as a problem generalizing the so-called multiple choice multidimensionnal knapsack problem. We present in the next section adapted MCMK algorithms giving good feasible solutions for this problem with fast computing time. In the Multiple Constraint Generation procedure, we are more particularly interested in bipartition cuts, which are a subset of metric inequalities (λ and µ components only taking 0 or 1 value). Bipartition inequalities are a priori not sufficient to describe completely X and Yx . Nevertheless it has been proven (see [16]) that the cut cone and the metric cone are identical in some particular cases. Furthermore, in the case where the cut cone and the metric cone are not identical, it is strongly believed that the cut cone is a very good approximation to the metric cone ([2] and [11]). The MCG method firstly searches violated bipartition inequalities describing X and Yx involving to look for cuts maximizing the ratio demands over capacities. Let us before denote S a subset of N, ω (resp ω ˜ ) a 0-1 m (resp m)-vector ˜ describing a cut, d(S) the sum of the demands passing through the ω cut and (x∗ , y ∗ ) the solution obtained from the master problem. The ratio we use for constraints (1) and (2) are respectively: P ∗



ρS (x , d) =



d(S) P e∈ω(S)



x∗ e



∗



∗



ρS (y , x ) =



e∈ω(S)



P



e∈ω(S) ˜



x∗ e ∗ ye



Finding a cut maximizing ρ(x, y) or ρ(x∗ , y ∗ ) is NP-hard (it is known as the the Max Ratio Cut problem). A fast local search algorithm inspired by Kernighan-Lin [7] fortunately gives us a pool of efficient violated bipartition inequalities in term of ρ. For a more detailed version of the implementation of a Kernighan-Lin algorithm dedicated to network design problems, see [5]. If the procedure of violated bipartition inequalities generation fails, we search for violated general metric inequalities with an exact algorithm explained in [9]. Whenever no violated bipartion inequalities are generated for the polyhedron X (resp Yx ), we look for the extrem rays λ-vector (resp µ-vector) submitted to triangular inequalities constraints. This ensures when we don’t find any more violated general metric constraints of type (1) and (2) with the exact method that the solution obtained by MCMK heuristic is at least feasible for the 2-LND problem; i.e. a solution exists to route all commodities in the two-layered network. If an MCMK heuristic is used to solve the relaxed master program, then comes a step when the solution (x∗ , y ∗ ) can not be pruned by MCG. Let (x∗ , y ∗ ) be a feasible solution of 2-LND. A software like CPLEX 7.0 is able to solve optimaly the current master program during reasonable computation time for small networks with less than ten nodes. Let denote (¯ x∗ , y¯∗ ), ∗ ∗ the optimal solution of the current master program. If the MCG method can generate new violated constraints, (¯ x , y¯ ) is not a feasible solution for the 2-LND problem. The constraint generation process and exact solving of 0-1 linear programs then go on until no violated constraint can be added. The feasible solution finally obtained is now optimal. In the following parts of this document, we denote "OptMIP" the optimal design method obtained by solving (0 − 1LP ) with MIP exclusively, "OptMCMK" the other optimal method substituting MIP to MCMK heuristic in the last iterations and "ApproachMCMK" the approached method based on MCMK heuristic exclusively to solve (0 − 1LP ). In the OptMCMK and the ApproachMCMK methods, one of the main point of the algorithm becomes a efficient solving of the generalized multiple choice multidimensionnal knapsack problem. In the next section, we present algorithms for solving this problem.



4 Algorithms solving the generalized multiple choice multidimensional knapsack problem A feasible solution of (BIP r ) is firstly given by a greedy algorithm inspired from [5]. In a second step, a global search heuristic based on taboo lists starts from feasible solution and improve it to yield a less expensive 2-layer design.



4.1



A dedicated greedy algorithm



Given a set of capacities installed on IP and OTN layer links (x0 , y 0 ) such that it is not a feasible solution for (BIP r ), we increase available capacities until obtaining a solution which meets all the constraints of (BIP r ) with a low cost. Installing a new capacity step means that capacity changes to take the next upper available value in a link. In this greedy algorithm, we choose to install one more capacity step on a link at each iteration according to two criterion: • bulding a "more feasible" solution • minimizing the cost increase To assess the deviation from feasibility of a non-feasible solution, we use an infeasibility measure F (x, y). For every constraints of type (1) and (2), we calculate the rate of right-hand side according to the left-hand side. Infeasibility measure is the sum of maximal values between rates and the value 1 for every constraint. If a solution satisfies the set of constraints, its infeasibility measure is therefore equal to |Lr1 | + |Lr2 |, otherwise it is strictly more than |Lr1 | + |Lr2 |. The more an infeasibility measure is greater than |Lr1 | + |Lr2 |, the more a solution can be considered as no-feasible. At the sth iteration of the greedy algorithm, given a no-feasible solution (xs , y s ), let us denote N + (xs , y s ) the set of solutions built from (xs , y s ) by adding only one facility to one link. Our neighbourhood of the (xs , y s ) solution contains a finite set of possible solutions: card(N + (xs , y s )) ≤ |m|+|m|. ˜ It depends in the number of links tight with their maximal available capacity value. As we need a new solution which deals with a great decreasing of infeasibility measure and a low increasing cost, we choose the solution in N + (xs , y s ) which maximizes the foolowing ratio r. r(xs (e), y s (e)) =



F (xs ,y s )−F (xs (e),y s (e)) , ∀(xs (e), y s (e)) (φ(xs (e))+ψ(y s (e)))−(φ(xs )+ψ(y s ))



∈ N + (xs , y s )



The increasing procedure runs until F (x, y) = |Lr1 | + |Lr2 | for a current solution (x, y). Another procedure thus removes excess capacities by checking out moduls which are most expensive, maintaining feasibility.



4.2



Global search using taboo lists



We now describe a global search algorithm focused in the adapted MCMK problem. Its main principle is that many possible solutions are explored near the frontier between feasible and no-feasible solutions. Given a feasible solution (x∗ , y ∗ ), some randomly chosen capacity steps are removed until the set of installed capacities becomes a no-feasible solution, i.e. F (xs , y s ) > (|Lr1 | + |Lr2 |). We then increase available capacities of the architecture defined by the current no-feasible solution (xs , y s ) but, to avoid obtaining previous feasible 2-layered designs a taboo list records the last feasible solutions. In the same way that we build the network with the greedy algorithm, we install a step on a link that maximizes the r ratio and that is not in the taboo list. Capacity is thus increased until a new solution meets all (BIP r ) constraints. As the taboo process is running during a short computing time, we use it many times. However this two algorithms could return no-feasible solutions, due to the bounding of available capacities. If capacities installed on the IP layer have to increase too much, available values for OTN layer capacities can become insufficient in order to satisfy every L2 constraints. This difficulties in fact arise because (BIP ) are not really MCMK problems (negative components in constraint matrix). We can fortunately avoid that kind of configuration. In practice, new capacity steps can always be added in links, even if their costs are expensive. MCMK algorithm are then implemented so that we allows to add steps required to obtain feasibility. This is equivalent to suppose that upper bounds on y variables are high enough. For more details on the greedy algoritm and the global search heuristic, see [10]. In the next section, we experiment the combination of the greedy algorithm and the global search obtained with the multiple constraint generation procedure, in order to optimaly design several quite small but difficult 2-layered networks.
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Computational experiments



We compare here optimal solutions of the 2-layered netword design problem exclusively using CPLEX MIP (OptMIP) and those determined with approximate solutions of the intermediate master programs (OptMCMK). Efficiency of the ApproachMCMK is also assessed with respect to optimal solutions. Concerning the IP layer, the cost’s value only depends on the capacities installed on the IP layer links. It depends on the installed capacities and on the length of the links for the OTN layer. In each problem, the demand’s matrix is complete and the graph of available links for IP layer is a clique. For the 6 node networks (instances 1 and 2), available capacity values for the OTN layer are {0, 64, 128}. The available link capacities for IP layer take value in the set {0, 32, 64, 96, 128} for the first instance and in {0, 16, 32, 48, 64, 80, 96, 112, 124} for the second. A common features to all 8 node instances is the set of capacity values of the OTN layer {0, 96, 192}. Five different values of capacities can be installed on the IP layer’s links for the problems 3, 4, 5, 6 and 12: {0, 48, 96, 144, 192}. For the instances 7, 8, 9, 10, 11, we allow 9 different values for the IP layer {0, 24, 48, 72, 96, 120, 144, 168, 192}. In is the number of the instance. nodes is the number of nodes. links1 is the number of links in the first layer. links2 is the number of links in the second layer. nV is the number of binary variables in the master program. demands is the number of non-negative demands. Opt is the cost of the optimal network design. T is the computation time in seconds. it is the number of solved master problem. nbC is the number of metric inequalities generated by the MCG method. MIt is the number of master problems solving by MIP in the OptMCMK method. ACost is the approximate cost when designing with approachMCMK method. Acost/Opt is the cost loss of using approximate solving instead of exact solving. Tmip/Tmcmk is the time gain of using ApproachMCMK instead of OptMIP.



In



Table 1: Instances description nodes links1 links2 nV demands



1



6



15



9



78



15



2



6



15



9



138



15



3



8



28



13



138



28



4



8



28



13



138



28



5



8



28



14



140



28



6



8



28



14



140



28



7



8



28



13



250



28



8



8



28



14



252



28



9



8



28



13



250



28



10



8



28



13



250



28



11



8



28



14



252



28



12



8



28



13



250



28



In table 2, we compare the 3 methods described above to solve the 2-LND problem for instances having up 8 nodes with a complete first layer and a complete demand matrix (28). Applying MCMK heuristic for every master program provides approximate solutions in shorter computing times, although ending the process with MIP ensures obtaining optimal results. This two methods are assessed according to OptMIP. This approachs for designing 2-layered networks together differs from previous works which networks are designed each layer in turn, inducing non-optimal results. Even if the 2-layered network design problem with constant and step-increasing cost functions is a very hard problem, the OptMIP and OptMCMK process give optimal solutions. OptMCMK even improves the



Table 2: Comparisions between OptMIP, ApproachMCMK and OptMCMK methods OptMIP ApproachMCMK OptMCMK Acost/ In



Opt



T



it



nbC



ACost



T



it



nbC



MIt



T



it



nbC



1



16428



16



13



76



16428



9



8



62



3



16



11



2



20268



18



10



63



20588



8



6



56



4



17



3



18912



538



18



207



20247



50



13



141



5



4



11300



417



25



250



12243



58



14



139



5



21778



1001



32



235



23235



52



13



110



6



21608



378



21



206



24545



96



23



7



18398



4439



31



257



19031



69



8



26580



1859



21



179



29315



9



17216



499



25



212



10



26774



258



14



11



26075



2621



12



29112



3534



Tmip/



Opt



Tmcmk



72



1



1



9



64



1,016



1,06



204



22



189



1,07



2,64



12



368



26



213



1,083



1,13



20



1197



33



210



1,067



0,84



142



8



293



31



181



1,135



1,29



13



141



8



1180



21



199



1,03



3,76



55



12



113



11



978



21



179



1,102



1,9



17536



78



15



132



6



355



21



186



1,018



1,4



157



28564



85



17



135



6



209



23



158



1,074



1,23



29



159



29724



64



13



122



10



1759



23



158



1,14



1,49



26



167



29806



77



17



121



17



1948



34



172



1,023



1,81



computing time comparing to the instances solved with OptMIP. The average time gain is indeed 1.7 in table 2. We could expect obtaining this results because the average error of approximate solutions is only 6% with a computing time more than ten times quicker. However, we cannot get rid of the last MIP which dominate the overall CPU time because of their size. That’s why we only gain 1.7. The size limits of networks that we were able to optimaly solve could increase further. Some less sensible generated constraints could be removed for example. Furthermore, as the approximate solutions only cost 6% in average more than the optimal designs for the quite small but difficult instances of table 2, our works are now more particularly focused on the improvment of approximate methods for 2-LND derived from approachMCMK. We are computing instances of 20 nodes with 190 demands and are comparing this 2-layered designs with these given by operationnal tools.
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