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ABSTRACT



In this dissertation a control theoretic approach is taken to design and analyze various flow controllers for congestion control in communication networks. First, a robust controller is designed for explicit-rate congestion control in single-bottleneck network. The controller guarantees stability robustness with respect to uncertain time-varying multiple time-delays in different channels, brings the queue length of the bottleneck node to a desired value asymptotically and satisfies a weighted fairness condition. The use of the outgoing link capacity is further investigated to improve performance. Also, some variations on a linear model of Active Queue Management supporting Transmission Control Protocol flows are used to design a robust AQM controller, and to analyse the performance and stability of Multi-Level ECN and Traffic-load based AQM schemes.
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CHAPTER 1



INTRODUCTION



Congestion avoidance is becoming increasingly important to be able to guarantee a good reliability that we expect from modern communication networks. Network congestion typically occurs when demand exceeds the network capacity or buffer resources, and congestion collapses encountered by the early Internet [1] motivated the study of congestion avoidance mechanisms which can ensure buffer management, effective use of bandwidth and better fairness. All congestion control frameworks have three main components: the source endsystem, switches (or routers) and destination end-systems as shown in Figure 1.1. We can distinguish two major kinds of congestion control: window-based such as TCP (Transmission Control Protocol), and rate-based that for example regulates ATMABR [2] (Available Bit Rate service of an Asynchronous Transfer Mode network) traffic. The window-based congestion control model in the Internet attempts to solve an optimization problem by decoupling the network problem to that of individual source utility maximization by assigning bit-marks or losses (prices or penalties) (e.g.: see [3, 4, 5, 6, 7, 8, 9] and references within). The various versions of TCP and dropping/marking algorithms [10, 11, 12, 13, 14] can be captured by the optimization framework just described. In contrast, in rate-based networks, most of the congestion 1



control mechanisms is carried out by the routers that assign at which rate the sources should send their data. In the case of the ATM-ABR service, the sources periodically send a control cell which can be used by switches to convey feedback. The control cells travel to the destination and are returned to the source in the same path. Feedback signal delivered by the network informing the sources about congestion may be in the form of a single bit or an explicit rate value, and can be written in the forward or reverse direction of travel of the control cell. Many papers in the literature deal with the problem of designing the flow controllers at bottleneck nodes, see for example [15, 16, 17, 18, 19, 20, 21] and their references. ATM networks (and a competing technology MPLS [22] (Multi Protocol Label Switching)) are deployed in the core of today’s Internet and therefore do not reach out to all end-systems, i.e., its control does not operate on window-based, short-lived flows, but on edge-to-edge [23], long-lived aggregate flows. As providers consider building future overlay networks on top of the Internet (where they may control both the “switches” and “end- or edge-systems”), they could consider such explicit rate-feedback framework. The information about bit-marks or losses in the case of window-based congestion control and the assigned rate in the rate-based framework is set by the router and carried by the data packets from the router to the destinations as shown in Figure 1.1. That information is then fed back to the sources usually using acknowledgment packets ACK (Acknowledgment) or NACK (Negative Acknowledgment). In this dissertation we will first focus on the rate-based feedback framework. A challenging aspect of flow control, as far as controller design in this framework is concerned, is the existence of time-delays in the data-flow. Since the controller is to be implemented at the bottleneck node, which regulates the data rates of the sources, 2
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Figure 1.1: Transport of information



a time-delay occurs between the time a command signal for a rate is issued and the actual time this rate is set (time-delay from the bottleneck node to the source node, backward delay). Furthermore, the effect of the new rate is seen only after a time-delay which is required for the data to reach the bottleneck (time-delay from the source node to the bottleneck node, forward delay). Therefore, the total delay in the process (from the control input to the regulated output) is the sum of these two delays, i.e., the round-trip delay. To further complicate the situation, these time-delays are usually uncertain and are time-varying. Furthermore, since there usually are more than one source affecting a bottleneck, there are multiple time-delays. The importance of considering time-delays in congestion control is pointed out in [24, 25, 26]. In a recent work, [27], an H∞ based flow controller was designed for an explicit rate feedback based congestion control in high speed networks. Internally robust implementation of this controller was discussed in [28]. One disadvantage of that controller, however, is that it was obtained by equalizing the nominal time-delays in all the channels. This may result in an under-utilization of the network if the difference between the



3



time-delays of different sources is large. Another shortcoming was that, only timeinvariant time-delay was considered. Therefore, there was no guarantee of robustness when the time-delays vary in time. In Chapter 2, we alleviate both of these drawbacks. Precisely, we design a controller which is robust to uncertain time-varying multiple time-delays. A multi-variable approach is undertaken here, as opposed to the singleinput single-output approach undertaken in [27, 28]. Therefore, different time-delays in different channels are dealt with appropriately and the controller forces the queue length at the bottleneck node to the desired steady-state value asymptotically. The controller developed in Chapter 2 solely uses the queue length information provided at the bottleneck node to force the queue length to a desired steady-state value. In Chapter 3, we explore a way to use the capacity of the bottleneck node (outgoing flow rate) in addition to the queue length information in the design of the controller for the case of a single source. We show that the use of this extra information brings the system to its steady-state more rapidly, and it leads to smaller steady-state tracking error. In Chapters 4, 5 and 6 of the dissertation we focus on window-based congestion control. Early congestion collapses in the Internet motivated the introduction of TCP’s congestion avoidance scheme [29], and some improvement to it have later been proposed [12, 11]. TCP’s schemes are implemented by the end users, using the number of packets dropped by the network as congestion information, or the number of packets marked if the congested routers are ECN (Explicit Congestion Notification) capable [30, 14]. TCP is so widely used in today’s networks that it is of importance to design new congestion avoidance mechanisms to be implemented at routers that can cope with TCP’s behavior. Even nowadays most routers do not implement any 4



congestion control mechanism and just drop packets when the queue size of packets buffered reaches the buffer limit. This scheme is referred to as DropTail and has been observed to produce poor link utilization, buffer queue oscillations and synchronization of TCP flows [31]. In search for a remedy to these problems AQM (Active Queue Management) schemes have been proposed that make use of the queue length at the buffer to provide congestion notification before the buffer gets full. RED (Random Early Detection) [13] is the first major AQM scheme. However, the performance of RED is very sensitive to the network’s parameters and thus is hard to tune [32]. Improvements to this scheme have later been proposed: BLUE [33], Stabilized RED [34] that adapts its packet dropping probability according to an estimate of the number of TCP connections, FRED [35] and BRED [36] that both monitor per-flow queuing thus improving fairness among the users. The ECN [30] packet marking mechanism further allows these schemes to communicate their congestion notification without having to drop packets. These schemes improved the behavior of RED but their design is mainly heuristic without mathematical analysis of stability. More recently mathematical models of Active Queue Management schemes supporting TCP flows have been proposed [37, 38, 39]. From these models a Control Theory based approach can be used to analyse or to design AQM schemes. For example the AVQ [5] algorithm uses stability analysis to support their new AQM scheme. The authors of [38] have derived a delay differential equations model of TCP’s congestion avoidance mode and further simplified this model focusing the design of a Proportional-Integral controller on the low-frequency dynamics, considering the high-frequency dynamics as parasitic. The model also considers the case of TCP flows supporting the ECN marking mechanism. Their controller could guarantee 5



some robustness with respect to the network parameters uncertainties. However, if the uncertainties to be tolerated for stability are large, the system’s response becomes sluggish. Motivated by their work we design in Chapter 4 an H ∞ controller for their original linear system, without neglecting high-frequency dynamics, that ensures robust stability and good performance for a wider range of network parameters uncertainties. The main difficulty in this design is the presence of time-delays in the model. In Chapter 5 we use the same model of AQM scheme supporting TCP flows as the one proposed in [38] to carry out a control theoretic analysis supporting a new congestion control algorithm based on router traffic load. In that scheme, the congestion information is not the queue length at the router, but the traffic load, defined as the ratio of the incoming rate over the outgoing rate at the router. We show that such congestion measure, used with a packet probability marking scheme similar to the one of RED, has better stability margins than RED/ECN. This implies smaller oscillations in the queue length, and thus better throughput when the steadystate queue level is low. Another control theoretic study is presented in Chapter 6 that allows us to give guidelines for optimizing the design parameters of a new congestion control scheme called Multi-Level ECN. In that scheme a modification of ECN is proposed where the marking information is carried using two bits instead of a single bit. The MECN can thus convey more accurate feedback about the network congestion to the source than the current ECN, and the TCP source reaction is modified so that it takes advantage of the extra information about congestion and adapts faster to the changing congestion scenario leading to a smoother decrease in the sending rates of the sources 6



upon congestion detection, and consequently resulting in an increase in the router’s throughput. Chapter 2 is based on the work published in [40], while the results of Chapter 3 can be found in [41] and [42], and Chapters 5 and 6 contain the control theoretic analysis of [43] and [44] respectively.
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CHAPTER 2



RATE-BASED FLOW CONTROLLERS FOR COMMUNICATION NETWORKS IN THE PRESENCE OF UNCERTAIN TIME-VARYING MULTIPLE TIME-DELAYS



2.1



Introduction



Our focus in this chapter is on the explicit-rate feedback framework. As described in Chapter 1, a challenging aspect of flow control, as far as controller design is concerned, is the existence of uncertain time-varying multiple time-delays in the model. There are several controller design methods for different classes of systems with timedelays, see for example [45, 46, 47] and their references. The techniques developed in [48, 49] are used here. One of the design goals considered here is weighted fairness, which means allocating different percentages of the available capacity to different sources. Thus, weighted fairness may be used as a pricing tool. Another design objective is tracking, which is to keep the queue size close to a certain desired size. By choosing this level sufficiently larger than zero and sufficiently smaller than the buffer size, nonlinear effects may also be avoided and the outgoing flow rate may be kept close to the full capacity (thus achieving the maximum utilization of the network). However, the most important 8



design specification is stability robustness with respect to uncertainties in the values of time-delays in each flow path [50]. In [27], an H∞ based flow controller was derived for this problem. Internally robust implementation of this controller was discussed in [28], where some simulations demonstrating the time-domain performance of the controller were also presented. However the controller was obtained by equalizing the nominal time-delays in all the channels, thus resulting in an underutilization of the network if the difference between the time-delays of different sources is large. Also only time-invariant time-delay was considered, and therefore there was no guarantee of robustness when the time-delays vary in time. In this chapter we alleviate both of these drawbacks. Precisely, we design a controller which is robust to uncertain time-varying multiple time-delays. A multi-variable approach is undertaken here, as opposed to the single-input singleoutput approach undertaken in [27, 28]. Therefore, different time-delays in different channels are dealt with appropriately. The controller forces the queue length at the bottleneck node to the desired steady-state value asymptotically and also satisfies a weighted fairness condition. As described earlier our focus in this chapter is on the rate-based feedback framework and not the window-based decoupled optimization framework (e.g. TCP). We aim to use the richer information available in the former model to effect robust control over a wider spectrum of objectives in spite of time-varying time-delays. In the next section we derive the mathematical model of the system and consider robustness against time-varying multiple time-delays in different channels. Performance issues are discussed in Section 2.3. Robustness and performance conditions are combined in Section 2.4 to define a two-block H ∞ optimization problem, which 9



is solved in the same section. Time-domain performance of the controller is presented in Section 2.5 through a number of simulations. Robustness bounds, as well as the trade-off between robustness and time-domain performance are discussed in Section 2.7. Some concluding remarks are made in Section 2.11.
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Mathematical Model
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Figure 2.1: The feedback control system.



We consider the feedback system depicted in Figure 2.1, which consists of a bottleneck node, n source nodes feeding the bottleneck node, and a controller which is to be implemented at the bottleneck node. A queue may form at the bottleneck node,



10



whose dynamics is described as: q(t) ˙ =



n X i=1



rib (t) − c(t)



(2.1)



where q(t) is the queue length at time t, rib (t) is the rate of data received at the bottleneck node at time t from the ith source node, and c(t) is the outgoing flow rate from the bottleneck node at time t, which is equal to the capacity of the outgoing link at time t, unless q(t) = 0. In this model, the round-trip delay, τ i (t), is defined as τi (t) = τib (t) + τif (t), where: • τib (t) := hbi + δib (t): is the backward time-delay from the controller to the i th source node (the time-delay which occurs between the time a command signal for a rate is issued and the actual time this rate is set) where h bi is the nominal time invariant known backward delay and δib (t) is the time-varying backward time-delay uncertainty, • τif (t) := hfi + δif (t): is the forward time-delay from the ith source node to the bottleneck node (the time-delay which is required for the data to reach the bottleneck node) where hfi is the nominal time invariant known forward delay and δif (t) is the time-varying forward time-delay uncertainty. Thus, it is assumed that the total nominal time-delay is defined as h i := hbi + hfi and the total time delay uncertainty is defined as δi (t) = δib (t) + δif (t). Under these assumptions, to determine rib (t), we write the total amount of data received at the bottleneck node from the ith source node by time t:  R f  t−τi (t) rs (ϕ)dϕ, t − τ f (t) ≥ 0 Z t  i i 0 rib (ϕ)dϕ =  0  0, t − τif (t) < 0 where



11



(2.2)



• ris (t) := min{di , ri (t − τib (t))}: is the rate of data sent from the ith source node at time t where di > 0 is the limit at which source i can send data, • ri (t): is the rate command for the ith source node issued at the controller at time t. By taking the derivative of both sides of (2.2), the forward delay operator equations are obtained as rib (t) =



 f f  (1 − δ˙i (t))ri (t − τi (t)), t − τi (t) ≥ 0 



t−



0,



τif (t)



(2.3)



0, then τ˙if (t) < 1, i.e. δ˙if (t) < 1. If this is not true,



a packet sent out from the source node at a particular time may reach the bottleneck node before another packet which was sent at an earlier time. Furthermore, δ i (t) and δif (t) are assumed to satisfy |δi (t)| < δi+ ,



¯ ¯ ¯˙ ¯ δ (t) ¯ i ¯ < βi ,



¯ ¯ ¯ ˙f ¯ f (t) δ ¯ i ¯ < βi



(2.4)



for some known bounds δi+ > 0 and 0 ≤ βif ≤ βi < 1. It is also assumed that the queue size always remains between zero and the buffer capacity. Theorem 2.2.1 Assume that the system does not enter into nonlinear region, i.e. 0 < ri (t) < di for all t ≥ 0 and i = 1, · · · , n. Then, the system described above is captured by the uncertain system shown in Figure 2.2, with ¤ 1 £ −h1 s e · · · e−hn s , Po (s) = s  · o ¸ ∆1,1 0  ∆o 1,2   ... ∆oLTV =  · o ¸   ∆n,1 0 ∆on,2 12



(2.5) 
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rn
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+



Figure 2.2: Fictitious system.



where ei,1 :=



β +β f √i i , 1−βi



£ ¤ W (s) = W 1 (s) · · · W n (s) , i he i,1 W i (s) = ei,2 , s



(2.7) (2.8)



ei,2 := 2δi+ , and ∆oi,j (i = 1, · · · , n and j = 1, 2) are arbitrary



LTV systems with norm less than 1. The induced L2 -norm of ∆oLT V is then less than √ 2. Proof: See Section 2.8. To find a fixed LTI controller K(s) which robustly stabilizes the uncertain system shown in Figure 2.2, let us consider the following coprime factorizations of the nominal plant in H∞ : ¤ 1 £ −h1 s e . . . e−hn s s f−1 (s)N e (s) = N (s)M −1 (s) = M



P0 (s) =



13



(2.9)



¤ 1 £ −h1 s s f(s) = s , e . . . e−hn s , M (s) = In , and M s+² s+² s+² where In denotes the n × n identity matrix and ² > 0 is arbitrary. Now a parametere (s) = where N (s) = N



ization of all LTI controllers K(s) which stabilize P0 (s) can be obtained in terms of Q ∈ H∞ , [51]: K(s) = [X(s) + M (s)Q(s)] [Y (s) − N (s)Q(s)]−1



(2.10)



where X ∈ H∞ and Y ∈ H∞ satisfy the Bezout identity: f(s)Y (s) + N e (s)X(s) = 1. M



(2.11)



e (s)X(s) = 1, lim N



(2.12)



²−1 [1 · · · 1] X(0) = 1.



(2.13)



X(s) = [α1 · · · αn ]T ²



(2.14)



f(s) = 0, to satisfy the Bezout identity we must have Since lims→0 M s→0



equivalently,



Thus, we choose



where real numbers αi are such that



Pn



i=1



αi = 1. The entries of X(s), αi ’s, bring



in an extra freedom in choosing the controller. Later we will show that this freedom may be used in satisfying the weighted fairness condition. Once X(s) is chosen as in (2.14), we must choose h i −1 f e Y (s) = M (s) 1 − N (s)X(s) n



s+² ² X = − αi e−hi s . s s i=1



(2.15)



By using the small gain theorem (e.g. see [51]), the closed-loop system shown in √ Figure 2.2 is robustly stable for all k∆0LTV k < 2 (hence, the actual closed-loop 14



system is robustly stable for all time-delay variations satisfying (2.4)) if K(s) stabilizes P0 (s) (i.e., K(s) is as given in (2.10) with Q ∈ H ∞ ) and ||K(I + Po K)−1 W ||∞ ≤



√1 . 2



Moreover, by introducing more conservatism, we see that this condition is satisfied if ||W KS||∞ ≤ 1



(2.16)



f(s) [Y (s) − N (s)Q(s)] and W (s) = w(s)In , where with S(s) = (I +Po (s)K(s))−1 = M v   v u n u n X X u u √ 1 w(s) = 2  t e2 + t e2i,2  s i=1 i,1 i=1



and In is the n × n identity matrix.



2.3



Performance Issues



In this section we will consider some performance issues related to the nominal plant.



2.3.1



Tracking



One of the performance objectives of rate-based congestion control is to keep the queue size, q(t), as close to its desired value, qd (t), as possible. In order to make steady-state tracking analysis, we assume that the limit lim t→∞ c(t) =: c∞ exists, for example c(t) can be a step-like function (more realistically, c(t) may have infrequent sudden changes with small variations between such changes; thus, c(t) may be approximated by a series of step functions). Consider q d (s) = 1s qb(s) where qb is an



arbitrary bounded energy signal. For example if qb is a pulse of finite duration, then q d



is a saturating ramp. Considering the nominal plant, the tracking error, e(t) = q d (t)− q(t), satisfies the following frequency domain identity: e(s) = S(s) 1s [b q (s) + c(s)]. Since K is a stabilizing controller, and P0 has a pole at s = 0, we have that S(0) = 0, 15



and by the final value theorem the steady state value of the error is ¡ ¢−1 ess = lims→0 [e−h1 s · · · e−hn s ]K(s) s [b q (s) + c(s)] −1 = ([1 · · · 1]K(0)) c∞ (note that the signal qb(t) is assumed to have finite energy, so its final value is zero).



Thus, at least one of the entries of the controller must have a pole at s = 0 and Pn i=1 di > c∞ in order to have zero steady state error.



2.3.2



Weighted fairness



Note that the rate feedback signals are given by [r1 (s) · · · rn (s)]T = K(s)S(s)



1 (b q (s) + c(s)). s



(2.17)



It may be desired to give different steady-state weights (say κ 1 , . . . , κn ) to different sources (these weights may be determined, e.g., according to a pricing policy). That is, it is desired that limt→∞ ri (t) = κi c∞ , where real numbers κi > 0 are such that Pn i=1 κi = 1. This means that the entries, Ki (s), of the controller K(s) must satisfy ¡ ¢−1 lim Ki (s) [e−h1 s · · · e−hn s ]K(s) = κi ,



s→0



(2.18)



for i = 1, . . . , n. If the steady-state weights must be distributed equally among the sources, we take κi = n1 , i = 1, . . . , n.



2.3.3



Transient response



Besides the steady-state behavior, it is also desired to control the transient response of the system. For this purpose the controller will be designed to minimize the following H∞ cost function J(K) := sup qˆ6=0



kˆ ek 2 = kWs Sk∞ kˆ q k2 16



(2.19)



where eˆ = Ws e and Ws is a filter weighting the importance of sensitivity minimization over the frequency range. This H∞ norm of the weighted sensitivity function minimization corresponds to worst energy minimization for the tracking error, see for example [52, 48]. The problem is then kWs Sk∞



minimize



(2.20)



over all controllers K stabilizing Po , where Ws is the sensitivity weighting filter. By examining the formula given in [49], it is seen that the poles of this filter appear as the poles of the open-loop system P0 K. Since P0 has one pole at s = 0, in order for K to have a pole at s = 0 (which was found to be a requirement for tracking) W s must have double poles at s = 0. Thus we take: Ws (s) =



2.4



1 . s2



(2.21)



Derivation of the H∞ controller



We can combine the robust stability (2.16) and nominal performance (2.20) conditions to define a two-block H∞ optimization problem: °· ¸° ° Ws S ° ° ° =: γopt inf ° W KS °∞



(2.22)



where the infimum is taken over all K stabilizing P0 subject to the weighted fairness ° −1 ° condition (2.18). Note that we have °γopt W KS °∞ ≤ 1, so in trying to minimize γopt we also try to maximize the uncertainty level for which we guarantee robust stability



of the feedback system. Also note that, due to the choice of Ws in (2.21), the tracking condition (that K must have a pole at s = 0) will be satisfied automatically.



17



The following observations will be used to determine an upper bound for γ opt in terms of solutions to n decoupled H∞ problems. We begin with f(s) [Y (s) − N (s)Q(s)] Ws (s)S(s) = Ws (s)M " # n n s+² ² X 1 X −hi s s −hi s αi e − e Qi (s) − = Ws (s) s+² s s i=1 s + ² i=1 =



n X i=1



αi Ws (s)Mi (s) [Yi (s) − Ni (s)Qi (s)]



(2.23)



1 s s + ² ² −hi s − e , Ni (s) := e−hi s , Mi (s) := , and Qi (s) is s s αi (s + ²) s+² element of Q(s). Let us also define Xi (s) := αi ², which satisfies Mi (s)Yi (s) +



where Yi (s) := the ith



Ni (s)Xi (s) = 1. Then f(s) W (s)K(s)S(s) = W (s) [X(s) + M (s)Q(s)] M ¸ · n X s s Qi (s) Wi (s) αi ² + = s+² s+² i=1 =



n X



Wi (s) [Xi (s) + Mi (s)Qi (s)] Mi (s)



(2.24)



i=1



where Wi (s) is a n × 1 vector consisting of w(s) at the ith row and 0’s elsewhere. Using (2.23) and (2.24), problem (2.22) can be rewritten as: ° ¸° n · °X ° α W [Y − N Q ] M ° i s i i i i ° inf∞ ° ° =: γopt Wi [Xi + Mi Qi ] Mi ° Q∈H ° i=1



(2.25)



∞



where the infimum is taken over all Q ∈ H ∞ , subject to the weighted fairness condition (2.18). Let



°· ° n−1 Ws [Yi − Ni Qi ] Mi inf ∞ ° −1 Qi ∈H ° (nαi ) w [Xi + Mi Qi ] Mi



¸° ° ° °



=: γi



(2.26)



∞



where the infimum is taken over all Qi ∈ H∞ , subject to the weighted fairness condiP tion (2.18). Clearly, γopt ≤ ni=1 nαi γi . Since it is very complicated, if not impossible, to find an optimal solution to problem (2.25) subject to (2.18), we propose a sub-



optimal solution Q(s) = [Q1 (s) · · · Qn (s)]T , where each Qi (s) satisfies (2.26) such 18



that the weighted fairness condition (2.18) is also satisfied. For this, we will first find a solution to (2.26) for each i without considering the condition (2.18); and then show that, by a proper choice of αi , this solution also satisfies the weighted fairness condition (2.18). Let us define Ci (s) := [Xi (s) + Mi (s)Qi (s)] [Yi (s) − Ni (s)Qi (s)]−1



(2.27)



Qi (s) = [Mi (s) + Ci (s)Ni (s)]−1 [Ci (s)Yi (s) − Xi (s)] .



(2.28)



so that



Then (2.26) can be rewritten as: °· ° n−1 Ws [1 + Pi Ci ]−1 ° inf −1 Ci stabilizing Pi ° (nαi )−1 wCi [1 + Pi Ci ]



where Pi (s) := Ni (s)Mi−1 (s) =



1 −hi s e . αi s



¸° ° ° °



=: γi



(2.29)



∞



As shown in Section 2.9, the solution to



problem (2.29) is nαi γi Ci (s) = q P ¡ ¢ 2 2 2 nj=1 δj+



µ



shi − ki shi



¶



1 1 + Fi (shi )



(2.30)



where Fi (shi ) corresponds to a finite impulse response (FIR) filter of duration h i (thus, it can easily be implemented in discrete-time with h i /Ts states, where Ts is the sampling period) and ki and γi are constants to be calculated. The details of the computation of Fi , ki , and γi are given in Section 2.9. Lemma 2.4.1 The controller (2.10) obtained from the solutions of n decoupled H∞ optimization problems (2.29) is in the form K(s) = [K1 (s) · · · Kn (s)]T , 19



(2.31)



where Ci (s) Ki (s) = 1 + Ci (s)Pi (s)



Ã



n X



Pj (s)Cj (s) 1− αj 1 + Pj (s)Cj (s) j=1



!−1



.



(2.32)



Thus the controller can be implemented as shown in Figure 2.3.



r1 (t)



+



P1 (s)



C1 (s)



− qd − q(t) +



. . .



+ +



+ rn (t) Pn (s)



Cn (s)



−



α1



+ αn



Figure 2.3: The implementation of the controller.



Proof: See Section 2.10. Now it remains to be shown that the parameters αi used in X(s) can be chosen so that the resulting controller satisfies the weighted fairness condition (2.18). Using (2.10), it can be shown that (2.18) can be written as: s αi ² + s+² Qi (s) = κi . −hl s [α ² + s Q (s)] l l=1 e s+² l



lim Pn



s→0



However, since Qi ∈ H∞ (thus lims→0 Qi (s) is finite) for all i = 1, . . . , n and



(2.33) Pn



l=1



αl =



1, the left hand side simply reduces to αi . Thus, to satisfy the weighted fairness condition, we simply need to choose: αi = κi , i = 1, . . . , n.



20



2.5



Simulation Results



The closed loop system with the determined controller shown in Figure 2.3 is implemented in simulink and the system is simulated for a number of different conditions. Nonlinear aspects of the system are also taken into account in these simulations: the queue length and all the rates must be non-negative, and the queue size cannot exceed 100 packets. In all the cases except for Case 2 we assumed that the sources can supply data at a rate no more than 100 packets per second. The parameters hi = hbi + hfi , κi , δi+ , βi and βif are design parameters used for the controller derivation and γi is the resulting H∞ cost which is used in the controller implementation. The actual delays used in the simulations are τ ib (t) = hbi + δib (t) and τif (t) = hfi + δif (t). In all the cases the number of sources is assumed to be n = 5, the desired queue length is taken as qd = 30 packets, and the capacity of the outgoing link is taken as 60 packets per second. Case 1: The delays (in seconds), fairness weights, and the other controller parameters are as shown in Table 2.1. The plots of the queue length, q(t), and the flow rates, ris (t), for each source are shown in Figure 2.4. In the period between 0 to about 20 seconds we note that the queue size is zero. This corresponds to the time needed for the sum of the rates rib (t) to exceed the capacity of the outgoing link at the bottleneck node. Note that the relative steady-state flow rates of the sources are equal to the relative fairness weights of these sources. Case 2: Next we consider the same system as in Case 1, with the same delays, fairness weights, and other controller parameters. But in this case we assume that the sources can supply data at relatively lower rates. These rates are shown in Table 2.2 for each source. The resulting queue length and flow rates are shown in Figure 2.5. 21



i hbi δib hfi δif π 1 0.9 0.5 sin( 2π 0.1 sin( 50 t) 0.1 t) 50 π π 2 1.85 0.2 sin( 50 t) 0.15 0.1 cos( 50 t) π 3 0.9 0.5 cos( 2π t) 0.1 0.05 sin( 100 t) 50 π t) t) 4 1.88 0.3 cos( 2π 0.12 0.05 cos( 50 100 2π π 5 1.8 0.4 sin( 50 t) 0.2 0.05 sin( 50 t)



κi δi+ 0.2 2 0.1 3 0.4 2 0.2 3 0.1 3



βi 0.1 0.2 0.1 0.2 0.2



βif 0.01 0.02 0.01 0.02 0.02



γi 2.35 3.07 2.35 3.07 3.07



Table 2.1: Parameters for Case 1



As observed from this figure, flow rates at sources 1, 3 and 5 are saturated. However, the controller can successfully redistribute the unused rates to the other two sources 2 and 4. Also note that the relative steady-state flow rates of the unsaturated sources are equal to the relative fairness weights of these sources. Although the controller is unaware of the saturation, it can still regulate the queue length, however, this regulation takes a little bit more time and a larger overshoot is observed in the queue length. In Section 2.6 we provide an explanation for this phenomenon.



i 1 2 3 4 5 di (in packets/s) 10 20 20 20 5



Table 2.2: Rate limits for Case 2



Cases 3 and 4: The delays are the same as in Case 1, the problem data is changed as shown in Table 2.3. The results for Cases 3 and 4 are shown in Figures 2.6 and 2.7, respectively. Comments on these results are made in the next section.
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Figure 2.4: Simulation results for Case 1.



i 1 2 3 4 5



Case 3 parameters Case 4 parameters f βi βi γi δi+ βi βif γi 0.1 0.03 0.005 0.61 6 0.7 0.2 4.39 0.25 0.03 0.005 1.02 8 0.7 0.2 5.33 0.1 0.03 0.005 0.61 6 0.7 0.2 4.39 0.25 0.03 0.005 1.02 8 0.7 0.2 5.33 0.25 0.03 0.005 1.02 8 0.7 0.2 5.33 δi+



Table 2.3: Design parameters for Cases 3 and 4
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Figure 2.5: Simulation results for Case 2.



Although not easily noticeable in the figures, steady-state oscillations exist in all the responses, due to the time-varying forward delay (precisely due to the term (1 − δ˙if (t)) appearing in (2.3)). The magnitude of these oscillations would be larger if the rate of change of the forward delay was larger and would be zero if this rate was zero (see [53]). These oscillations are unavoidable unless some information about the forward delay uncertainty is available to the controller. We also did other simulations showing that the controller responds well to variations in the capacity of the outgoing link (see [53]). The response of the controller 24
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Figure 2.6: Simulation results for Case 3.



in this case may further be improved if a capacity predictor , which predicts future values of this capacity, is included in the controller (see Chapter 3 and [41]).



2.6



Redistribution of unused channels capacity



Recall that the feedback signals are given by   r1 (s) 1  ..  q (s) + c(s)).  .  = K(s)S(s) (ˆ s rn (s)



25



(2.34)
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Figure 2.7: Simulation results for Case 4.



We suppose that the controller K has been designed for n sources with equal fairness, i.e. κi =



with



1 n



for i = 1, · · · , n. Thus  



  1 s  1   K(s) =  ²  ...  +  n s+² 1 n×1



U (s) =



Ã



n



 Q1 ..  U (s) .  Qn n



1 X −hi s s + ² ² X 1 −hi s − e − e Qi s s i=1 n s + ² i=1



!−1



(2.35)



(2.36)



a scalar. We suppose that only the first m channels are used, the new plant is P m (s) =



¤ 1 £ −h1 s e · · · e−hm s 0 · · · 0 1×n . s 26



(2.37)



We are wondering how the controller K designed for n sources will behave if only the first m channels are used, and if the available bandwidth will be distributed fairly amoung the first m sources. From (2.34) we have ¡£ ¤ ¢−1 lim ri (t) = lim Ki (s) e−h1 s · · · e−hm s 0 · · · 0 K(s) c∞ t→∞ s→0 ¶ µ s 1 1 Pm −h s ¡ 1 ²+ Qi U (s) = lim s→0 n s+² U (s) l=1 e l n ² + 1 c∞ . = m



(2.38) s Q s+² l



¢ c∞ (2.39) (2.40)



The controller is thus able to distribute fairly the available bandwidth to the responsive sources.



2.7



Stability Margins



The mixed sensitivity minimization problem (2.29) can be solved as described earlier for each fixed uncertainty level (βi , βif , δi+ ). Figures 2.8, 2.9, and 2.10 show the smallest performance cost γ for several feasible values of β, β f and δ + . Here, for simplicity, we choose n = 1. However, since the subproblems are decoupled, the value of n only affects the numerical value of γi , the general shape of the graph is the same for n > 1. Also, we used h = 1 to normalize the delay. Robust stability is achieved when (2.16) is satisfied. By using the arguments leading to (2.26), lower bounds (sufficient conditions) on the actual stability margins for ei,1 (call it ei,1,act ) and for ei,2 (call it ei,2,act ) must satisfy: n X i=1



where γ :=



Pn



i=1



e2i,1,act



n 1 X 2 = 2 e γ i=1 i,1



and



n X i=1



e2i,2,act



n 1 X 2 = 2 e γ i=1 i,2



(2.41)



nαi γi . We note that, for the case n > 1, there are infinitely many



solutions to (2.41) and the system is robustly stable for any one of these solutions. 27



These bounds on the actual stability margins are depicted in Figures 2.8, 2.9, and 2.10 for various feasible uncertainty levels for the case n = 1. It is seen that, for a fixed β and β f , e2,act increases with increasing δ + while e1,act decreases slightly. Similarly, for a fixed δ + and β f , e1,act increases with increasing β while e2,act decreases slightly. The effect of larger β f , although less noticeable, is to slightly decrease both margins especially when β is close to 1. These figures indicate that, for large stability robustness margins e1,act and e2,act , the uncertainty levels δ + and β must be chosen as large as possible. Such a choice, however, may adversely affect the time-domain performance of the controller. For small values of β and δ + as for the Case 3 of simulations, it is seen in Figure 2.6 that the response is oscillatory, but relatively fast. Whereas for large values of the same design parameters as for the Case 4 of simulations, it is seen in Figure 2.7 that the response is smoother, but takes much longer time to settle down. Similar results were also found in [28] for the case of time-invariant delays.



2.8



Uncertainty Model



In this section we prove Theorem 2.2.1 of Section 2.2. Note that from (2.1) and (2.3), q(t) is given by: q(t) =



Z t "X n 0



i=1



Let q0 (t) :=



#



(1 − δ˙if (ν))ri (ν − τi (ν)) − c(ν) dν + q(0) .



(2.42)



Z t "X n



(2.43)



0



i=1



#



ri (ν − hi ) − c(ν) dν + q(0)
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Figure 2.8: Performance cost and stability margins with β f = 0.



and δq (t) := q(t) − q0 (t) n Z th i X = (1 − δ˙if (ν))ri (ν − τi (ν)) − ri (ν − hi ) dν . i=1



(2.44)



0



Also let λi := ν − τi (ν) = ν − hi − δi (ν) =: fi (ν). Then dδi dλi =1− = 1 − gi (λi ) dν dν



(2.45)



¯ dδi ¯¯ . Note that, the inverse function ν = fi−1 (λ) exists since, where gi (λ) := ¯ dν ν=f −1 (λ) i dλi by (2.4), > 0. dν
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Figure 2.9: Performance cost and stability margins with β f = 12 β.



Now, noting that, from (2.45), dν =



dλi and assuming that δi (0) = 0, 1 − gi (λi )



(2.44) can be rewritten as: Z n ·Z t X f ˙ δq (t) = (1 − δi (ν))ri (ν − τi (ν)) dν − i=1



=



n ·Z X i=1



+ =



t



0



Z



n ·Z X i=1



0



t−hi −δi (t) −hi t



0



−



=



(1 − δ˙if (ν))ri (ν − τi (ν)) dν −



(1 −



Z



−



0



Z



δ˙if (ν))ri (ν



0



t−hi −δi (t) −hi



− τi (ν)) dν −



t



n ·Z t h X i=1



ri (σ) dσ −



Z



Z



t−hi



ri (σ) dσ −hi t−hi



ri (σ) dσ −hi



ri (λi ) dλi Z



¸



#



t−hi



ri (ν) dν t−hi −δi (t)



ri (ν − τi (ν)) [1 − gi (ν − τi (ν))] dν



¸



i gi (ν − τi (ν)) − δ˙if (ν) ri (ν − τi (ν)) dν



t−hi



t−hi −δi (t)



30¸ ri (ν) dν .



(2.46)
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Figure 2.10: Performance cost and stability margins with β f = β.



We now have δq (t) =



Pn



i i=1 δq (t),



where δqi (t) is the output of the system shown



in Figure 2.11, with ∆i,1 and ∆i,2 linear time varying (LTV) systems, Mgi and Mδ˙ f i



are the LTV systems defined by pi (t) = gi (t) ri (t) and zi (t) =



δ˙if (t) yi (t),



respectively,



and ei,j ’s are constants to be specified later. Note that Z



∞ 0



2



|yi (t)| dt =



Z



∞



Z0 ∞



|xi (t − τi (t))|2 dt



dλi 1 − gi (λi ) −τ (t) Z ∞i dλi = |xi (λi )|2 1 − gi (λi ) 0 Z ∞ 1 < |xi (λi )|2 dλi 1 − βi 0



=



31



|xi (λi )|2



(2.47)



∆i,1 Mg i



pi (t) Delay τi (t)



+



Delay − Mδ˙ f i zi (t) xi (t) τi (t) yi (t)



ri (t)



Z



t−hi t−hi −δi (t)



(·)(ν) dν



1



ei,1



ei,1



Z



+ 1



vi (t)



ei,2



δqi (t)



− ei,2



∆i,2



Figure 2.11: Model of the uncertain part of the system.



where we assumed ri (t) = 0 for t < 0. This implies that the L2 -induced norms of the 1 delay blocks in ∆i,1 are less than √1−β . Thus, the L2 -induced norm of ∆i,1 is less i ³ ´ β +β f β +β f 1 than √i1−βii ei,1 , since we have |gi | < βi and |δ˙if | < βif . Then, defining ei,1 = √i1−βii ,



we show that the L2 -induced norm of the LTV system ∆i,1 is less than 1. Also, using the fact that ri (t) ≥ 0, we note that ° ° ° ° Z t−hi ° ° 1 Z t−hi +δi+ ° ° 1 ° ° ° ° ri (ν) dν ° ri (ν) dν ° < ° + ° 2δ + + ° 2δi t−hi −δi ° t−hi −δi (t) i 2



(2.48)



2



since |δi (t)| < δi+ . Therefore, by defining Ã ! −(hi +δi+ )s −(hi −δi+ )s −e e 1 ri (s) vˆi (s) = + s 2δi we obtain that



kvi k2 < kˆ °vi k2µ ¶° + ° 1 ° 1−e−2δi s −(h−δi+ )s ° ° < ° 2δ+ e s ° kri k2 i



∞



< kri k2



32



(2.49)



where by a slight abuse of notation we use vˆi (s) and ri (s) to denote the Laplace transforms of time signals vˆi (t) and ri (t). So, by defining ei,2 = 2δi+ , we show that the L2 -induced norm of the LTV system ∆i,2 is less than 1.



2.9



Solution to the Optimization Problem



2 ci (s) := s w(s) = β˜i + δ˜i (hi s), fi (s) := 1 Ws (s) = hi 1 and W Let us define W 2 n n (hi s) n where v u n √ −1 uX 2n t e2i,1 β˜i = i=1



v ´2 ³ u u n f β + β X u i √ −1 i = 2n t 1 − βi i=1



and



δ˜i =



√



v u n uX −1 t 2 (nhi ) e2



i,2



i=1



v u n uX ¡ + ¢2 √ −1 t δi . = 2 2 (nhi ) i=1



1 1 −hi s 1 bi (s) := nhi Ci (s), so that (2.29) Pi (s) = e and C We also define Pbi (s) := nhi nαi hi s can be rewritten as ° i−1 ° h ° ° b b f 1 + P C W ° ° i i i °   i−1 ° h (2.51) inf ° =: γi ° bi stabilizing Pbi ° bi ci Pbi C bi 1 + Pbi C C ° W ∞



which is now in terms of the normalized frequency sˆi := hi s. In deriving (2.51) from (2.29) we also made use of the fact that |e−jhi ω | = 1 for all ω ∈ R. By defining βˆi =



nβ˜i , h2i



δˆi =



nδ˜i , h2i



and γˆi =



nγi , h2i



and applying the formulae given in



[49] and [28], the optimal solution to (2.51) is found as: ¶ µ nα γ ˆ 1 s ˆ − k i i i i bi (s) = C sˆi 1 + Fi (ˆ si ) δˆi 33



(2.52)



where Fi (ζ) =



(ζ + ki )(ζ + ai )(ζ 2 + bi ζ + ci ) − (ζ 4 − γˆi−2 ) − ζ4 −



√



ci := bi :=



s



xi ,



γ ˆi −ζ 2 e ζ (ζ δˆi



γˆi−2



1 ci δˆi



ai :=



βˆi2 + 2ci − a2i , 2 ˆ δ



s



1−



− ki )



,



(2.53)



βˆi2 , γˆi2



ρi − 1 ki := √ γˆi (ρi + 1)



i



with xi > 0 being the unique positive root of x3i +



and ρi :=



µ



1 2 x + γˆi2 i



− √1 e¶µ γˆi



δˆi √1 +ai γ ˆi



b 1 +ci + √i γ ˆi γ ˆi



Ã



¶.



1−



βˆi2 γˆi2



!



βˆi2 xi − δˆ4 i



³ 1−



βˆi2 γ ˆi2



δˆi4



´2



=0



Again, from [49], the optimal H∞ performance cost



γˆi is determined as the largest root of the equation ¯ ¯ γˆi −s 2 (s − ki ) ¯ 1− e s ¯ √ =0. 2 ˆ (s + k )(s + a )(s + b s + c ) i i i i s=j/ γ δi ˆ



(2.54)



i



A time domain realization of Fi (ˆ si ) given in (2.53) can be obtained by noting that ¢ ¡ Fi (ζ) = Ei e−ζ I − e−Ai (ζI − Ai )−1 Bi where







0  0 Ai =   0 γˆi−2



1 0 0 0



0 1 0 0



  0 0  0 0   B = 1  i  0 0 1



(2.55)







 £ ¤  Ei = γˆi 0 0 ki −1 .  δˆi



This in turn shows that the impulse response of Fi (ζ) is restricted to the time interval [0 , 1], and hence, Fi (hi s) may be realized as a finite impulse response (FIR) filter of duration hi , with impulse response ( 1 A (t−hi ) Bi − h1i Ei e hi i fi (t) = 0



for 0 ≤ t < hi . otherwise



Solution to (2.29) can now be obtained as Ci (s) = 34



1 b C (s), nhi i



which leads to (2.30).



2.10



Stable Implementation of the Controller



Once Ci (s) is obtained as given in (2.30), Qi (s) can be obtained from (2.28). However, in order to avoid an unstable realization of Yi (s), Qi (s) must be implemented after making some factorizations in (2.28). Note that Yi (s) = (1 − Ni (s)Xi (s))Mi−1 (s),



(2.56)



thus, using (2.28), Qi (s) = [Mi (s) + Ci (s)Ni (s)]−1 [Ci (s)(1 − Ni (s)Xi (s)) − Xi (s)Mi (s)] Mi−1 (s) = Qi (s)Mi−1 (s)



(2.57)



where Qi (s) := [Mi (s) + Ci (s)Ni (s)]−1 [Ci (s)(1 − Ni (s)Xi (s)) − Xi (s)Mi (s)] .



(2.58)



Using Pi (s) = Ni (s)Mi−1 (s), Qi (s) =



£



1 + Ci (s)Ni (s)Mi−1 (s)



¤−1



Mi−1 (s) [Ci (s)(1 − Ni (s)Xi (s)) − Xi (s)Mi (s)]



£ ¤ = [1 + Ci (s)Pi (s)]−1 Ci (s)Mi−1 (s)(1 − Ni (s)Xi (s)) − Xi (s)



£ ¤ = [1 + Ci (s)Pi (s)]−1 Ci (s)Mi−1 (s) − (1 + Ci (s)Pi (s))Xi (s)



=



Ci (s) M −1 (s) − Xi (s) . 1 + Ci (s)Pi (s) i



(2.59)



Once Qi (s), thus Q(s), is obtained, the controller K(s) can be obtained by using (2.10). We can avoid the unstable realization of the Y (s) in a similar way. By f(s), substituting (2.15) into (2.10), and using the equalities M (s)Q(s) = Q(s) M
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f(s)N e (s) and N (s) = N e (s), K(s) is obtained as N (s)M (s) = M h



³ ´ i−1 −1 f e K(s) = [X(s) + M (s)Q(s)] M (s) 1 − N (s)X(s) − N (s)Q(s) h³ ´ i−1 f(s) e (s)X(s) − M f(s)N (s)Q(s) M = [X(s) + M (s)Q(s)] 1 − N



where



f(s) = [X(s) + M (s)Q(s)] [1 − N (s)(X(s) + M (s)Q(s))]−1 M



(2.60)



Z(s) := X(s) + M (s)Q(s) .



(2.61)



f(s) = Z(s) [1 − N (s)Z(s)]−1 M



By substituting (2.59) into (2.57), and then (2.57) into (2.61),   C1 (s)  Z(s) = 



1+C1 (s)P1 (s)



.. .



Cn (s) 1+Cn (s)Pn (s)



 f−1  M (s) .



(2.62)



Then, using (2.62) in (2.60), the controller is determined as K(s) = [K1 (s) · · · Kn (s)]T ,



(2.63)



where Ki (s) is as given in (2.32).



2.11



Summary of the results



Robust controller design for a flow control problem in communication networks has been considered. A robust controller has been designed against uncertain time-varying multiple time-delays. The controller brings the queue length at the bottleneck node to the desired steady-state value asymptotically and also satisfies a weighted fairness condition. Stable implementation of the controller has also been presented. This implementation is depicted in Figure 2.3. As seen from this figure, the controller includes n integrators followed by delay elements (Pi ’s) and n blocks (Ci ’s) each 36



of which include (as seen in (2.30)) a proportional plus integral (PI) term which is cascaded with a feedback block containing an FIR filter. Since digital implementation of delays and FIR filters are relatively easy, the controller can easily be implemented without too much computational overhead, at the bottleneck node. A number of simulations have been included to demonstrate the time-domain performance of the controller. Stability margins for uncertainty in the time-delays and for the rate of change of the time-delays have also been discussed and their lower bounds have been derived. It has been shown that there is a trade off between robustness and the time-domain performance. If the uncertainty levels are chosen high, then the system is highly robust to uncertain time-varying time-delays and a smooth, however very slow, response is obtained. On the other hand, if these levels are chosen low, the response is much faster, but more oscillatory. Furthermore, for lower uncertainty levels, the actual stability margins are also lower, in general. In this work we considered only the case of a single bottleneck node. Although the present work may be extended to the case of multiple bottlenecks, the extension is not trivial since the controllers to be implemented at different bottlenecks will interact. Initial results on this topic may be found in [54]. We also note that, in this work, we did not utilize the special structure of the uncertainty given in (2.6). This special structure may be taken into account by using the structured singular value approach, as demonstrated in [55]. Also, this controller solely used the queue length information for input. In Chapter 3 we will we explore a way to use the capacity of the bottleneck node (outgoing flow rate) in addition to the queue length information in the design of the controller,
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with the hope that with this extra information the system will reach its steady-state more rapidly.
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CHAPTER 3



H∞ CONTROLLER DESIGN FOR CONGESTION CONTROL IN COMMUNICATION NETWORKS WITH A CAPACITY PREDICTOR



3.1



Introduction



In Chapter 2 an H∞ based robust controller was designed for rate based flow control of ATM-like networks for the case of a single bottleneck node and multiple sources. The controller was robust to uncertain time varying multiple time delays in different channels. The controller used the queue length information provided at the bottleneck node to force the queue length to a desired steady-state value. In this Chapter, we explore a way to use the capacity of the bottleneck node (outgoing flow rate) in addition to the queue length information in the design of the controller for the case of a single source. We show that the use of this extra information brings the system to its steady-state more rapidly, and it leads to smaller steady-state tracking error.



3.2



Problem Formulation



Consider the single bottlenecked network with one source depicted in Figure 3.1. Let q(t) ≥ 0 denote the queue length at the bottleneck node, and r(t) ≥ 0 be the flow 39
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Figure 3.1: The feedback control system



rate assigned by the controller. The capacity, c(t), is the rate at which data is sent out from the node. A simple dynamical model of the system is q(t) ˙ = r(t − τ ) − c(t)



(3.1)



where τ is the return trip time delay between the source and the bottleneck node (addition of forward and backward delays). Assume that the time delay, τ , is constant and known (the discussion can be extended to time varying uncertain time delays, as in Chapter 2). First, consider the single output case: eq (t) := qd (t) − q(t) where qd (t) is the desired queue length, and let the controller, K 1 , determines r(t) from eq (t), i.e. R(s) = K1 (s)Eq (s). Note that the design objectives (i) robust stability in the presence of delay uncertainty and 40



(3.2)



(ii) queue regulation (e.g. trying to make keq k2 small) can be combined to define a single cost function to be minimized: °· ° W 1 S1 γ(K1 ) = ° ° W 2 K 1 S1



where S1 = (1+K1 P )−1 , P (s) =



e−τ s s



¸° ° ° °



∞



and the weights W1 and W2 are determined from



the uncertainty magnitude over the frequency range of interest, the weighted tracking error for queue regulation, and the relative importance of these two objectives. See Chapter 2 and [27, 28, 53] for details. ·



Now, we modify the measured output to include the capacity information: y(t) = ¸ eq (t) . In particular we let c(t) R(s) = K1 (s)Eq (s) + Knew (s)C(s).



(3.3)



Clearly, in the new setting we can have smaller tracking error by using the capacity information. How much can we reduce the tracking error in the new setting, and what should be the optimal use of c(t) information? More precisely, how do we choose K new for a given fixed K1 to improve the tracking performance? This is the problem studied in this Chapter.



3.3



Performance Improvement with a Capacity Predictor



Let r(t) = ro (t) + b c(t)



(3.4)



Ro (s) = K1 (s)Eq (s) + K2 (s)Ec (s)



(3.5)



where b c(t) is a causal estimate of c(t + τ ), and
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with ec (t) = c(t) − b c(t − τ ). This leads to



q(t) ˙ = ro (t − τ ) − ec (t).



The predictor is a linear time invariant filter, which is part of the feedback controller, i.e., b C(s) = Kc (s)C(s),



(3.6)



with the LTI filter Kc being the predictor. Suppose that the desired queue length and capacity are signals that are generated according to e C(s) = Wc (s)C(s)



and



e Qd (s) = Wq (s)Q(s)



where e c(t) and qe(t) are external signals (they may be considered as noise or reference



generating finite energy signals), and Wc and Wq are proper filters putting a frequency



weighting on these external signals. The predictor will be designed to minimize the following H∞ -cost function J∞ (Kc ) := sup ce6=0



kec k2 = kWc (1 − DKc )k∞ ke ck 2



(3.7)



where D(s) = e−τ s is the transfer function of the pure delay system. We will come back to the issue of designing the H∞ predictor Kc (s). Next we discuss the design of K2 . Observe that in terms of the external signals the tracking error can be expressed as Eq (s) = S1 (s)



·



Wq (s)



1 M (s) Wc (s) s



¸ "



e Q(s) e C(s)



#



where M (s) = (1 − D(s)K2 (s)) (1 − D(s)Kc (s)). Note that when we do not use the capacity information in the controller we have Kc (s) = K2 (s) = 0, and in that case
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M (s) = 1. Let us define Sold (s) = S1 (s) Snew (s) = S1 (s)



·



·



Wq (s) Wq (s)



¸ 1 Wc (s) s ¸ 1 M (s) Wc (s) . s



The H∞ cost function to be minimized (for queue tracking) is  



ke k2 °· q ¸° sup  ° qe ° = kSk∞ . ° qe  ° ° 6=0 ° e c 2 e c



In the old setting (where we have feedback from the queue only) S = S old , and in the new setting where we use capacity information as defined above S = S new . Given a frequency weighting |Wx (jω)|, defining the desired performance improvement, we want to design K2 in such a way that kSnew (jω)k ≤ |Wx (jω)| kSold (jω)k



for all ω.



For uniform performance improvement we would like to have |W x (jω)| < 1



(3.8) for



all ω. In fact, the smaller the magnitude of Wx the better the new performance. Note that in the limit as ω → ∞ the ratio in the left hand side of (3.8) cannot be made strictly less than unity with a proper controller (this is due to the essential norm of the Hankel operator associated with sensitivity minimization problems for delay systems (see [48] for details)). In practice we would be interested in sensitivity reduction at low frequencies, and we would be content with slightly worse or about the same sensitivity magnitude at mid and high frequency range. In the following we first consider the capacity predictor design corresponding to the problem defined in (3.7). Then we use this result to design a desired performance improvement Wx . Equation (3.8) then defines an H∞ control problem from which K2 is determined. 43



3.3.1



Capacity predictor design



The H∞ problem (3.7) γc := with Wc (s) =



1 s



inf kWc (1 − DKc )k∞



(3.9)



Kc ∈H∞



has the optimal solution (see [48]) Kc,opt (s) =



) 2 s2 1 + ( 2τ π , 2τ s + e−τ s π



(3.10)



with γc =



2τ . π



Note that Kc,opt is improper. In order to make the capacity predictor implementable we replace Kc,opt by Kc (s) =



1 Kc,opt (s), 1 + αs



(3.11)



where α > 0 is a design parameter. We then have ° µ ¶° ° °1 1 −τ s ° 1−e Kc,opt (s) ° J∞ (Kc ) = ° ° s 1 + αs ∞ ° ¸° · ° ° 1 ¡ ¢ 1 −τ s ° 1 − e K (s) + α = ° c,opt ° ° 1 + αs s ° ° µ° °∞ ¶ ° 1 ° °1 ¡ ¢° −τ s ° ° ° ° ≤ ° 1 − e Kc,opt (s) ° + α 1 + αs °∞ ° s ∞ 2τ ≤ + α. π



(3.12) (3.13) (3.14) (3.15)



Moreover we have ° · ¸° ° 1 ° ¡ ¢ 1 −τ s ° J∞ (Kc ) = ° ° 1 + αs s 1 − e Kc,opt (s) + α ° ∞ ° ¸° · 2τ −τ s ° ° 1 2τ 1 − π se ° = ° ° 1 + αs π 2τ s + e−τ s + α ° π ¯ · ¸¯ ∞ 2τ −τ s ¯ 1 ¯ 2τ 1 − π se ¯ ≥ ¯¯ + α ¯ 1 + αs π 2τ s + e−τ s π



≥



2τ + α. π
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(3.16) (3.17) (3.18)



s=0



(3.19)



From (3.15) and (3.19) we have J∞ (Kc ) =



2τ π



+ α, so α needs to be small compared



to τ for capacity prediction error to be close to the minimum. But, when we use K 2 for performance improvement, such a choice may not be optimal, as we will see in the next section.



3.3.2



Performance improvement



We assume that Wq (s) ρ = Wc (s) 1 + βs (where ρ > 0 and β > 0 are given parameters), which means that c(t) may have larger high frequency content relative to qd (t). Then (3.8) is equivalent to v ¯ ¯ u ¯ Wc (jω) ¯2 u 2 2 u |Wq (jω)| + ¯ jω ¯ |M (jω)| u ≤ |Wx (jω)| for all ω ¯ ¯ t ¯ (jω) ¯2 |Wq (jω)|2 + ¯ Wcjω ¯ ⇔



β 2ω2 + 1 ρ2 ω 2 2 2 |M (jω)| ≤ |W (jω)| − x (ρ2 + β 2 )ω 2 + 1 (ρ2 + β 2 )ω 2 + 1



for all ω.



(3.20)



Note that the right hand side of (3.20) needs to be positive, therefore we consider W x to be in the form



p ρ2 + δ 2 s p Wx (s) = 1 + ρ2 + β 2 s



(3.21)



and we try to minimize δ. With this specific choice of Wx , (3.8) is also equivalent to ¡



¢ β 2 ω 2 + 1 |M (jω)|2 ≤ δ 2 ω 2



for all ω.



(3.22)



From (3.9) and (3.10) we have the following upper bound for |1 − D(jω)K c (jω)|2 2



( 2τ + α) ω 2 |1 − D(jω)Kc (jω)| ≤ π 1 + α2 ω 2 2



for all ω.



Thus, if ¡



2 ¯2 ¢ ( 2τ + α) ω 2 ¯¯ −τ jω π ¯ ≤ δ2ω2 1 − e K (jω) β ω +1 2 1 + α2 ω 2 2



2
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for all ω



(3.23)



then (3.22) is satisfied. But (3.23) is equivalent to ¯2 δ2 β 2 ω 2 + 1 ¯¯ −τ jω ¯ 1−e K2 (jω) ≤ 2τ 2 α2 ω 2 + 1 ( π + α)



for all ω,



which implies that if K2 satisfies



° °µ ¶ ° βs + 1 ¡ ¢° −τ s ° ° ° αs + 1 1 − e K2 (s) ° ≤ ∞



2τ π



δ +α



(3.24)



then it also satisfies (3.8) with Wx defined in (3.21). Now, let’s define γmin and



°µ ° ¶ ° βs + 1 ¡ ° ¢ −τ s ° 1 − e K (s) = inf ∞ ° 2 ° K2 ∈H ° αs + 1 ∞ γ(δ) =



2τ π



(3.25)



δ . +α



So, for a given set of parameters τ , α, β and ρ, (3.8) is satisfied if γmin ≤ γ(δ).



(3.26)



Since we want δ to be as small as possible (to have the best performance improvement a` la (3.21)), we are interested in the smallest δ that guarantees (3.26), which is δmin = γmin If α ≤ β then



βs+1 αs+1



µ



¶ 2τ +α . π



is a high pass filter and we have (see [48]) γmin = αβ . In that case,



a controller K2 that achieves γmin is K2 = 0. If α > β, then (see [48]) the optimal controller K2 that achieves (3.25) is K2opt =



µ



2 2 1 − γmin + (γmin α2 − β 2 )s2 γmin (1 + βs)(1 + αs)



with γmin



¶



v u u 1 + ¡ β ¢2 x2 γ α =t x2γ + 1 46



1 1 + e−τ s γmin1−βs (1+αs)



(3.27)



(3.28)



where xγ is the unique solution of ³τ ´ α



xγ + tan



−1



µ



β xγ α



¶



+ tan−1 xγ = π.



In order to determine the best value of α, the last design parameter still to be chosen, it is interesting to look at the plot of α ≤ β, then



δmin β



as a function of



2τ δmin = + 1, β πα



and if α > β, then γmin δmin = β β α



µ



2τ 1+ πα



where γmin is determined from (3.28), and it satisfies the plot of



δmin β



as a function of



β α



the choice of α in order to have



β α



and



τ . α



Note that if



(3.29) ¶ β α



(3.30) < γmin < 1. Figure (3.2) shows



and ατ . We clearly see the following compromise for δmin β



small: α should be chosen large with respect to



τ , but it should be chosen small with respect to β. Considering the performance of the capacity predictor (see section 3.3.1), we see a compromise here. In conclusion, if α is small with respect to τ and β we have K2 = 0, which means that we use Kc only, and in this case the performance improvement is not very good (3.29). But if a large α value is used compared to β and τ , we have a non zero K2 compensating for the loss in predictor performance, and achieving a sensitivity performance improvement quantified by (3.30).



3.4



Implementation issues



In this section we are concerned about the implementation of K c and K2opt defined in (3.11) and (3.27).
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Figure 3.2:



3.4.1



δmin β



−4



log10 (τ/α)



as a function of



β α



and



τ α



Implementation of K2opt



Note that K2opt in (3.27) can be written as 2 γmin α2 − β 2 1 K2opt (s) = γmin αβ 1 + H(s)



where H(s) =



¡1



α



+s



¢³1



β



´



+s − s2



+



x2γ α2



³



x2γ α2
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+s



2



´



+



1



(3.31)



1 − β 2 s2



γmin αβ s2 +



x2γ α2



e−τ s



(3.32)



is a finite impulse response filter which impulse response h(t) satisfies  ³ ´ ´ ¡x ¢ ³ ¡x ¢ x   α1 + β1 cos αγ t + βx1 γ − αγ sin αγ t h(t) = . for t ∈ [0, τ ]   0 for t > τ



3.4.2



(3.33)



Implementation of Kc



The capacity predictor Kc defined in (3.11) can be written as Kc (s) = where Fc (s) =



³



s α



−



µ



2τ πα



¶



1 1 + Fc (s)



(3.34)



¡ π ¢2 ´ 2τ



¡1 ¢ π + 2τ + s e−τ s α ¡ π ¢2 + s2 2τ



(3.35)



is a finite impulse response filter which impulse response f c (t) satisfies fc (t) =



½



¡π ¢ cos 2τ t − 0 for t > τ 1 α



π 2τ



sin



¡π ¢ t for t ∈ [0, τ ] 2τ



.



(3.36)



Note that the above finite impulse response filters can be digitally implemented easily by making use of their impulse response expression as can be seen in Appendix A.



3.4.3



Block diagrams of the controller



From (3.4), (3.5) and (3.6) the assigned rate R can be expressed as ¡ ¢ R(s) = K1 (s)Eq (s) + K2 (s) − e−τ s K2 (s)Kc (s) + Kc (s) C(s),



(3.37)



which can be implemented as shown in Figure 3.3. In fact, because of the symmetry in (3.37), K2 and Kc can be interchanged in this figure.
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eq (t) = qd (t) − q(t)



K1



+



K2



+



+



+



+



− e−τ s C(t)



b C(t)



Kc



r(t)



Figure 3.3: Overall controller implementation



3.5 3.5.1



Simulations Improvement using the new controller



We would like to compare the control schemes defined by (3.2) and (3.3) by carrying out simulink simulations. The following parameters are used for the simulation: c(t) = 1000 + 100 sin(0.1t) t≥ 0 qd (t) = 100 t≥ 0 τ = 1, α = 1, β = 10−3 . The saturation of the queue is taken into consideration in the simulation, 0 ≤ q(t) ≤ 1000. Figure 3.4 shows the plots of the queue length and the source sending rate as a function of time for both cases. It can be seen that the system reaches the steadystate more rapidly when (3.3) is used, and that we can better reject the influence of variations in capacity on the queue length and source rate dynamics.



50



Controller K1 only



Controller K1 only



200



1200 1000 800



source rate



queue length



150



100



600 400



50 200 0



0



50



100 time in sec



150



0



200



0



50



With K2 & Kc



200



150



200



2000



200



1500 source rate



queue length



150



With K2 & Kc



250



150 100



1000



500



50 0



100 time in sec



0



50



100 time in sec



150



0



200



0



50



100 time in sec



Figure 3.4: Performance improvement using the new controller



3.5.2



Use of different controllers



One could envision three different control schemes: Case 1 : Rc (s) = K1 (s)Eq (s) + C(s) b Case 2 : Rcb(s) = K1 (s)Eq (s) + C(s) Case 3 : R(s) = K1 (s)Eq (s) + Knew (s)C(s),



the third case being the one discussed in Section 3.3. Let’s examine what are the consequences of such choices on the dynamics of the system. See Figure 3.5 for the
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Figure 3.5: Queue tracking error for different controllers



plots of eq (t) versus time t. In this study we used: c(t) = 1000 + 200 sin(0.1t) t ≥ 0 qd (t) = 100 t≥ 0 τ = 1. The dashed line corresponds to Case 1. The dotted line corresponds to Case 2 where α = 10−2 . In this case, as we discussed in section 3.3.1, since only Kc is used, we are not constrained by the design of K2 for the choice of α. We can thus take a very small α in order to minimize the predictor performance degradation due to the introduction of the filter



1 . 1+αs



The solid line corresponds to Case 3 with α = 102



and β = 10−3 . It can be noticed that the last design exhibits a behavior similar to 52



the one we have seen in Case 2. In other words, having K2 = 0 and Kc with a small value of α, and having K2 6= 0 and Kc with a large value of α produce similar results. The reason for this phenomenon is the symmetry pointed out in Section 3.4.3, which has the interpretation that in Case 3 K2 takes care of the prediction of c(t), while the effect of Kc is small in that case due to large value of α. Let’s now examine the effects of tuning the parameter α on the performance of the system for the previous three cases. In the following we use: β = 10−1 , τ = 1, qd (t) = 100 t ≥ 0 c(t) = 100 sin(0.1t) + N (0, 200) + w(t) t ≥ 0 where N (M, V ) is a normally distributed random noise with mean M and variance V , w(t) is obtained by passing the signal Sat+ (e−0.1t N (0, 10)) through the filter 80(1+βs) , s



and the function Sat+ saturates the negative values to zero. To compare the



performance of different control schemes we examine the cost function sZ t |eq (η)|2 dη. Z(t) = 0



We have the following results: • Case 1: limt→∞ Z(t) = 250 • Case 2:



• Case 3:



α = 10−2 α = 10−1 α = 1 limt→∞ Z(t) 795 210 315



α = 101 α = 102 α = 103 limt→∞ Z(t) 212 203 201



It can be noticed that for Case 3 the performance of the system keeps improving while α is increased, but for Case 2 we do not have this consistency, and the value of α needs more tuning. We are thus better off using the controller defined in Case 3. 53



3.5.3



Comments on the ns simulations



The ns simulations of the above scheme have been implemented by Sthanunathan Ramakrishnan at the Rensselaer Polytechnic Institute. Figure 3.6 shows a simulation for the following configuration: out-going link capacity of 10 Mbps plus a uniform distribution from -10kbps to +10kbps, desired queue length of 20 packets, round-trip time delay of 200ms, packet size of 53 bytes and a sampling frequency of 1000 samples per round-trip time for the controller implementation. Note that in the simulation the rising time is around 3 seconds, which is due to a steady-state error between the estimated capacity and the actual one. This error is due to our digital implementation of (3.34). We noticed that if we increase the sampling frequency this error decreases and consequently the rising time is shorter, and it also decreases as the value of the outgoing link capacity is smaller. This discrepancy can be eliminated as follows: the FIR filter been designed as explained in Appendix A, the digitized version of the predictor has the form Kc z =



1 2τ . −1 πα (1 + a0 ) + a1 z + · · · + an z −n



According to the final value theorem the steady-state value of the output of K cz due to a unit step input is z Kc z→1 z−1 z 2τ 1 = . πα 1 + a0 + a1 + · · · + an



ss value = lim (z − 1)



Due to the errors in the coefficients ai ’s, ss value is close, but not exactly equal, to 1. We can thus add a corrective term to Kcz to compensate for this error by
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implementing Kc as Kccorrection · Kcz with 1 ss value πα (1 + a0 + a1 + · · · + an ). = 2τ



Kccorrection =



(3.38) (3.39)



This implementation should lead to much faster transients, even for large sampling time values.
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Figure 3.6: ns simulation
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CHAPTER 4



A ROBUST CONTROLLER DESIGN FOR ACTIVE QUEUE MANAGEMENT SCHEME SUPPORTING TCP FLOWS



4.1



Introduction



We now focus on end-to-end congestion control. It has been shown recently [37, 38, 39] that the Active Queue Management (AQM) schemes implemented in the routers of communication networks supporting Transmission Control Protocol (TCP) flows can be modeled as a feedback control system. Based on a delay differential equations model of TCP’s congestion-avoidance mode different control schemes have been proposed [38]. Here a robust controller is designed based on the known techniques for H∞ control of systems with time delays. In Section 4.2 we derive the mathematical model that will allow us to design an AQM scheme supporting TCP flows. In Section 4.3 we model the parametric uncertainties of the underlying plant which we use to design a controller robust to these uncertainties in Section 4.4. In Section 4.6 we provide simulink simulations that support our design, discuss some implementation issues in Section 4.7 and conclude with some remarks in Section 4.8.
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4.2



Mathematical model of an AQM scheme supporting TCP flows



We consider in this Chapter the network configuration consisting of a single router receiving N TCP flows, we assume that the AQM scheme implemented at the router marks packets using ECN [30] to inform the TCP sources of impending congestion. In the following we ignore the TCP slow start and time out mechanisms, thus providing a model and analysis during the congestion avoidance mode only. In TCP, the congestion window size (W (t)) is increased by one every round trip time if no congestion is detected, and is halved upon a congestion detection. This additive-increase multiplicative-decrease behavior of TCP has been modeled in [37] by the following difference equation (case of one TCP flow interacting with a single router) dW (t) =



W (t) dt − dN (t) R(t) β



(4.1)



with β = 2, R(t) = q(t)/C + Tp where Tp is the propagation delay, q(t) is the queue length at the router, C is the router’s transmission capacity, thus q(t)/C is the queuing delay and R(t) is the round trip time delay, and dN (t) is the number of marks the flow suffers. In a network topology of N homogeneous TCP sources and one router a model relating the average value of these variables and the router’s queue dynamics becomes [38] 1 W (t) W (t − R(t)) − p(t − R(t)) R(t) 2 R(t − R(t)) ( N (t) W (t) − C if q(t) > 0 R(t) n o q(t) ˙ = N (t) if q(t) = 0 max 0, R(t) W (t) − C



˙ (t) = W



(4.2) (4.3)



where p(t) is the probability of packet mark due to the AQM mechanism at the router.
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The linearization of (4.2) and (4.3) about the operating point is carried out in [38] and the perturbed variables about the operating point satisfy ˙ (t) = − N (δW (t) + δW (t − R0 )) δW R02 C R0 C 2 1 δp(t − R0 ) − 2 (δq(t) − δq(t − R0 )) − R0 C 2N 2 1 N ˙ δW (t) − δq(t) δq(t) = R0 R0



(4.4) (4.5)



where the operating point is defined by q0 + Tp C R0 C = N 2 . = W02



R0 =



(4.6)



W0



(4.7)



p0



(4.8)



For the linearization the time-varying nature of the round-trip time delay in the terms “t − R(t)” is ignored and these terms are approximated by “t − R 0 ”. However the queue length still depends on the round-trip time in the dynamic equation (4.3). From (4.4) and (4.5) we derive the transfer function from δp to δq: µ ¶Ã δq(s) 1 e−R0 s N W03 =− −R0 s 2 R 0 se δp(s) 2 W0 (R0 s) + (W0 + 1)R0 s + 2 1+ 2



W0 (R0 s) +(W0 +1)R0 s+2



! (4.9)



Considering a negative feedback control system with the AQM being the controller, the system to be controlled is given by P (s) =



N W03 e−R0 s · 2 W0 (R0 s)2 + (W0 + 1)R0 s + 2 1 +



N W03 = 2



R0 C 2 2 R0 s N



+



¡ R0 C N



1 R0 se−R0 s W0 (R0 s)2 +(W0 +1)R0 s+2



e−R0 s ¢ . + 1 R0 s + 2 + R0 se−R0 s



(4.10) (4.11)



Lemma 4.2.1 The plant P defined in (4.10) is stable for all positive values of R0 , C and N . 58



Proof: The poles of the transfer function A defined by A(s) =



W0 (R0



s)2



1 + (W0 + 1)R0 s + 2



are in the left-half part of the complex plane for all values of the parameters W 0 and R0 positives, thus A is always stable. We also have ¯ ¯ −R0 s ¯ ¯ R se 0 ¯ ¯ ¯ W0 (R0 s)2 + (W0 + 1)R0 s + 2 ¯



s=jω



R0 ω = p (2 − W0 R02 ω 2 )2 + (W0 + 1)2 (R0 ω)2 < 1



for all positive values of the parameters W0 and R0 . So according to the Nyquist stability test (see for example [56]) the transfer function 1 1+



R0 se−R0 s W0 (R0 s)2 +(W0 +1)R0 s+2



is stable for all positive W0 and R0 . We can thus conclude that the plant P defined in (4.10) is stable for all positive values of R0 , C and N . ¤ In the following we design an AQM scheme based on H ∞ control techniques that improves the system’s transient response while stabilizing the plant, and ensures robustness with respect to uncertainties in the values of the system’s parameters.



4.3



Modeling of the parametric uncertainties of the plant



Note that P in (4.10) can be written as P (s) = P2 (s)



P1 (s) 1 + P1 (s)



(4.12)



with P1 (s) =



R0 se−R0 s W0 (R0 s)2 + (W0 + 1)R0 s + 2 59



(4.13)



and P2 (s) =



N W03 . 2R0 s



(4.14)



We assume that the parameters have known nominal values Nn , R0n , Cn , W0n = R0n Cn Nn



and that we have the following bounds for their uncertainty: |N − Nn | ≤ ∆N + |R0 − R0n | ≤ ∆R0+ |C − Cn | ≤ ∆C + .



Assuming that (R0n − ∆R0+ ), (Cn − ∆C + ), (Nn − ∆N + ) are positives we also have |W0 − W0n | ≤ ∆W0+ where ∆W0+ = max



(



(R0n +∆R0+ )(Cn +∆C + ) − W0n , (Nn −∆N + ) (R0n −∆R0+ )(Cn −∆C + ) W0n − (Nn +∆N + )



)



.



The plant P can be written as P (s) = Pn (s)(1 + ∆P (s))



(4.15)



where Pn (s) is the nominal plant and ∆P (s) is the multiplicative plant uncertainty. We would like to design a controller for the nominal plant P n (s) that would also stabilize the actual plant P (s) that would be obtained by the same linearization process around the actual equilibrium point. In the following our goal is to find a bound W2 (s) for the multiplicative plant uncertainty ∆P (s). For clarity of presentation we omit in the following the argument of the transfer functions (i.e. we just write P
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instead of P (s)). Note that P1n + ∆P1 P1n P2n (P2n + ∆P2 ) = 1 + P1n + ∆P1 1 + P1n P1n P2n 1 + P1n



=



Ã Ã



∆P1 (P2n +∆P2 ) ∆P2 P2n P1n P2n + + ∆P1 ∆P1 ∆P1 1 + 1 + 1+P1n 1+P1n 1+P1n ! ∆P1 (P2n +∆P2 ) ∆P2 ∆P1 + + − 1+P P2n P1n P2n 1n ∆P1 1 + 1+P 1n



1



1+ 1+



!



so ∆P = =



∆P1 + − 1+P 1n



∆P2 P2n



1+



∆P1 (P2n +∆P2 ) P1n P2n ∆P1 1+P1n



+



1 1 + P1n + ∆P1



·



µ



¶ ∆P1 ∆P2 ∆P1 ∆P2 + (1 + P1n ) + (1 + P1n ) .(4.16) P1n P2n P1n P2n



It can be shown that a bound W2 of the multiplicative plant uncertainty, i.e. W2 that satisfies |∆P (s)|s=jω ≤ |W2 (s)|s=jω ∀ω ∈ R+ ,



(4.17)



is (see details of the derivation in Section 4.5) W2 (s) = a + bs + cs2



(4.18)



with a, b and c defined in (4.36), (4.38) and (4.37).



4.4



An H∞ optimization problem



We design the controller to minimize the following H ∞ cost function °· ° W1 (1 + Pn C)−1 inf ° ° W2 Pn C(1 + Pn C)−1



¸° ° ° °



=: γopt



(4.19)



∞



where the infimum is taken over all C stabilizing Pn , and W1 (s) = 1/s for good tracking of step-like reference inputs (desired queue size). Applying the formulae given in [49] and [48], the optimal solution to (4.19) is found as (a similar derivation
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can be found in [40]): Copt (s) =



2 2 s + (W0n + 1)R0n s + 2 + R0n se−R0n s 2γ W0n R0n · 3 cNn W0n s2 1+



where F is a finite impulse response filter defined as ³ ³ ´ ( t 2 (b2 + a2 − a2 c2 γ ) cos γ + γ c2 + a2 b2 − f (t) = 0 otherwise,



1 γ2



´



sin



³ ´ t γ



1 a2 c2 γ 2 s



+ F (s) (4.20)



for t < R0n (4.21)



with a2 b2 c2



r 1 γ 2 − a2 = , cγ x s √ (b2 − 2ac)γ 2 − c2 γ 2 − a2 + 2 , = x − c2 γ 2 c2 γ 2 x √ = x



(4.22) (4.23) (4.24)



where x is the unique positive root of x3 +



b2 − 2ac − a2 γ 2 2 (γ 2 − a2 )[(2ac − b2 )γ 2 + c2 ] (γ 2 − a2 )2 x − x − =0 c2 γ 2 c4 γ 4 c4 γ 4



(4.25)



and γ is determined as the largest root of ¯ ¯ γ −R0n s s ¯ 1− e = 0. 2 c (s + a2 )(s + b2 s + c2 ) ¯s= j



(4.26)



γ



4.5



Derivation of the multiplicative uncertainty bound



From (4.16) we see that we can bound the multiplicative plant uncertainty in the following way: 1 |∆P (s)|s=jω < 1 − upper bound on |P1n + ∆P1 |s=jω Ã¯ ! ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ∆P1 ¯ ¯ ∆P2 ¯ ∆P2 ¯ ¯ ∆P1 ¯ ¯ ¯ ¯ · ¯¯ +¯ · ¯¯ (1 + P1n )¯¯ + ¯¯ (1 + P1n )¯¯ . (4.27) ¯ P1n ¯s=jω ¯ P2n P P 1n s=jω 2n s=jω s=jω 62



Note that 1



2 1 W0n R0n = 2 2 W0n R0n s2 + 2ξω0 s + ω02 s + (W0n + 1)R0n s + 2



with 1 ω0 = R0n



r



2 W0n



(4.28)



W0n + 1 . and ξ = √ 2 2W0n



We have W0n + 1 ≥ 2 thus



p



W0n



1 ξ≥√ 2



∀ W0n



∀ W0n



and consequently the transfer function (4.28) do not exhibit any resonance phenomenon and ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 1 1 ¯ ¯ ¯ ¯ ≤ ¯ 2 2 ¯ ¯ W0n R2 s2 + (W0n + 1)R0n s + 2 ¯ W R s + (W + 1)R s + 2 0n 0n 0n 0n 0n s=jω s=0 1 ≤ . 2 Similarly we have ¯ ¯ ¯ ¯ 1 ¯ ¯ ¯ (W0n + ∆W0 )(R0n + ∆R0 )2 s2 + (W0n + ∆W0 + 1)(R0n + ∆R0 )s + 2 ¯



s=jω



1 ≤ . 2



∆ defined as



∆ = (W0 + 1)2 R02 − 8W0 R02 = R02 (W02 − 6W0 + 1) is the discriminant of the second order polynomial in s formed by the denominator of the transfer function P1 (s). A sketch of the bode plot of P1 is shown in Figures 4.1 and 4.2. For the case of ∆ < 0 corresponding to Figure 4.1 an upper bound for the 63
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Figure 4.1: Case ∆ < 0
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Figure 4.2: Case ∆ > 0



magnitude of P1 (s) evaluated on the imaginary axis is |P1 (ωm )| where ωm =



1 R0



q



2 . W0



For the case of ∆ > 0 corresponding to Figure 4.2 an upper bound for the magnitude of P1 (s) evaluated on the imaginary axis is |P1 (ωm )| where ωm is the geometric mean between the roots of the second order polynomial in s formed by the denominator of q the transfer function P1 (s), which is also ωm = R10 W20 . We thus have the following: µ ¶ R0n + ∆R0 |P1n + ∆P1 |s=jω < max · ωm ∆W0 ,∆R0 2 µ r ¶ 1 2 < max . ∆W0 2 W0n + ∆W0 Assuming W0n + ∆W0 > 1 we have |P1n + ∆P1 |s=jω 
 1. With (4.29), (4.31) and (4.32), (4.27) can be written as f2 (ω) |∆P (s)|s=jω < W 65



(4.33)



with f2 (ω) = W



1



√



½·



1 1+ 2



µ



∆R0+ 1+ R0n



¶



1 − 22 ¸ µ ¶ ¾ q 3R0n Z2 3R0n Z2 2 2 2 2 2 2 · (2 − W0n R0n ω ) + (W0n + 1) R0n ω · 1 + + 3 3 Nn W0n Nn W0n p = a 3 + b3 + c 3 ω 2 + d 3 ω 4



and a3 e3



¾ ½ 6R0n Z2 √ = 1+ 3 Nn W0n 1 − 22 !2 µ Ã ¶2 µ ¶2 ∆R0+ 1 1 3R0n Z2 √ 1+ = 1+ 3 4 1− 2 R0n Nn W0n 1



2



b3 = 4e3



2 2 2 c3 = (W0n + R0n − 2W0n R0n )e3 2 4 d3 = W0n R0n e3 .



Note that we have



with



f2 (ω) < |W2 (s)| W s=jω



(4.34)



W2 (s) = a + bs + cs2



(4.35)



and a = a3 + p c = d3 b = max



p b3 ½q



2a3



(4.36)



p d3 + 2ac + c3 ,
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r



¾



a3 c 3 √ + 2ac + c3 . b3



(4.37) (4.38)



4.6



Simulations



The simulations are carried out using simulink, the nonlinear model defined by equations (4.2) and (4.3) representing the dynamics of N TCP flows loading a router. The router implements the AQM scheme defined by (4.20). The following scenario is considered: • Nominal values known to the controller: Nn = 50 TCP sessions, Cn = 300 packets/sec, Tp = 0.2 sec, so R0n = 0.533 seconds and W0n = 3.2 packets (we assume here a fluid model and thus we do not consider packetization issues). • Real values of the plant: N = 40 TCP sessions, C = 250 packets/sec, Tp = 0.3 sec, so R0 = 0.7 seconds and W0 = 4.375 packets. • The following controller design parameters are considered: ∆N + = 10, ∆R0+ = 0.1, ∆C + = 50, which implies ∆W0+ = 2.3417. For comparison we also simulate the PI AQM scheme proposed in [38]. The parameters of the controller PI1 are computed as suggested by the authors of [38] using the above known nominal values. We can see in Figure 4.3 that the H ∞ controller performs significantly better than the PI controller for this set of parameters. However, if the PI controller is designed in a conservative way, e.g. assuming that the number of TCP flows is lower than what is known to the controller, it is possible to approach a similar performance than the H∞ controller as seen in Figure 4.3 for PI2 designed with N = 40. In Figures 4.4 and 4.5 we analyse the robustness of the two schemes with respect to variations in the network parameters. The outgoing link capacity C is a normally 67
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Figure 4.3: Comparison between H∞ and PI controllers



distributed random signal with mean 250 packets/s and variance 50 added to a pulse of period 60s, amplitude 60 packets/s. The number of TCP flows N is a normally distributed random signal with mean 45 and variance 30 added to a pulse of period 20s and amplitude 10. The propagation delay Tp is a normally distributed random signal with mean 0.8s and variance 0.05s added to a pulse of period 20s and amplitude 0.2s. The controllers have the following value known to them: C = 300 packets/s, N = 50, Tp = 0.7 and the desired queue length is q0 = 100 packets. In addition the H∞ controller uses the following design parameters: ∆N + = 10, ∆R0+ = 0.1 and
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∆C + = 50. RED has the following parameters: pmax = 0.1, minth = 80, maxth = 150, It can be seen that both the PI and the H ∞



Queue averaging weight = 0.0001.
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Figure 4.4: Comparison between H∞ , PI controllers and RED



controllers perform better than RED as the initial overshoot is reduced, and the system oscillate less under parameter variations. The wide oscillations of RED can cause the queue to become empty, thus decreasing the utilization of the outgoing link.



69



350



2



1.8 300 1.6 250



T in seconds



1.4 200



1.2



p



C outgoing rate in packets/sec



150



1



0.8



N number of TCP flows 100



0.6 50 0.4



0



0



20



40 60 Time in seconds



80



0.2



100



0



20



40 60 Time in seconds



80



100



Figure 4.5: Values of C, N and Tp corresponding to Figure 4.4



However, the PI controller generally needs more tuning than the H ∞ controller to achieve the same performance, as is expected from the robust controller design.



4.7



Implementation issues



The packet marking scheme ECN uses two bits in the IP header: bits 6 and 7 of the TOS octet in IPv4 and the Traffic Class octet in IPv6 [30, 14]. The first bit is the ECN-Capable Transport (ECT) bit that is set to 1 by the traffic source if the source 70



and receiver are ECN capable. The second bit is the Congestion Experienced (CE) bit that can be set by the router to indicate congestion. In our scheme we mark the CE bit with probability p(t) computed by the H ∞ controller according to the block diagram shown in Figure 4.6 where q0 is the desired steady state queue length and p0 = ³



2Nn2 q0 Cn



+ Tpn



´2



(4.39) Cn2



is calculated from Equations (4.6), (4.7) and (4.8).
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Figure 4.6: AQM implementation



4.8



Summary of the results



We developed in this Chapter a robust AQM control scheme supporting ECN and TCP flows. The simulation experiments based on a nonlinear fluid flow model, that includes delays, show that the proposed AQM scheme performs better than RED and the proportional-integral scheme by obtaining faster transients and less oscillatory responses, which translates into higher link utilization, low packet loss rate and small queue fluctuations.
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CHAPTER 5



A CONGESTION CONTROL ALGORITHM BASED ON ROUTER TRAFFIC LOAD



5.1



Introduction



We consider in this chapter the analysis of an Active Queue Management scheme supporting TCP flows that is based on router traffic load. This scheme was first proposed in [43]. Instead of using the queue length as a measure of congestion, we use the traffic load, defined as the ratio of the incoming rate over the outgoing rate at the router. The shape of the packet marking probability used is similar to the one of RED, but the intuition of the design is that using the traffic load information will make the queue less oscillatory, and thus increase the router’s throughput compared to RED. The objective is then to bring the value of the traffic load to one and to keep a nearly empty queue length in the buffer so that the queuing delay is as small as possible. However the idea of the design is heuristic, as was RED, and the stability analysis we perform here is meant to justify its use and to give guidelines for the design of its parameters. We assume the network configuration where the sources implement the TCP protocol. We propose an AQM scheme that drop packets or mark the same bits in the 72



packets than the ones used by ECN (bits 6 and 7 in the TOS octet in IPv4, or the Traffic class octet in IPv6 [30, 14]) to indicate congestion, but the probability of dropping/marking the packets is different than the one of RED.



5.2



Algorithm for calculating the probability of packet mark using traffic load



Similarly to the averaging done on the queue length signal for RED, an averaging is first operated on the instantaneous traffic load: Lavg (nτ ) = (1 − α)Lavg ((n − 1)τ ) + αL(nτ ),



n∈N



(5.1)



where L(nτ ) and Lavg (nτ ) are respectively the instantaneous and the average traffic load at time t = nτ , α ∈ (0, 1) is the averaging weight and τ is the averaging sampling time. The probability of packet mark/drop is shown in Figure 5.1, where the packet is marked if the flow is ECN-capable, and dropped otherwise.
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Figure 5.1: Probability of packet mark for the Traffic Load scheme
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5.3



Mathematical model



In the following we develop a mathematical model that will allow us to justify our design by carrying out a stability analysis of the implicit feedback control system the scheme forms. Moreover, this model will help justify the performance improvement we observe while comparing the Traffic Load to the RED-ECN scheme and will provide guidelines for tuning the design parameters. We consider a network configuration consisting of a single router supporting N homogeneous TCP flows. As shown in [37, 38] and explained in Section 4.2, the congestion avoidance mode of TCP can be modeled using a fluid flow approximation as W (t) W (t − R(t)) 1 − p(t − R(t)) R(t) 2 R(t − R(t)) ( N (t) W (t) − C if q(t) > 0 R(t) n o q(t) ˙ = N (t) max 0, R(t) W (t) − C if q(t) = 0



˙ (t) = W



(5.2) (5.3)



where W (t) is TCP’s congestion window size, R(t) is the round trip time delay, p(t) is the probability of packet mark due to the AQM mechanism at the router, N is the number of TCP flows going through the router and q is the buffer queue length. The round trip time is composed of the propagation delay T p and the queuing delay q(t)/C with q(t) the queue length of the buffer and C the outgoing link capacity, thus R(t) =



q(t) + Tp . C



(5.4)



The network load L(t), being defined as the ratio between the aggregate incoming rate at the router and the outgoing link capacity, satisfies L(t) =



N W (t) . R(t)C 74



(5.5)



Then if a queue builds up at the router we have q(t) ˙ = L(t) − 1. C



(5.6)



Note that Equation (5.6) is true for both RED and Traffic Load schemes. Using similar techniques to those used in [37], (5.1) is equivalent to the frequency-domain relationship Lavg (s) =



L(s) s 1 + kTL



(5.7)



with kTL = −(1/τ ) loge (1−α), and the packet marking probability shown in Figure 5.1 obeys p(t) =



Lavg (t) − minth . maxth − minth



(5.8)



From the above equations the equilibrium of the dynamical system is (W0 , L0 , p0 , R0 , q0 ) that satisfies W02 p0 = 2, L0 − minth , maxth − minth N W0 = , R0 C q0 + Tp . = C



(5.9)



p0 =



(5.10)



L0



(5.11)



R0



(5.12)



In addition, if a queue builds up (i.e. q0 > 0) we have from Equation 5.3 N W0 =C R0



(5.13)



L0 = 1.



(5.14)



and thus



In order to derive a linear model of the system we will now distinguish whether a queue is formed at equilibrium or not. 75



5.3.1



Queue does not form at equilibrium



Let’s define f (W, WR , pR ) =



W WR 1 − pR R 2R



(5.15)



where WR (t) = W (t − R0 ), qR (t) = q(t − R0 ) and pR (t) = p(t − R0 ). Note that R = Tp since q(t) ≡ 0. We evaluate the partials of f at the operating point: ∂f ∂W



W0 p0 2R0 N − L0 R02 C N − L0 R02 C W2 − 0 2R0 L2 C 2 R0 − 0 2 . 2N



= − =



∂f = ∂WR ∂f = ∂pR = We then have ˙ (t) = − δW



L20 C 2 R0 N (δW (t) + δW (t − R )) − δp(t − R0 ) 0 L0 R02 C 2N 2



(5.16)



where δW = W − W0 δq = q − q0 δp = p − p0 are the perturbed variables about the operating point. We then have, in the Laplace transformed variables, δW (s) = − δp(s) s+ ≈ −



s



L20 C 2 R0 2N 2 e−R0 s N −R0 s ) (1 + e L0 R02 C



L20 C 2 R0 2N 2 + L02N R02 C
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e−R0 s



(5.17) (5.18)



where it is assumed that the high frequency dynamics of the time delay in the denominator of (5.17) are neglected, i.e. that Ã ¡ −hs ¢ !−1 e −1 1 ≈ 1. 1+ L R2 C 2 1 + 02N0 s



(5.19)



By (5.5) we also have δL(s) N = , δW (s) R0 C



(5.20)



then the plant to be controlled by the Traffic Load AQM scheme (transfer function from p to L) is P (s) =



5.3.2



s



L20 C 2N + L02N R02 C



e−R0 s .



(5.21)



A queue is formed at equilibrium



If, on the other hand, a queue is formed at equilibrium, i.e. q 0 > 0, then from [38] we have δq(s) ≈³ δp(s) s+



and since from Equation (5.6)



2



C − 2N ´³ 2N s+ R2 C 0



1 R0



´ e−R0 s ,



δL(s) s = δq(s) C



(5.22)



(5.23)



the plant to be controlled by the Traffic Load AQM scheme (transfer function from p to L) is Pq (s) = ³ s+



C s 2N ´³



2N R02 C



s+



1 R0



´ e−R0 s .



(5.24)



Note that if a steady state queue exists, then from Equations (5.9), (5.10), (5.11), (5.12) and (5.14) the steady state queue length q0 satisfies s 2(maxth − minth ) q0 = N − CTp . (1 − minth ) 77



(5.25)



Thus, knowing Tp , C and N , it is possible from Equation (5.25) to design the Traffic Load parameters such that a desired queue length is attained at equilibrium.



5.4



Stability analysis



We are concerned in having the magnitude of the queue oscillations kept small, so that when the system is designed such that the equilibrium queue length is small it also implies that the queue length does not become empty as often for the Traffic Load scheme as for RED, thus resulting in a better utilization of the outgoing link. In order to do so we need to have good stability margins for the feedback system the AQM scheme forms. Assuming a steady state queue length exists at equilibrium (which can be designed using Equation (5.25)), from Equations (5.24), (5.7) and (5.8) the open loop transfer function of the Traffic Load scheme is GTL = ³



s+



C s 2N ´³



2N R02 C



s+



1 R0



´ e−R0 s



LTL s 1 + kTL



(5.26)



with LTL = 1/(maxth − minth ). We further assume that the low-pass filter pole kTL is less than the corner frequency of TCP’s dynamics and that it dominates the closedloop system behavior. The unity-gain crossover frequency ω TL (i.e. |GTL (jωTL )| = 1) thus satisfies ωTL ¿ min



½



2N 1 , R02 C R0



¾



,



(5.27)



then at low frequency we have GTL (s) ≈



KTL s −R0 s s e 1 + kTL



(5.28)



R03 C 2 LTL . (2N )2



(5.29)



with KTL =
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The phase margin of the Traffic Load system (5.28) without delay is ¶ µ ωTL π −1 P MTL (ωTL ) = π + − tan 2 kTL ¶ µ 3π ωTL −1 = − tan 2 kTL



(5.30)



and the delay margin, which represents how much the round-trip time can be increased without violating stability of the feedback system is then DMTL (ωTL ) = =



P MTL (ωTL ) − R0 ωTL ³ ´ 3π −1 ωTL − tan 2 kTL ωTL



− R0



(5.31)



with ωTL the smallest solution of |GTL (jωTL )| = 1, i.e. 1 ωTL = q 2 KTL −



1



.



(5.32)



2 kTL



From (5.32), (5.29), (5.12) and assuming kTL = 1 (see a discussion for that choice of kTL in [43] and [57]) we have ωTL = q



1 N 2 (max



th − minth ) 2C 2 (1−minth )3



.



(5.33)



−1



On the other hand, as shown in [38], the open-loop transfer function of the classical TCP-RED scheme is GRED ≈ e−R0 s



KRED s 1 + kRED



(5.34)



with KRED =



(R0 C)3 LRED , (2N )2



(5.35)



LRED = Pmax /(maxth − minth ),



(5.36)



kRED = −C loge (1 − αRED ),



(5.37)
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αRED being RED’s queue averaging weight. The delay margin for RED is thus ´ ³ RED π − tan−1 ωkRED − R0 (5.38) DMRED (ωRED ) = ωRED where ωRED



q 2 − 1. = kRED KRED



(5.39)



Note that the derivative term appearing in the open-loop transfer function from Equation (5.24) adds 90o phase, thus increases the delay margin of the system and speeds up the closed-loop system’s response time.



5.5



MATLAB simulations



We simulate in MATLAB the system formed by Equations (5.2), (5.3), (5.4), (5.5), (5.7) and (5.8), together with RED. In Figures 5.2 and 5.3 are shown the time responses of the queue length, congestion window size, probability of packet mark and traffic load corresponding to the parameters of Case 1 in Table 5.1.



Case1 Case2



Tp 0.05 0.1



N 20 60



C Pmax 300 0.2 300 0.2



RED minth 10 10



RED maxth 80 80



αRED 0.002 0.002



kTL 1 1



T L minth 0.3 0.3



We can see T L maxth 1.1 1.1



Table 5.1: Parameters for MATLAB simulations



that the queue length settles much faster to its steady state value for the Traffic Load scheme than for RED, while having a much smaller overshoot. The RED AQM scheme is well known to be hard to tune [32] for good performance (such as what was done for Case 1); Case 2 in Table 5.1 corresponds to a typical RED parameter set and Figures 5.4 and 5.5 show the responses of RED and Traffic Load schemes for 80
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Figure 5.2: RED scheme for Case 1



this case.



We can see that the queue length is much less oscillatory for the Traffic



Load scheme, which will translate into a better throuput and lower jitter. It has been noticed consistantly that the Traffic Load scheme is much easier to tune than RED for good performance as illustrated by Case 2.
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Figure 5.3: Traffic Load scheme for Case 1



5.6



Comments about ns Simulations



In [43] and [57] some ns simulations of the Traffic Load scheme were performed using the above guidelines. The Traffic Load scheme consistently performed better than RED in terms of throughput and jitter suffered by the flows.
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Figure 5.4: RED scheme for Case 2
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Figure 5.5: Traffic Load scheme for Case 2 83
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CHAPTER 6



GUIDELINES FOR OPTIMIZING MULTI-LEVEL ECN, USING FLUID FLOW BASED TCP MODEL



6.1



Introduction



As explained earlier, end-to-end window-based congestion control in today’s Internet is mainly due to the interaction between end users implementing the TCP protocol [29] and its variants, and Active Queue Management schemes such as RED [13], ECN [30]. ECN just marks one bit of information in each packet. A proposed modification of ECN, namely Multi-Level Explicit Congestion Notification MECN [58], is one where two bits per packet are marked, thus allowing us to indicate four different types of marking. In congestion-avoidance mode traditional TCP divides its congestion window size by 2 upon the detection of a marked packet (see [29]), which corresponds to an exponential decrease of the sending rates when congestion is detected. Such a system is thought to be harsh during stages of incipient congestion. The proposed modification of TCP is one where its congestion window is reduced differently depending on the type of mark an ACK packet carries: during severe congestion the source divides its congestion window by 2, but the main idea is to design a scheme in which for incipient 84



or moderate congestion the congestion window is reduced by a factor less than half of its value, thus leading to a smoother decrease of the sources sending rates upon detection of a packet mark than the standard TCP, and consequently resulting in an increase in the system’s throughput. In [58], it was shown that MECN does improve the throughput at the router. However guidelines for proper tuning of the many parameters in it was still an issue. The remaining part of the Chapter is organized as follows: in Section 6.2 we present the MECN scheme including the router marking and dropping policy, receiver feedback and the TCP source response. In Sections 6.3 and 6.4, we use a fluid-flow model inspired from the one developed for RED-ECN in [37, 38] which allows us to use control theoretic tools in order to analyze and validate the performance improvement and study stability margins of the proposed scheme compared to standard RED-ECN.



6.2 6.2.1



Description of Multilevel Explicit Congestion Notification (MECN) Marking the bits at the router



The current standard for ECN uses two bits in the IP header (bits 6 and 7 in the TOS octet in IPv4, or the Traffic class octet in IPv6) [30, 14] to indicate congestion. The first bit is called ECT (ECN-Capable Transport) bit. This bit is set to 1 in the packet by the traffic source if the source and receiver are ECN capable. The second bit is called the CE (Congestion Experienced) bit. If the ECT bit is set in a packet, the router can set the CE bit in order to indicate congestion. The two bits specified for the purpose of ECN can be used more efficiently to indicate congestion, since we can indicate 4 different levels using two bits. If non
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ECN-capable packets are identified by the bit combination of ’00’, we have three other combinations to indicate three levels of congestion. The marking of CE, ECT bits is done using a multilevel RED scheme. The classical RED scheme shown for comparison in Figures 6.1 and 6.2 has been modified to include another threshold called the midth , in addition to maxth and minth . If the size of the average queue is between minth and midth , there is incipient congestion and the CE, ECT bits are marked as ’10’ with a probability p 1 . If the average queue is between midth and maxth , there is moderate congestion and the CE, ECT bits are marked as ’11’ with a probability p2 and the packets which did not get marked with ’11’ get marked with ’10’ with a probability p1 . If the average queue is above maxth all packets are marked with ’11’, and the packets are dropped if the buffer is full. The marking policy is shown in Figures 6.3 and 6.1 where K = −C ln(1 − α) with α being the queue averaging weight and C being the outgoing link capacity 1 .



Instantaneous queue length



K s+K



Average queue length



Figure 6.1: RED’s queue averaging



6.2.2



Feedback from Receiver to Sender



The receiver reflects the bit marking in the IP header to the TCP ACK. Since we have three levels of marking instead of 2-level marking in the traditional ECN [30, 14], we make use of 3 combinations of the 2 bits 8, 9 (CWR, ECE) in the reserved field of 1



The low pass filter formulation is due to [37]
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Figure 6.2: Probability of marking a packet for ECN-RED



Probability of packet marks 1 Pmax p1 p2 0 maxth



minth midth



Average queue length



Figure 6.3: Probabilities of marking a packet for MECN



the TCP header, which are specified for ECN. In traditional TCP the bit combination ’00’ indicates no congestion and ’01’ indicates congestion. Now these 2 bits are just going to reflect the 2 bits in the IP header. The packet drop is recognized using traditional ways, by timeouts or duplicate ACKs.
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The receiver marks the CWR, ECE bits in the ACKs as ’01’ if the received packet has CE, ECT bits marked by the router as ’10’. When a packet with CE, ECT bits marked as ’11’ is received, the receiver marks CWR, ECE bits in ACKs as ’11’. If the received packet has CE, ECT bits marked as ’00’ or ’01’, the receiver marks CWR, ECE bits of the ACKs as ’00’. The marking in the ACKs CWR, ECE bits is shown in Table 6.1.



CE bit 0 0 1 1



ECT bit 0 1 0 1



CWR bit 0 0 0 1



ECE bit 0 0 1 1



Table 6.1: Marking in the TCP ACKs CWR, ECE bits



In the current ECN standard the CWR bit has the possibility of being set only in packets from source to the receiver and the receiver stops reflecting the ECN bits if it receives a packet with CWR set. But in the MECN scheme the CWR is used in both directions.



6.2.3



Response of TCP source



In congestion-avoidance mode traditional TCP divides its congestion window size by 2 upon the detection of a marked packet or if a packet is dropped (see [29]), which corresponds to an exponential decrease in the sending rate. That is, a marking is treated the same as a dropping. It is believed in [58] that the marking of ECN should not be treated the same way as a packet drop, since ECN indicates just the start 88



of congestion, and such a harsh congestion control mechanism would lead to wide oscillations in the queue length at the router. Now with multiple levels of congestion feedback, the TCP’s response needs to be refined. We have studied the following scheme: • Recall the AIMD (Additive Increase Multiplicative Decrease) scheme summarized by Equation (4.1); in the right hand side of that equation W is divided by β = 2 when congestion is detected. Here, upon the detection of a packet-drop, the congestion window ’cwnd’ is divided by β = β3 = 2. This is done for two reasons: first, a packet-drop means severe congestion, buffer overflow, and some severe actions need to be taken; second, to maintain backward compatibility with routers which do not implement ECN. • for other levels of congestion, such a drastic step as reducing the ’cwnd’ by half is not necessary and might make the flow less vigorous. When there is no congestion, the congestion window is allowed to grow linearly as usual. When the CWR-ECE marking is ’01’ in the right hand side of (4.1) we use β = β 1 > 2 and when the CWR-ECE marking is ’11’ an additional term with β = β 2 > 2 is used; see (6.5) for a more precise mathematical model. In the following we will distinguish the cases where the average queue length settles below or above midth , provide the corresponding mathematical model and carry out a performance and stability analysis of the system.
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6.3 6.3.1



Stability and performance analysis if steady state queue length settles between midth and maxth Mathematical models of TCP-ECN and TCP-MECN



In the following we study the stability and performance of the new system when the average queue length is between midth and maxth . In the following we ignore the TCP slow start and time out mechanisms, thus providing a model and analysis during the congestion avoidance mode only. As seen in Sections 4.2, 5.4 and in [38] the linearized dynamics of TCP-ECN (transfer function from the probability of packet mark to the node’s queue length) is: P0 (s) = e where



−R0 s



³



s+



2N R02 C



C2 2N ´³



s+



1 R0



´



(6.1)



R0 = Equilibrium round − trip time (in secs) C = Link capacity (in packets/secs) N = Number of TCP sessions, and the linearized dynamics of RED-ECN (transfer function from the node’s queue length to the probability of packet mark) which has also been derived in [37] is: RED0 (s) =



LRED0 s +1 K



(6.2)



with K = −C ln(1 − α) where α is RED’s averaging weight and LRED0 = Pmax /(maxth − minth ) is the slope of the probability of packet mark function shown in Figure 6.2. The open-loop transfer 90



function formed by TCP-ECN can thus be written as



with



G0 (s) = ³



e−R0 s 1 ´ · K · 0 s R02 C +1 K s + 1 (R0 s + 1) 2N K0 =



R03 C 3 LRED0 . (2N )2



(6.3)



(6.4)



In our scheme the dynamics of the new TCP are W (t) W (t − R(t)) 1 − P rob1 (t − R(t)) R(t) β1 R(t − R(t)) W (t) W (t − R(t)) − P rob2 (t − R(t)) β2 R(t − R(t)) ( N (t) W (t) − C if q(t) > 0 R(t) n o q(t) ˙ = (t) max 0, N W (t) − C if q(t) = 0 R(t)



˙ (t) = W



(6.5) (6.6)



where P rob1 is the probability of receiving a mark ‘01’ and P rob2 is the probability of receiving a mark ‘11’, thus P rob2 = p2 and P rob1 = p1 (1 − p2 ). Using similar techniques than the ones used in [38] a linear model of (6.5) and (6.6) can be derived. We first assume that the number of TCP flows and the outgoing link capacity are ˙ (t) = 0 and q(t) constant. The operating point (W0 , q0 , R0 , p10 , p20 ) defined by W ˙ =0 satisfies W02



µ



p2 p10 (1 − p20 ) + 0 β1 β2



¶



= 1



(6.7)



p10 = (q0 − minth )LRED1



(6.8)



p20 = (q0 − midth )LRED2



(6.9)



R0 C N q0 = + Tp C



W0 =



(6.10)



R0



(6.11)



with LRED1 = Pmax /(maxth − minth ), LRED2 = Pmax /(maxth − midth ) as shown in Figure 6.3. Next the time-varying nature of the round-trip time delay in the terms 91



“t − R(t)” is ignored and these terms are approximated by “t − R 0 ”. However the queue length still depends on the round-trip time in the dynamic equation (6.6). Let’s define f (W, WR , q, qR , p1R , p2R ) = g(W, q) =



q C q C



· ¸ W WR p1R p2R 1 − qR (6.12) (1 − p2R ) + + Tp + T p β1 β2 C N W −C (6.13) + Tp



where WR (t) = W (t − R0 ), qR (t) = q(t − R0 ), p1R (t) = p1 (t − R0 ) and p2R (t) = p2 (t − R0 ). We evaluate the partials of f and g at the operating point: ∂f ∂W



= = =
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(6.14) (6.15) (6.16) (6.17) (6.18) (6.19) (6.20) (6.21) (6.22) (6.23) (6.24)



The perturbed variables about the operating point then satisfy ˙ (t) = − N (δW (t) + δW (t − R0 )) − 1 (δq(t) − δq(t − R0 )) δW R02 C R02 C µ ¶ W02 −p10 1 W02 1 − p20 δp2 (t − R0 ) (6.25) δp1 (t − R0 ) − + − R0 β 1 R0 β1 β2 1 N ˙ δW (t) − δq(t) (6.26) δq(t) = R0 R0 and neglecting some high-frequency dynamics similarly to what was done in [38], the linearized dynamics of TCP-MECN results in the open-loop transfer function G(s) = ³



with
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(6.28)



Similarly to [38] we assume that the low-pass filter pole K is less than the corner frequencies of the new TCP, and that it dominates the closed-loop system behavior. The unity-gain crossover frequency ωg (i.e. |G(jωg )| = 1) thus satisfies ωg ¿ min



½



2N 1 , R02 C R0



¾



.



(6.29)



Then at low frequency we have K0 +1



(6.30)



KMECN s +1 K



(6.31)



G0 (s) ≈ e−R0 s



s K



for TCP-ECN and G(s) ≈ e−R0 s for TCP-MECN.
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6.3.2



Sensitivity transfer function



Since the average queue is settling at a value greater than mid th , the queue is not very likely to become empty, and thus we are more concerned in having small oscillations in the queue length at steady state in order to have small jitter (variation in the round trip time delay a flow suffers), than to have a smooth rise in the queue length to prevent transient queue oscillations. We thus would like to design the MECN scheme such that the magnitude of the sensitivity transfer function is reduced compared to RED. In order to analyse the performance improvement we compute the ratio between the sensitivity transfer functions of TCP-MECN and TCP-ECN (1 + G(s))−1 S(s) = S0 (s) (1 + G0 (s))−1 s 1 + K(1+K 1 + K0 0) ≈ · s 1 + KMECN 1 + K(1+KMECN ) where we neglected the dynamics of the time-delays of (6.30) and (6.31). If K MECN > K0 we have a performance improvement for ω ∈ [0, K(1 + K0 )] with a sensitivity ¯ ¯ ¯ ¯ 1+K0 1+K0 function reduced such that ¯ SS0 ¯ ≈ 1+K with 1+K < 1. MECN MECN



6.3.3



Stability analysis



The phase margins of the systems without delay are (see for example [56]) P M (ωg ) ≈ π − tan



−1



³ω ´ g



K



(6.32)



p where ωg is such that |G(jωg )| = 1, i.e. ωg0 = K K02 − 1 for the traditional TCPp 2 ECN, and ωg = K KMECN − 1 for TCP-MECN. The delay margin (DM ), which represents how much the round-trip time can be increased without violating stability 94



of the feedback system (see for example [56]), is then P M (ωg ) − R0 ωg ¡ ¢ π − tan−1 ωKg − R0 . ≈ ωg



DM (ωg ) ≈



(6.33) (6.34)



If KMECN > K0 we have ωg > ωg0 , and since DM (ωg ) is a decreasing function of ωg we have a decrease in the delay margin in using TCP-MECN. But this is the price we pay for having an improved performance at low frequency while still using such simple feedback control mechanism.



6.3.4



Trade-off between performance improvement and stability margins



In Figure 6.4 we plot the delay margin (6.34) and the performance improvement defined by (1 + KMECN )/(1 + K0 ) > 1 as a function of KMECN . We clearly see the following trade-off: KMECN should be chosen as large as possible for good performance improvement, but it should be less than some value to ensure a sufficient delay margin. In Figure 6.4 we see that for the case of K0 = 0.1, R0 = 0.2s and K = 0.1 we can have a delay margin of 1s while having a performance improvement (1+K MECN )/(1+K0 ) ≈ 13.3 with KMECN = 13.64. Also note that we have a wide range for choosing good design parameters, for example we can have a delay margin of 10s while having a performance improvement (1 + KMECN )/(1 + K0 ) ≈ 3 with KMECN = 2.



6.4



Stability and performance analysis if steady state queue length settles between minth and midth



On the other hand, if the average queue settles at a value less than mid th , it is more important to have a good throughput and thus to have good stability margins to prevent the queue to become empty too often. 95
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Figure 6.4: Performance improvement and delay margin



The open-loop transfer function is then K1 . +1



(6.35)



R03 C 3 LRED1 . 2β1 N 2



(6.36)



G(s) ≈ e−R0 s



s K



with K1 =
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Since β1 > 2 we have K1 < K0 , and from the analysis carried out in Section 6.3.3 we have an increase in the delay margin as it was desired.



6.5



MATLAB simulation



The system composed by Equations (6.5) and (6.6) is simulated in MATLAB to analyse the time domain performance of MECN compared to ECN. In Figure 6.5 the following parameters are used: Tp = 0.06s, N = 10, C = 500 packets/sec, and • For ECN: Pmax = 0.2, minth = 40, maxth = 80 and αECN = 0.002, • For MECN: Pmax = 0.2, minth = 20, midth = 40, maxth = 100, β1 = 4, β2 = 4 and αMECN = 0.002. We can notice that there is less oscillations in the queue length for the MECN scheme, which will result in having the flows suffering a smaller jitter than for ECN.



6.6



Comments about ns Simulations



In [44] and [57] extensive simulations of the MECN system are presented that use the guidelines of Sections 6.3 and 6.4. It has been noticed that the MECN consistently provides better throughput than ECN when the average queue length settles below midth , and that we have a decreased jitter over all average queue length ranges.



6.7



Summary of the results



In this Chapter, we have studied the performance of a Multi-Level Explicit Congestion Notification scheme. Two bits are now used to indicate four levels of congestion. The marking algorithm of RED and the TCP source reaction to it are changed. We have explained the performance improvement of MECN over ECN using classical 97
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Figure 6.5: Queue length and marking probabilities for ECN-RED and MECN



control theory tools and these results have been validated by ns simulations in [44] and [57]. For low thresholds, we get a much higher throughput from the router with lesser delays in the case of MECN. For higher thresholds, the improvement is seen in the reduction in the jitter experienced by the flows.
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CHAPTER 7



CONCLUSIONS



In this thesis, a control theoretic approach is taken to design and analyze various flow controllers for congestion control in communication networks. In Chapter 2 an explicit-rate feedback controller is designed for flow control in rate-based networks. The controller guarantees stability robustness with respect to uncertain time-varying multiple time-delays in different channels. It also brings the queue length at the bottleneck node to the desired steady-state value asymptotically and satisfies a weighted fairness condition. Lower bounds for stability margins for uncertainty in the time-delays and for the rate of change of the time-delays are derived. A number of simulations are included to demonstrate the time-domain performance of the controller. Trade offs between robustness and time-domain performance are also discussed. Note that solving (2.22) exactly is difficult because it is a multidelay multivariable H∞ problem. Its solution involves finding singular values and vectors of an infinite dimensional operator (see [48]). In the scalar delay or SISO case, the commutativity of certain delay operators simplify the infinite dimensional problem; and the exact optimal solution can be obtained as in [48, 49]. An alternative approach to problem (2.22) (or finding a robust controller for the uncertain system shown in Figure 2.2 subject to tracking and weighted fairness conditions) would be 99



to use Pade approximations for the time-delays; then the problem becomes finite dimensional multivariable H∞ or µ−synthesis problem for which numerical tools are available. This path is taken in [55] and in [59]. However, in that finite dimensional approximation the size of the problem is relatively large, and the delay structure is not apparent in the controller. The structure of the finite dimensional µ−based controller is still under investigation [59]. The use of the outgoing link capacity is investigated in Chapter 3. On top of the existing robust controller developed in Chapter 2, we use an additional controller term, acting on the capacity information. Different ways to design such additional controller term is investigated, and simulations demonstrate the improved time-domain performance of the controller. The window-based congestion control problem is then considered for the rest of the thesis. In Chapter 4 an H∞ controller is designed for an Active Queue Management scheme supporting TCP flows. The controller is robust with respect to the network parameters uncertainties, and achieves a good time-domain performance by making use of the knowledge of the Transmission Control Protocol’s dynamics. Then in Chapters 5 and 6 a control theoretic analysis is performed on linearized models of proposed AQM designs (Traffic Load and Multi-Level ECN) to support their use and give guidelines for their parameters choices. It is shown that both schemes outperform the current designs used in the Internet by increasing the system’s throughput and lowering the jitter experienced by TCP flows. In all of these cases the design was justified for a single bottleneck node. This is a common approach in window-based congestion control, where it is generally assumed that an AQM scheme designed for a single router connected to N sources would 100



still behave reasonably in an arbitrary network topology [60]. Preliminary results in [61] consider more complex topologies for the design of AQM controllers supporting TCP flows. Also in [62, 63, 54] the authors consider more general topologies for congestion controller design in rate-based networks. Design of congestion controllers for an arbitrary network topology is still a topic of research interest. But the extension is not trivial since the controllers implemented at different bottlenecks will interact with each other. Also, many dynamics are not modeled in present available mathematical models. The derivation of more accurate models (that would include nonlinearities, discrete events and model of different protocol coexisting with each other) still need to be derived (see initial results in [64]), but the design of congestion control laws will correspondingly become more difficult. The advantage of adding such complexity needs also to be justified in practical networks.
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APPENDIX A



DIGITAL IMPLEMENTATION OF A FINITE IMPULSE RESPONSE FILTER



In Sections 2.9, 3.4.1, 3.4.2 and 4.4 a Finite Impulse Response filter placed in a closed loop has to be implemented. The FIR filter has the form F IRc (t) =



½



f (t) for t ∈ [0, h] . 0 for t > h



(A.1)



A digitized version of it at the sampling time Ts is (assuming h/Ts is an integer) h



F IRd (z) = a0 + a1 z −1 + · · · + a h z − Ts Ts



(A.2)



where ai = Ts f (iTs ) for i = 0, · · · ,



h . Ts



(A.3)



The FIR filter is then placed in a feedback loop: 1 1 = h . 1 + F IRd (z) (1 + a0 ) + a1 z −1 + · · · + a h z − Ts Ts
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(A.4)
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