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Chapter 1 Introduction



1 1 Motivations The evolving of broadband access techniques into t h e wireless domain introduces difficult and interesting challenges to t h e system architecture design. The system designers a r e faced with a challenging s e t of problems t h a t stem from access mechanisms, energy conservation, a required low error rate, transmission speed characteristics of t h e wireless links, and mobility aspects such a s small size, light weight, long battery life, and low cost. Currently, most of t h e hardware solutions for mobile terminal implementation a r e a combination of application-specific integrated circuits (ASICs) a n d digital signal processor (DSP) devices. Future generations of mobile terminals will necessitate integrating reconfigurable architectures with t h e so-called System-on-a-Chip (SoC) solution. This requirement stems from t h e increasing variety and Quality of Services (QoS) t h a t must be supported by t h e mobile terminal with high reliability a n d strict limitations for power consumption a n d size. Reconfigurable architectures, e.g., those based on the Field Programmable Gate Arrays (FPCAs) a r e being recognized a s a n alternative solution for DSP pro-



2 cessing. " Wireless i s in m a n y cases the driver for DSPprocessing on reconfigurable



logic." said Will Strauss, who is the president of Forward Concepts and one of the leading analysts on the DSP marketplace and technology. " The processingpower



needed for the wireless infrastructure has been increasing, and in m a n y instances is greater than past and most current DSPs could supply. Thus, designers have turned to FPGAs to do the on-the-fly,front-endprocessing" [I]. The current method of handling complex processing problems is to use more and faster logic gates. Today's leading FPGAs have already passed the 1M logic gates count barrier with internal system clock rates of 200 MHz. The most powerful FPGA architecture a t this time is Xilinx Virtex 11, which provides up to 10M gates. By exploring tradeoffs between design flexibility, power, and performance, functions can be migrated from ASIC or DSP to the reconfigurable architecture, eliminating a need for the ASIC or releasing the DSP for other tasks [ Z ] . Flexibility of the mobile terminal can be defined on two levels. First a t the level of systems operation, flexibility can be defined a s the ability of the mobile terminal to support many modes of operation, e. g., voice, audio, video, web browsing, GPS, data transmission, etc. while using the same limited s e t of hardware. Second, a t the communication link level, flexibility can be defined as t h e ability of the mobile device to operate in two or more different wireless communication standards, e.g., GSM and IS-95. Another important requirement for a mobile terminal is its adaptability. Adaptability is defined as the ability of the mobile terminal to easily and quickly accommodate changes in the standards or the introduction of new services. Flexibility can thus be viewed as a subset of adaptability. An adaptable and flexible



3 hardwarelsoftware system-on-a-chip target architecture for digital baseband processing will consist of a mixture of DSP and micro-controller cores, and reconfigurable hardware parts. The system-on-a-chip also includes some glue logic and ASIC parts, as shown in Figure 1-1.



1.2 Related Work During recent years, a number of research efforts focused on the design of new reconfigurable systems for general purpose and for particular areas of application. The driving force behind such growth in the number of research activities is the potential of reconfigurable computing to greatly accelerate a wide variety of
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110 Module



Figure 1-1: SoC-Architecture components of a Baseband single chip mobile receiver



4 applications. The work in this area flows in two major directions. The first hardware oriented direction is geared toward designing new hardware architectures or optimizing the current architectures. The second software oriented sub-area of research is focused on the investigation of new placement, routing, and mapping methods t h a t tackle t h e dynamic reconfiguration challenges. The work in the area of developing new reconfigurable architectures covers the research on coarse-grained and fine-grained reconfigurable architectures. Additionally, some of these architectures a r e created of more than one reconfigurable chips (see for example [3], [4], and [5]). These architectures (or rather systems) are called a Custom Computing Machines (CCM). I n this section of the dissertation I will focus only on coarse-grained-single-chip architectures, since they are related to this work. Fine-grain reconfigurable architectures a r e built around one-bit processing elements, called logic blocks. Commercial FPCAs like Xilinx 4000 FPCA family [6], and Altera Flex 8000 FPGA family [7] a r e good examples of fine-grain configurable architectures. Fine-grain architectures a r e useful for bit-level manipulation of data which can be found in data encryption and image processing applications. This type of architecture is not optimized for word-width data manipulation since a large area of t h e chip will be lost for routing signals. Coarse-grained architectures such a s PADDI-2 [8], PipeRench [9], Morphosys [lo], Grap [ l 11, and Colt [12] are designed to implement word-width (or larger) data paths. Because the processing elements a r e optimized for large computations, they perform such operations efficiently in terms of time and area.



The authors of [5], [13], [14], [15], and [16] presented a comprehensive survey of available reconfigurable computing platforms in the academic and commercial. In [13] and [15] reconfigurable platforms were presented in more detail. The best references for each platform were given. However, some of the information on these architectures is either incomplete or not disclosed. The most known architectures are presented here. Most of the architectures reported in the literature are mesh-based architectures. Figure 1-2 shows a general-block model of t h e mesh-based reconfigurable architectures. As their name implies, mesh-based architectures are a two dimensional arrangement of processing elements. Local connections are placed between the nearest four or eight neighbors. Additionally, vertical and horizontal communication paths are placed between the processing elements. Such a n arrangement is suitable for stream-based applications or any application t h a t requires simple
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... igure 1-2: A block model of the mesh-based reconfigurable architectures with local connection to the nearest four neighbors



6 and regular computations. Examples of mesh-based reconfigurable architectures are KressArray [17], Colt [ l21, and Morphosys [lo] and [18]. KressArray is a generalization of systolic array. I t is a two dimensional array of 32-bit processing elements called reconfigurable Data Processing Units (rDPUs). The rDPU is designed to support all arithmetic operations of the C language. The rDPU is data triggered, i.e. rDPU performs the configured operation once the data is received [l71. Additionally, the rDPU includes a register file that can be used to store the input or output data. This register file enables the KressArray to perform deep pipelined execution of a n application. In KressArray the local connection of the rDPUs a t the border of the chip are connected to 110 pins. This type of connections enables KressArry to be extendable, i.e. it can be connected to other KressArry chips to create even larger arrays of rDPUs. As shown in Figure 1-3[17] routing in KressArray is hierarchically divided into three levels. On the lowest level, a local connection to the nearest north, west, east, and south neighbor is implemented. On the second level, full length inner global buses t h a t connect any two rDPU on the same row or same column is implemented. These buses can be segmented to form more than one bus. The third level of routing is provided by a serial system bus. The system bus is also used to transfer configuration bits to the rDPUs. KressArray is designed for general use and was not designed for specific application. This is the reason that the rDPU is designed to be able to execute all C language operators. However, a specific application may not require all of the C language operations, resulting in a waste of area. KressArray supports partial
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Figure 1-3: 3x3 segment of KressArray architectural structure



dynamic reconfiguration. However, no applications have yet been found to take advantage of such features [13]. The use of buses in t h e system and the use of one bus per row to transport the configuration data may be a limiting factor of the reconfiguration speed. As the number of rDPUs increases, the number of rDPUs per bus increases making the reconfiguration time even longer. The Colt architecture is a product of work done by t h e Mobile and Portable Radio Research Group a t Virginia Tech. The Colt integrated circuit is designed a s
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Figure 1-4: Morphosys architecture components



a prototype: the so called Wormhole Run Time Reconfiguration, and it is optimized for DSP-type operations [12]. Morphosys is a parallel reconfigurable SoC designed to speed up general purpose intensive applications. Usually these applications inherent parallelism and are highly regular. I t is a combination of a RISC processor with a n array of coarse-grain reconfigurable cells [lo]. As shown in Figure 1-4 [lo], the Morphosys architecture consists of a two dimensional array of reconfigurable cells, called a Reconfigurable Cell Array (RC Array); combined with a RISC control processor called TinyRISC; Context Memory; Frame Buffer; a DMA Controller, and a memory interface. The TinyRISC processor is a MIPS-like processor. I t has a 32-bit ALU, register file and a n on-chip data cache memory. The processor is included in the system for controlling the execution of the operations and to control t h e main



memory interface. For this purpose additional instructions which are specific to Morphosys have been added to the standard RISC instruction set. The reconfigurable component is an array of 64 processing elements. The number of the processing elements in the array and the way they are arranged is influenced by one of the target applications: the image processing. Image processing applications tend to process the data in 8x8 segments [18]. Thus a n RC array is arranged in a two dimensional array of 8x8 elements. The reconfigurable cell of the Morphosys system is shown in Figure 1-5 [lo]. The RC incorporates an ALU-multiplier unit, a shifter unit, input multiplexers
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igure 1-5: The structure of the Reconfigurable Cell (RC) of the Morphosys system



10 and a register file. The multiplier is included since many target applications require integer multiplication. The multiplier unit can perform integer multiplication and accumulation in one cycle. The multiplexers can select inputs from other RCs, from the operand bus, or from the internal register file. The processing elements of the array a r e grouped either row-wise or column-wise for configuration. This reduces the number of configuration context of the array from sixty four to eight. I n addition, this grouping of RC implies a SIMD computation model. The routing of the RC array consists of three layers, four nearest neighbor local connections, segments of the distance of two connections, and long global connections. Morphosys is a n efficient implementation system for specific applications, such a s image processing or data encryption [lo] and [18]. However, the SIMD computation model of the RC array limits the Morphosys from being able to efficiently implement other applications t h a t do not inhabit block size data input or do not require regular execution styles. Additionally, the RC units of the array are very-coarse-grained (32-bit). This leads to few RC units in the array, and a waste of the resources (area) when implementing smaller data paths of 16-bit or less. Examples of other reconfigurable computing engines t h a t do not follow the two dimensional array topology are: The Pleiades (Ultra-Low-Power Hybrid and Configurable Computing) project a t the University of California, Berkeley. This engine is designed to provide low power consumption coupled with high-performance for multimedia computing applications [19] and [20]. Pleiades is a crossbarbased architecture. The PipeRench architecture (Carnegie Mellon University) [9] is a reconfigurable fabric of processing elements for general purpose applications.



11 The PipeRench is specifically designed to speed up the reconfiguration process through a new technique called pipeline reconfiguration. Pipeline reconfiguration allows one stage of the pipeline path to be configured in every cycle, while concurrently executing all other stages. Finally, the Grap architecture (University of California, Berkeley) [ l l ] is tailored toward accelerating loops for general purpose computations. All of the above mentioned architectures are being developed in the academia. Commercial solutions for tele-communication and wireless applications are being developed by Chameleon Systems [2 11, and MorphICs [22]. Chameleon Systems [23] announced the CS2000 family of multi-protocol multi-application reconfigurable platforms for tele-communication and data communication. Figure 1-6 [21] shows a block diagram of the SC2000 family. The CS2000 family incorporates a 32-bit RISC core, full memory controller, PC1 controller, and a reconfigurable array. The reconfigurable array sizes come in 6, 9, and 12 tiles. The tile consists of seven 32-bit processing elements, four local memories of 128x32 bits, and two 16x24-bit multipliers. Every three tiles a r e grouped a s a slice. Dynamic configuration is supported and can be accomplished in one cycle. Although MorphICs announced its own version of reconfigurable chips targeting the next generation of wireless application, it never disclosed any information about the inner design of its solution. Chameleon CS2000 can be considered a s a general solution for the wireless application. However, it was not meant to be an implementation solution for the



Figure 1-6: Chameleon CS2000 Reconfigurable Communications Processor and Reconfigurable Processing Fabric (RPF) baseband processing of the handheld terminals. The CS2000 family's very sophisticated and in-homogenous array makes a n IP-based mapping difficult. Based upon all of the published work, no architecture was designed specifically for the wireless application. Additionally, general architecture t h a t could perform well for all applications is very hard (if not impossible) to be designed [24]. Therefore, tailored architectures for different areas of application are a must. Presently, no formal methods or guidelines have been devised for a reconfigurable architecture design and specifically no methods exist for mobile communication.



13 Today mobile communication applications are of critical importance. Therefore, it is important to develop models and rules to design the reconfigurable architectures for these applications.



1.3 Project Goals a n d Objectives The goal of this dissertation is to develop a n array of coarse-grained Dynamically Reconfigurable Processing Units (DRPUs), which are internally connected with optimized and reconfigurable communication structures. The architecture provides efficient and fast dynamic reconfiguration possibilities (e.g., only partial and during run-time) while other parts of the reconfigurable architecture are active [25] and [26]. The choice of implementing algorithms depends upon the design of the hardware flexibility, speed, and power consumption requirements. Traditionally, algorithms that handle chip-rate signal processing (3.84M chip-per-second over sampled 4 or 8 times) are implemented on a n ASIC. Whereas algorithms that handle symbol-rate signal processing (maximum of 2M samples-per-second) are implemented on a DSP. An ASIC generally runs faster and consumes less power when compared with the general purpose Digital Signal Processor DSP [27]. The developed architecture is to be able to handle both signal rates with performance and power consumption equivalent to or better than dedicated ASIC or DSP devices. Modern communication systems operate with fixed, detailed execution formats that impose frequent deadlines. As a result, it is essential to know the execu-



14 tion times of various signal-processing algorithms. This is difficult with generalpurpose processors, because they manipulate the flow of data and the instruction sequence to balance loading. Therefore, the reconfigurable computing architecture must provide hard timing limits for well-known execution times of intended functions [28]. The primary objective of this work is to design and simulate a new architecture for the mobile station for third generation (3G) systems. The design and simulation will be based on the principles and methods of Dynamically Reconfigurable Computing. The design of such architecture will cover broad disciplines. A low power design, hardwarelsoftware codesign, reconfigurable computing simulation, and computer programming are a few examples of these disciplines. The design processes incorporate new design algorithms specially developed for third generation mobile systems. Such algorithms will be adaptable to channel changes, will be efficient, and will take advantage of the dynamic and parallel nature of the architecture. The final system will provide a better solution for mobile stations. The system will reflect the low cost requirement of the future systems and a t the same time it will combine low power consumption with a powerful performance. Another important goal of this work is to develop the bases of a set of methods and rules for designing reconfigurable architectures for a specific area of applications.



15



1.4 Dissertation Outline This dissertation is organized as follows: Chapter 2 introduces the up coming third and future generation mobile systems in general. Chapter 3 examines some of the most demanding applications a t the receiver baseband processing of the mobile terminal. Chapter 4 discusses different platforms available for the targeted application and compares their pros and cons. A more detailed discussion about the dynamically reconfigurable architectures is presented in depth in this chapter. Chapter 5 introduces the Dynamically Reconfigurable Architecture for future generation Wireless mobile systems (DRAW). An abstract planar model of the ai-chitecture and a detailed description of the new features and aspects of the architecture are also presented in Chapter 5. Chapter 6 presents the design flow of the DRAW architecture. Many new concepts that emerge from the design of DRAW are also introduced and discussed. The architecture is composed of an array of processing elements dubbed DRPUs and dynamically reconfigurable communication resources. In order to demonstrate the new concepts introduced through DRAW, two applications a n FIR filter and a Gold code generator were mapped into DRAW. Along with a discussion of the mapping process, simulation results are presented in Chapter 7. Chapter 8 provides a general conclusion and recommendations for future research in this area.



Chapter 2 Third and Future Generations Mobile Systems



2.1 Introduction This chapter briefly presents the new evolving Wideband Code Division Multiple Accesses (WCDMA). Presently this is a standard of the third generation mobile systems developed by the third-generation partnership project (3GPP). 3GPP was established to harmonize and standardize many similar proposals from different parts of the world [29]. In addition, a brief look a t the future wireless communication systems will be provided.



2.2 Overview of the Third Generation Systems The first generation mobile systems in the 1970s were based on analog transmission schemes. They supported only the voice service. The second generation mobile systems in the 1980s were based on digital transmission scheme. The second generation was designed9for circuit switched services. I n addition to voice service, the second generation mobile systems supported low to medium packet



17 based services. Third generation systems are designed for both circuit switched and packet based services. They will provide very high data rates t h a t enable many new and interesting services [30], [31], [32], and [33]. Table 2-1 1341 lists the different mobile cellular radio systems, the services they offer, and their maximum data rates [34].



Table 2-1. A list of different wireless mobile generations Mobile Generation



Services



Data rate



Old (lG)



Voice



13.3 kbps



Current systems (2G)



Voice, Text. Static Images, Data



9.6 - 4 1.4 Kbps



Emerging (2.5G)



Web based connection and Blue tooth



115 Kbps, Blue tooth 721 Kbps.



3G



Entertainment Education MP3 MPEG4 Games Videos



Up to 2 Mbps



The International Mobile Tele-communication 2000 (IMT-2000) is a family of systems for t h e third generation mobile telecommunications. This family of systems will provide wireless access any time and any where. IMT-2000 is one of the most exciting developments in mobile communication since the introduction of digital mobile systems in the early 1990s. IMT-2000 is developed by the International Telecommunication Union (ITU) [30].



18 The third generation systems are required to fulfill many objectives, the most important goals a r e high speed data services, flexibility, compatibility, and low cost. High data rate services are also known a s broadband services. Current examples of a n application t h a t utilizes such services are high speed internet access and multimedia type applications. A flexible wireless mobile system is one t h a t can easily support new services after the system has been deployed. As would be expected, once the system is full and running, new services t h a t are presently beyond one's imagination will be demanded by the end user. A successful system must be able to accommodate these future services. Backward compatibility with second generation systems is a vital requirement for the success of the system. I n addition to all the new high data rates services t h a t a r e provided by the third generation system, the cost for the end user must be kept a s i t is today if not reduced [30], [311, and [35]. Third-generation mobile radio systems have been under intense research and discussion and will emerge around the end of 2002. The system is called the International Mobile Telecommunications-2000 in the International Telecommunications Union. Whereas in Europe, the system is called the Universal Mobile Telecommunications System (UMTS) [32]. The standardization process was long and went through many disputes, discussions, and harmonization. Toward the end of 1998 two new organizations were established: the 3rd Generation Partnership Project (3GPP) and 3GPP2. The goal of 3GPP and also 3GPP2 was to harmonize the large number of the WCDMA based proposals submitted by different bodies into one system [29], and [36]. Table 2-1 lists some of the proposed standards for the third generation mobile system to the ITU.



19 Both the UTRA developed by 3GPP and cdma2000 developed by 3GPP2 are based on WCDMA technology. Since the UTRA was developed earlier than the cdma2000, this dissertation was developed around the WCDMA specification published by 3GPP [29], [37], [38], [39], [40], [41], and [42]. Table 2-2 [45] lists the main parameters of WCDMA [46], and [66].



Table 2-2. Radio transmission technology proposals for IMT-2000 Proposal



Description



Source



DECT



Digital Enhanced Cordless Telecommunications



ETSI Project DECT



UWC-136



Universal Wireless Communications



USA TIA TR45.3



WIMS W-CDMA



Wireless Multimedia and Messaging Services Wideband CDMA



USA TIA TR46.1



TD-SCDMA



Time-division synchronous CDMA



China CATT



W-CDMA



Wideband CDMA



Japan ARIB



CDMA I1



Asynchronous DS-CDMA



S. Korea TTA



UTRA



UMTS Terrestrial Radio Access



ETSI SMG2



NA: W-CDMA



North American: Wideband CDMA



USA T I P I -ATIS



cdma2000



Wideband CDMA (IS-95)



USA TIA TR45.5



CDMA I



Multi band synchronous DS-CDMA



S. Korea TTA



2.2.1 Characteristics of UTRA (WCDMA) The WCDMA standard has two modes for the duplex method. A Frequency Division Duplex (FDD) and Time Division Duplex (TDD). The frequency bands allocated for UTRA are shown in Figure 2-1 [35]. In UTRA there is one paired fre-
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Figure 2-1: The frequency spectrum allocations for UTRA quency band in the range 1920 -1 980 MHz and 21 10 -2 170 MHz to be used for UTRA FDD. There are two unpaired bands from 1900 -1 920 MHz and 2010 - 2025 MHz intended for the operation of UTRA TDD [31]. At the time when this work was developed, only the standard of the FDD mode developed by ITU were a t a n advanced stage of standardization. The TDD mode standard started later. For this reason this work assumes the FDD mode of operation for the receiver. Table 2-3 [45] lists the most important parameters of the UTRA FDD. As can be seen in Table 2-3, the chip rate for the WCDMA standard is 3.84 Mcps [37],and [38]. Spreading consists of two operations. The first operation is the channelization operation where the spreading code is applied to every symbol in the transmitted data. Thus the bandwidth of the data signal is increased. In this



Table 2-3. Standardized Parameters of WCDMA Channel bandwidth



5 MHz



Duplex mode



FDD and TDD



Downlink R F channel



Direct Spread



Chip rate



3.84 Mcps



Frame length



10 ms



Spreading modulation



Balanced QPSK (downlink) Dual-channel QPSK (uplink) Complex spreading circuit



Data modulation



QPSK (downlink) BPSK (uplink)



Channel coding



Convolutional and turbo codes



Coherent detection



User dedicated time multiplexed pilot (downlink and uplink), common pilot in the downlink



Channel multiplexing in downlink



Data and control channels time multiplexed



Channel multiplexing in uplink



Control and pilot channel time multiplexed I&Q multiplexing for data and control channel



Multirate



Variable spreading and multi-code



Spreading factors



4-256 (uplink), 4-5 12 (downlink)



Power control



Open and fast closed loop (1.6 KHz)



Spreading (downlink)



OVSF sequences for channel separation Gold sequences 2 18-1 for cell and user separation (truncated cycle 10 ms)



Spreading (uplink)



OVSF sequences, Gold sequence 24 1 for user separation (different time shifts in I and Q channel, truncated cycle 10 ms)



Handover



Soft handover Interfrequency handover



22 channelization operation, the number of chips per data symbol is called the Spreading Factor (SF). The second spreading operation is the scrambling operation, where a scrambling code is applied to the already spreaded signal. Both of the spreading operations are applied to the so called In-phase (I) and Quadraturephase (Q) branches of the data signal. I n the channelization operation, the Orthogonal Variable Spreading Factor (OVSF) codes are independently applied to the I and Q branches [37], and [39]. The resultant signals on the I and Q branches are then multiplied by a complex-valued scrambling code, where I and Q correspond to the real and imaginary parts respectively. For the channel coding, the standard suggests three options of coding for different Quality-of-Services (QoS) requirements [40]. The three coding options are: Convolutional coding, Turbo coding, or no coding. The selection of one of the three options is done by the upper layers. In addition, bit interleaving is used to improve the Bit Error Rate (BER). The modulation scheme selected in 3GPP WCDMA standard is QPSK [37]. An important characteristic of the WCDMA system is that it is a n asynchronous system, i. e. there is no global synchronization between base stations in the system. This means t h a t each user can transmit independently of other users or base stations transmissions [35]. This eliminates the need for global clock similar to the IS-95 system proposed by the USA. IS-95 uses the Global Positioning System (GPS) clock as a global clock for synchronization between base stations. Since this dissertation deals with the baseband of the mobile terminal's receiver, I will only explain the structure of the downlink. The downlink is the communication path from the base station to the mobile terminal. The physical chan-
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Figure 2-2: The radio frame structure downlink DPCH of the WCDMA



nels of the WCDMA systems a r e structured in layers of radio frames and time slots. There is only one type of downlink dedicated physical channel, the downlink Dedicated Physical CHannel (downlink-DPCH) [39]. The structure layout of the downlink dedicated physical channel (DPCH) of the WCDMA signal can be seen in Figure 2-2 [39]. As shown in the Figure, the time line of the signal is divided into frames of 10 ms each. Each frame is then divided into 15 slots, i.e. 2560 chipslslot a t the chip rate of 3.84 Mcps. In addition, every 72 frames constitute one super frame. The frame is a time multiplexed data and control bits from the Dedicated Physical Data Channel (DPDCH) and Dedicated Physical Control Channel



24 (DPCCH)'. The DATA 1 and DATA 2 are data bits t h a t belong to DPDCH, while bits of Transmit Power Control (TPC), Transport Format Combination Indicator (TFCI),and Pilot belongs to the DPCCH. The number of bits in each field vary with the channel bit rate. The exact number of bits in each field is shown in [40]. The TPC bits are used by the base station to command the mobile transceiver to increase or decrease the transmission power. TFCI bits are the indicators of slot format. The bit count shown in Figure 2-2 is the maximum possible number of data ~ can be transmitbits that can be transmitted in one slot. In a frame 15x 1 0 x 2 bits ted in every slot, where k is a n integer in the range from 0 to 7. The parameter k is related to the Spreading Factor (SF):



Thus the spreading factor SF may range from 512 down to 4 see [41], and



2.3 Characteristics of cdma2000 system The cdma2000 is a wideband spread spectrum radio interface standard developed by the Telecommunications Industry Association (TIA) of the USA. The cdma2000 meets all the requirements set by the ITU for the IMT-2000. The second generation CDMA standard developed by the TIA is called IS-95. The latest version of this standard is IS-95B. Since IS-95 based systems are deployed mainly in 1. Abbreviations used here are the standard abbreviations used by 3GPP in the 3G-TS technical documents.



25 USA and in some countries around the world, the cdma2000 system is designed to be back compatible with IS-95. The backward compatibility feature of the cdma2000 (with the second generation system IS-95) reduces the cost of deploying cdma2000 by reusing the infrastructure of the IS-95. This will also insure a smooth and successful migration from 2G to 3G system [43] and [44]. The cdma2000 radio access is based on narrowband DS-CDMA with a chip rate of 3.6864 Mcps. This chip rate is three times the chip rate of the IS-95 system which is 1.2288 Mcps. The cdma2000 standard also supports higher data rates of



N* 1.2288 Mcps, where N is 1,3,6,9, and 12. Similar to UTRA, cdma2000 also supports FDD and TDD mode of operations. [35] Table 2-4 lists some of the main parameters of the cdma2000 standard. The most noticeable departure from UTRA standard is the base station synchronization and the frame length. In cdma2000, the base station uses the GPS time as a reference timing for the shift in the cell scrambling code. This feature simplifies the cell search since only one code with different shifts are used to identify all cells in the system. The frame length is two times the frame length of the UTRAI WCDMA system.



2.4 Future Generation Mobile Systems The introduction of the third generation mobile system next year will revolutionize the world as we know it. The impact of the system on our lives is every thing but predictable. Despite this fact, forth and fifth generations are already



Table 2-4. Standardized Parameters of cdma2000 Channel bandwidth



5 MHz



Base station synchronization



Asynchronous, GPS time reference



Duplex mode



FDD and TDD



Downlink R F channel



Multicarrier Spreading and Direct Spread



Chip rate



3.6864 Mcps



Frame length



20 ms



Modulation



QPSK (downlink), and Hybrid Phase Shift Keying HPSK (uplink)



Channel coding



Convolutional and turbo codes



Coherent detection



Pilot time multiplexed PC (uplink), Common continues pilot channel and auxiliary pilot (downlink)



Multirate



Variable spreading and multi-code



Spreading factors



4-256 (uplink)



Spreading codes



Walsh code Pseudo noise code



Power control



Open and closed loop



Handover



Soft handover Interfrequency handover



being discussed. Figure 2-3 [34] outlines some of the current, emerging, and future mobile systems along with their supported data rates [34]. The term fourth generation is used to include several systems not only cellular systems, as well as many wireless communication systems [47], and [34]. It is well expected that the future systems will provide very high data rates in the



27 tens and even hundreds of MBIS. It is even expected that these extremely high data rates will be provided with full mobility support. However, it is very hard to envision these systems beyond these two expectations. It is very difficult to implement such systems with such high data rate and mobility [34].
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Figure 2-3: Current and future generations of wireless mobile systems vs. their transmission rates



Chapter 3



WCDMA Baseband Signal Processing Introduction This chapter examines the most demanding functions in the 3G baseband processing unit. The computation requirements which are the basis for the design of the reconfigurable architecture are determined. To design a good reconfigurable architecture for a specific application, some understanding of the most demanding functions of the baseband receiver are required. The target application must be well understood in terms of its:



Performance requirements Routing behavior InputIOutput requirements Memory requirements The performance requirements of the target application are the first general characteristics that must be known and understood for the designer prior to



29 designing the architecture. This requires determining rough answers to the following questions: 1) Is this a real time application or not? 2) What is the required execution time? 3) What are the required operations? 4) What are the data path width requirements? 5) What is the required throughput? 6) Is this a regular or irregular execution flow? For routing we would like to know how different blocks of the applications are connected, i.e. is the algorithm locally or globally connected? How frequently the target application do use the routing channels? We also need to know the appropriate path-width for the routing channels of this application. 110 requirements are usually the bottleneck of most applications. Therefore, it is very important to know in detail the required number of inputs and outputs. Simultaneously, we also need to know what are the surrounding interfaces that need to be addressed. As important as the performance requirement is, the memory requirements also play a n important role in directing the final design of the architecture. The knowledge necessary regarding memory requirements includes the type of memory that is required, and is it a one-port, dual-ports, or FIFO type of storage system? We also need to ascertain how large the required memory must be.



3.2 WCDMA Baseband Mobile Receiver The work in this dissertation considers the Frequency Division Duplex (FDD) of the 3GPP WCDMA as a standard. In this section, I will examine the mobile baseband processing unit of the receiver. The reason behind selecting the
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igure 3-1: A block diagram of 3G receiver



receiver's baseband processing unit to perform the analysis rather than selecting the transmitter, is that the receiver is usually more complex and requires more processing power than the transmitter baseband unit. This is due to the fact that the receiver deals with signals that contain high levels of noise because of the nature of the channel. The mobile channel is a dynamic one, this behavior gets aggravated for communication a t higher data rates and worsens when communicating with a moving mobile terminal a t higher speeds. [48], [49], and [50] Figure 3-1 outlines the block diagram of the complete receiver [511. As can be seen in the figure, after the signal has been received by the radio frequency unit with a frequency in the range of 2 110-2 170 MHz, the signal is then down converted to a n Intermediate Frequency (IF) level of 270 MHz. The desired 5MHz channel is filtered by a n IF band-pass filter. The IF signal is fed to the demodulator circuit where it is mixed with the fixed local oscillator frequency to produce the zero IF baseband in-phase and quadrature (I and Q) signals, these are then fed to the
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Figure 3-2: The baseband receiver front-end



analog-to-digital converter. The output of the AID converter is then fed to the baseband unit for processing 1301, and [33]. Figure 3-2 shows the block model of the receiver's baseband processing unit. The Figure shows more detail of the inner signal path in the front end of the baseband receiver. The analog signal is converted into a digital signal using wideband analogue to digital converter typically running a t 8 times the chip rate and producing 8 bit resolution [35]. The signal is then filtered using a Root Raised Cosine (RRC) filter with a roll-off factor of 0.22. The purpose of the root raised cosine filter is to reduce the inter-symbol interference. Subsequently the signal is fed to the RAKE receiver and to the searcher. Figure 3-3, shows a block diagram of the additional processing steps a t the baseband of the WCDMA receiver. As shown in the figure, the incoming chips from the AID converter are introduced to the RAKE receiver and to the searcher. The
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Figure 3-3: Complete block diagram of the receiver front end



searcher provides a n estimation of the multipaths delays which are used by the



RAKE receiver to resolve different paths signals. The maximal ratio combiner then weights the signals and sums them together [52]. I n addition, the searcher provides signals for the Automatic Gain Controller (AGC),Automatic Frequency Controller (AFC), and Power Control Loop (PCL) (not shown in figure). Depending upon which signal quality is chosen, the signal is then routed to a Turbo coder, Convolutional decoder, or pass-over the decoding unit completely as in the case of un-coded channels. The selection of the type of decoding depends upon the quality of service required. Additional processing is then performed by the channel processing unit. Such additional operations may include viterbi decoding, de-interleaving, reed Solomon decoding etc. [40].



Baseband Signal Processing Requirements Baseband signal processing in a system based on WCDMA is so complex due to the fact t h a t a wide variety of services a r e offered. Services such as high-quality voice and high-quality videos a r e provided through high data-rate wireless channels [53]. A t the same time the hand-held mobile terminal is expected to be similar to the 2nd generation mobile terminals in terms of cost, power consumption and size. I n addition, the mobile terminal solution must accommodate the changes in the standard as the standard solidifies, and also accommodate other 3rd generation systems such a s cdma2000. The mobile terminal solution must also be flexible and have the capacity to implement any new services envisioned in the future many of which are not fully yet understood [511. When 3G systems come to market, first and second generation systems will be still widely used. Thus 3G mobile terminals must have a backward compatibility with previous wireless mobile systems. Currently, there are two primary hardware realizations for the baseband processing in the 3G mobile terminal, ASIC, and Digital Signal Processor. A comparison of the two solutions' strengths and weaknesses will be fully explored. According t o J. Rabay [64] high signal processing demands of the baseband processing unit i n the 3G mobile terminal are mostly concentrated in five sub-functions of the baseband. As seen in Table 3-1 the five functions are:



Digital FIR filtering Searchers (frame, slot, delay path, etc.)



RAKE reception



Maximal Ratio Combining Turbo Decoding Table 3-1. Estimation of signal processing load for 3G baseband



@



384 kbps



Function



Number of Million Instructions per Second (MIPS) @ 384 Kbps



Digital Filters (RRC, Channelization)



-3600 MIPS



Searcher (Frame, slot, delay path, etc.)



- 1500



RAKE Receiver Turbo coding Maximal Ratio Combiner (MRC) Channel estimation AGC, AFC



-650 -52 -24



- 12 -10



De-interleaving, rate matching



-14



TOTAL



-5860



By speeding up the execution of these functions, a n overall speed-up of the baseband processing will be obtained. Each one of these functions will be discussed in detail. The implementation of the baseband unit on a reconfigurable hardware can benefit from the fact that each part of the baseband unit performs a set of fixed operations on a block of data. The block of data can be one frame data or one slot data. As a result, if the hardware can perform all the required operations before a new block of data arrives then, one can configure the different parts of the baseband unit on the reconfigurable hardware sequentially. In addition, if the hardware is capable of executing all the operations fast enough, then it can be turned off to save power until the new block of data arrives [50], arid [55].



35 The selection of the size of the data block affects the final performance in different ways. For example, setting the block size to a small size like the data in one Slot (0.66 ms), will reduce the area for storing the incoming data and reduce the area of the executing hardware of each part of the baseband unit. The reduction in the required area comes from the assumption that the processing of data is performed in parallel. This means a smaller block of data will require smaller hardware for execution. But selecting a smaller block of data may reduce the performance of some algorithms. It may even result in a data block that is smaller than the amount of data required by the algorithm to operate correctly.



3.3.1 Digital Filters One of the tasks for the implementation of the 3rd generation wireless mobile baseband unit is the design of the digital filters for the receiver. In order to transmit larger amounts of data through a limited frequency bandwidth, the receiver filter must follow very strict specifications. These specifications result in a larger number of taps and increase the storage requirements for the coefficients. This increases the required processing power of the filter [33], and [56]. For a 3G standard, a Root Raised Cosine (RRC) filter is proposed for pulse shaping with a roll-off-factor



a



=



0.22 [42]. The root raised cosine filter is imple-



mented to reduce the inter-symbol interference. Typically, Finite Impulse Response (FIR) filters are used in baseband signal processing since they are stable. However, for a given frequency response, FIR filters are a higher order filters (compared to Infinite Impulse Response (IIR) filters). Hence they are more computa-



/



Tapped / Delay Line



Coefficient Constant Multipliers



Figure 3-4: A tapped delay line model of a n FIR filter



tionally expensive. The structure of a FIR filter is a weighted-tapped delay line a s shown in Figure 3-4. The Filter design process involves calculating the coefficients that match the frequency response required for the system. The values of the coefficients determine the response of the filter. By changing the values and/or the number of the coefficients we can change which signal frequency passes through the filter. As can be observed from the filter model shown in Figure 3-4, the hardware implementation of the filter involves a n N number of Multiply and Accumulate (MAC) operations [51], where N i s the number of filter taps.



37 The traditional hardware implementation of the FIR filters is a difficult one. The designer is forced to compromise between the flexibility of the implementation and the performance. The reason for the compromise is that if the filter is to be implemented on a Digital Signal Processor (DSP), the performance will be compromised since DSP usually have a limited number of MAC units. Implementing the filter on Application Specific Integrated Circuit (ASIC) will almost eliminate the flexibility unless a large area is used by the design. The top of the line DSP has four MAC units [48]. This will require the DSP to either run a t very high clock rates, which is not desirable i n a mobile terminal, or it will take many clock cycles to compute each output value. However, a n ASIC could be used to implement the filter. This solution would provide the highest performance and the lowest power consumption, but i t would heavily compromise the flexibility. Since the hardware implementation of the filter is frozen in silicon, i t is impossible to change the width of the data path or the length of the filter. I t is not feasible to design a n ASIC solution with some changing variables in the FIR filter. This design would result in a large silicon area, which would be underutilized most of the time. Cost considerations, long design time, and the effectiveness of the final solution deem this unacceptable. The implementation of digital filters on a reconfigurable hardware is a straightforward affair. The implementation is a matter of allocating a MAC unit to each tap of the filter. However, in a 3G receiver the matter is complicated by the tight bandwidth (5MHz), high dynamic range, and the steep requirement of the filter roll-off factor



a . When a filter with such requirement



is implemented in dig-



ital, it leads to a large filter architecture. Typically the length of the filter must be



38 truncated in order to minimize complexity. The use of windowing alleviates the effects on the spectral shape. If implemented in a reconfigurable computing hardware, the filter can be implemented in more than one shape. For example, if a sufficient hardware is available, then the filter can be implemented without truncating some taps, or else the filter can be implemented with fewer taps.



3.3.2 Searcher The fundamental concept behind the Direct Sequence-Spread Spectrum (DS-SS) communication system is t h a t channels are broadcasted on the same frequency using orthogonal spreading codes [57]. Due to the orthogonal nature of these codes, when a pattern is received and correlated with a reference code it will result in a value of 0 for all of the other signals that do not match the code. For the desired transmitted signal, the result will be non-zero, where the sign of the correlation value will indicate wether the transmitted bit is 0 or 1. WCDMA standard [39], and 1421 mandates the use of two levels of spreading. The first is the channelization spreading which uses Orthogonal Variable Spreading Factor (OVSF) codes to preserve the orthogonality between the users. However, implementing the orthogonal spreading codes is not sufficient. A long run of ones can hinder the clock recovery and transmitted power level. Also, if a n adjacent cell uses the same code for spreading, then this will result in the wrong data being recovered. For these reasons the standard adds a second level of spreading. A pseudo-random scrambling code is used to scramble the channels that are transmitted from one cell. By using different scrambling codes for different cells



39 these problems are avoided. Additionally, the standard states the use of spreading codes for cell search. For this purpose, 5 12 different downlink spreading codes of a length of 38400 chips are identified. It would be very complex for the mobile terminal to search all 512 codes and all of their different shifts. Therefore, the 3GPP standard proposes the use of unscrambled synchronization channels (SCH) in the downlink. Thus, the mobile terminal can use the SCHs to find the Broadcast Control Channel (BCCH) of the cell [30]. The North American 3G system proposal called Cdma2000 uses the Global Positioning System (GPS) time mark to synchronize all cells. In contrast to cdma2000, the WCDMA system is an asynchronous system, i.e. the base stations are not synchronized in time. This adds more emphasis on the searchers.Thus the synchronization is done by searching the incoming signal for the beginning of a slot and the beginning of a frame. For synchronization, the SCH has two sub-channels; Primary Synchronization Channel (PSCH) and Secondary Synchronization Channel (SSCH). Figure 3-5 shows the structure of the synchronization channel SCH



P O I [331. As shown in Figure 3-5, the PSCH is a 256 chip long symbol a t the beginning



of the slot, it is repeated continuously for every slot and it is identical for every cell. Finding one of these 256 codes corresponds to finding the beginning of one of the slots. The SSCH is different from the PSCH. It uses 512 different scrambling codes. Figure 3-6 shows these codes. The codes are divided into 32 groups and each group contains 16 scrambling codes. The SSCH transmits a word which points to one of the 32 scrambling groups. The word consists of 16 symbols, one for each slot.



Same code (256 chips) repeated in every slot and the code is the same for every cell in the system



Primary SCH



Secondary SCH



Distinctive code (256 chips) in each slot, the code determines the slot number in the frame. In addition the code is modulated by 16 bit word which points to the group of the cell scrambling code.



Figure 3-5: Structure of the synchronization channel (SCH)
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Figure 3-6: The secondary synchronization groups of codes



41 The 16 symbol words are distinct under symbol-wise cyclic shift. This allows the mobile terminal to find the beginning of a frame through locating the beginning of the word. Searcher is also used for the RAKE receiver to provide channel estimation [30], and [33]. As a n example of the synchronization process, the Matlab code simulating the synchronization channel is shown in Figure 3-7. The PN code is generated by the down link scrambling code generator "dl~c-code"(see Appendix A). The PN code is then inserted in a one slot long (2560 chip long) random data. The location of the beginning is randomly set by the Shift variable. At the receiver the slot long data is correlated with the PN code. The peak resulting from the correlation is the location of the beginning of the PSCH, which also corresponds to the beginning of a slot. A simulation result of a n example of the PSCH search is shown in Figure 3-



8. In the simulation the PN code of the PSCH was inserted a t chip number 413. As seen in the figure, the peak is located a t chip number 41 3 which points to the start of the slot. The PSCH data is a random data of 1s and -1s. Figure 3-8 shows the PSCH as a bold line between 1 and -1. The resulting correlation is shown as the light line in the figure. The location of the beginning of the slot is then passed to the SSCH search hardware. The SSCH search process is accomplished by 16 parallel correlators. Each correlator searchers the data of the SSCH for one of the 16 prior known PN codes. Since the beginning of the SSCH data is known from the PSCH search step, all correlators start the correlation operation a t the same time. Only one of the cor-



relators will recover the 16 bit binary data in the SSCH which points to the group of the cell's scrambling code. The Channel estimation unit estimates the multipaths delays and complex tap coefficients (phase and amplitude) [33]. The channel estimation performance



I



function [LOCI=PSCH PN=dl-sc-code (300); PN=PN(1:256). *-2+1; Xl=round(rand(1,2304)) . *-2+1; X2= [PN, XI] ; Shift= round(randA2*1000) X= [X2(Shift+l:2560), X2 (1:Shift)1 ; XD= [X,X]; PEAK= [I ; LN=length (PN); LOC=O ; thr=100/100*LN; %if 90% of the PN matches X then it is a peak. for i=l:length (XI Peak=sum(XD(i:LN+i-1).*PN) ; PEAK= [PEAK, Peak1 ; if Peak = = thr



end ; end ; LOC=2560-LOC+1 %+1 since index starts at 1. plot ( 1:length(X), XD (1:length (XI) ) hold on PEAK=PEAK(length(X):-1:l); plot (l:length(X),PEAK,'r') hold off;



Figure 3-7: A Matlab code fragment to simulate the Primary Synchronization Channel (PSCH)



43 is heavily affected by the channel quality. The implementation of the searcher is typically based on sliding correlators. The greater the number of parallel sliding correlators the faster the channel estimation can be done.



3.3.3 RAKE Receiver and Maximal Ratio Combining The WCDMA communications system is based on the DS-SS baseband data modulation. This implies that the signal's spectrum is expanded, i. e. the signal energy is distributed over a much larger bandwidth than the minimum required for transmission. I n direct sequence spread spectrum (DS-SS), the signal is spread



Figure 3-8: Matlab simulation of the PSCH search



44 by multiplying it with a PN sequence with a much higher chip rate. In the transmitter, the signal is multiplied by the spreading sequence which causes a spectral spreading of the original narrow band signal. At the receiver the signal is multiplied by the spreading sequence again. If the reference sequence of the receiver is synchronized to the data modulated PN sequence in the received signal, the original signal can be recovered [33], and [56]. The RAKE is a special type of receiver that takes advantage of the multipaths propagation. If the time spread of the channel is greater than the time resolution of the system then different propagation paths can be separated, and the information extracted from each path can be used to increase the signal to noise ratio (SNR). The time spread of the channel is given by the maximum delay between the arrivals of a transmitted signal on different propagation paths. The time resolution of the system is given by the inverse of the bandwidth of the radio frequency signal, or is equivalent to the chip period of the PN sequence [58], and



(591. Figure 3-9 is a block diagram of L-arm RAKE receiver. The RAKE receiver is composed of two or more correlation arms, which extract the signals, arrived on different propagation paths. This is possible because the correlation between two versions of the PN sequence delayed by one or more chips is almost zero. Therefore the propagation paths are separable [60]. As shown in Figure 3-9, once the different paths are resolved, they are combined based upon their relative weights. Various techniques are known to combine the signals from multiple diversity branches. In Maximum Ratio combining each



Chip Matched Filter



I and Q Paths



Figure 3-9: A block diagram of L-arms RAKE receiver



signal branch is multiplied by a weight factor that is proportional to the signal amplitude. Therefore, branches with strong signals are further amplified, while weak signals are attenuated.



A communication-link level simulation in Matlab was carried out (it is also reported in [61] and [62]). The communication-link level model is shown in Figure



3-10. A random binary (+I, -1) data is generated by the Data Generator. The data is generated a t a rate of Rd. The random data is then up-sampled to a chip rate R,
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Figure 3-10: Communication-link level model for the RAKE receiver simulation



for spreading. Subsequently a complex spreading operation is carried out on the binary data. The PN sequence used is a complex P N code:



c [ n ] = c l [ n ]+ j * c 2 [ n ]



Where c l [ n ] ,c 2 [ n ]E (-1, 1 ) . The spreading gain N is:



N



=



R,/Rd



To reduce the inter symbol interference a Root Raise Cosine filter is implemented. Next, the signal is modulated and sent through the channel.



The channel was modeled by a Tapped delay model shown in Figure 3-1 1. Path # L-l



AWGN



Figure 3-1 1: Tapped-Delay channel model



The channel model represents a Rayleigh fading channel, with L separable paths:



L



where



Bw is



=



int(B,T,)



(3-3)



the bandwidth of the transmitted signal and Td is the time



spread of the channel. The coefficients ho(t),hl(t),... hL.l(t)in Figure 3-1 1 are the complex impulse response of the channel. Noise generated by different parts of the



I branch



comelator arm



C, [ I



Q branch



Figure 3-12: One Rake finger correlation arm



front-end of the receiver has a relatively flat power spectral density and a Gaussian probability density. This noise is modeled as additive white Gaussian noise (AWGN). The signal is demodulated in the receiver then it is sampled and converted from analogue to digital by the ADC block. I t finally enters the digital baseband receiver, as presented in Figure 3-9. The chip matched filter shown in Figure 3-9 has the same impulse response as the pulse shaping in the transmitter, resulting in a raised cosine filter effect which gives a zero inter symbol interference. The correlation arms perform the correlation with the synchronized copy of the PN sequence used in the transmitter. A one correlation arm of one RAKE finger is shown in Figure 3-12.



Two simulation results (other simulation results reported by a collaborative work in [61) and [62]) are relevant here. The BER dependence on the number of quantization bits and BER dependence on the number of correlation arms. For the BER versus the number of quantization bits, two simulations were performed, one for SNR = 5dB, another for SNR



Parameters Spreading Gain N=l6. Number of Fingers : 4. Rayleigh fading channel, v=20km/h. Simulation 1:



- SNR=lOdB.



-



=



lOdB (see Figure 3-13). As



BER



@ # g \
 > t=0:3e-14:4.608e-9; % > > y=cos(2*pi*2000e6*t); % > > plot (t,y)



%one complete wave at this freq 2050e6 % takes 1/20.5e6 in l0msec. and we must over sample by 4. %in addition we need to evaluate the multiplication only at > > tl=O: (10e-1/(4*2050e5)) :1Oe-3; tl=0:3e-14:4.608e-9; t=tl (1: 153600) ; I-Fltd=I-Fltd(l:153600); Q-Fltd=Q-Fltd(1: 153600) ; I-mod=I-Fltd.* (cos(2*pi*2050e6*t)) ; Q-mod=Q-Fltd.*(-sin(2*pi*2050e6*t) ) ;



%feed the frame bits into the channel. [chi,chql = CHNL (I-mod,Q-mod, 4,5);



2 Code Generation The following functions generate different types of codes which are needed in the transmission and receiving of the data. %DL Scrambling code Generator %there are 2^18-1=262,143 codes. not all of them are used. %generated code length is 38400 chips. %input is the code number n , which correspond to Primary code when %n=16*i i=0,. . . 511. and to a secondary code when n=16*i+k k=1. . . 15 %so only 8191 codes are used, of those 512 are primary (codes number %0,16,32,48,64, . . . 8176) and 7679 secondary codes (codes number 1,2,3 %,4,. . 15,17,18,. . . 31,33,34,. . . 8191). %note: these are scrambling codes not synchronization codes. function [INFO,I-code , Q-code] =dl-sc-code (n)



%if ns8191 % fprintf(1generated code is an alternative code n> 8191 \ n l ) %end %if (rem(n,16)==O&nI0 I ) ; IN-FROM-S-RPU: in std-logic-vector( 0) : = (others=>I 0 ) ; IN-FROM-W-RPU: in std-logic-vector( 0) : = (others=>I0 I ) ; - - - End inputs to inface



DATA-PATH-WIDTH-1 DATA-PATH-WIDTH-1 DATA-PATH-WIDTH-1 DATA-PATH-WIDTH-1



- - External direct Inputs and outputs to/from CLFSR CLFSR-IN-1-LFT: CLFSR-IN-1-RHT:



in std-logic; in std-logic;



CLFSR-OUT-1-LFT:out std-logic; CLFSR-OUT-1-RGT: out std-logic; --END inputs/outputs to CLFR - - ~nputs/outputsfrom/to the CSU (to the DRPU controller) CONFIGURATION-BITS: in STD-LOGIC-VECTOR (DRPU-CONFIG-BITS-WIDTH-1 downto O):=(others=>'O1); GO-CONFIG: in STD-LOGIC; GO-HOLD: in STD-LOGIC; GO-RUN: in STD-LOGIC; GO-SLEEP: in STD-LOGIC; DRPU-DONE: out STD-LOGIC;



- - outputs from the OUTINFACE RPU-OUT-1-GBUS : out std-logic-vector downto 0) : = (others=>I0 ) ; RPU-OUT-2-GBUS : out std-logic-vector downto 0) : = (others=>'0 ) ; IN-E-RPU: out 0) : = ( ~ t h e r s = > ~ O l ) ; IN-N-RPU: out 0) : = (others=>IO1) ; IN-S-RPU: out 0) : = (others=>'0 I ) ; IN-W-RPU: out 0) : = (others=>'0 ) ;



(



DATA-PATH-WIDTH-1



(



DATA-PATH-WIDTH-1



std-logic-vector( DATA-PATH-WIDTH-1 downto std-logic-vector( DATA-PATH-WIDTH-1 downto std-logic-vector( DATA-PATH-WIDTH-1 downto std-logic-vector( DATA-PATH-WIDTH-1 downto



RPU-START-HOLD-E: RPU-START-HOLD-N:



out std-logic; --Ill start, out std-logic; --Ill start,



l o 1 hold l o 1 hold



RPU-START-HOLD-S: RPU-START-HOLD-W:



out std-logic; - - ' I 1start, '0' hold out std-logic - - ' I 1start, '0' hold



);



end DRPU-TOP-LEVEL;



Architecture BEHAV of DRPU-TOP-LEVEL is



- - Configuration layout table: Number of Bitsconfiguration Bits



--Unit Name --



--Input Interface5 --Output Interface12 --DRAP Interface5 --RAM-FIFO Interface6 --CLFSR Interface2 --CSDP Interface3 --RAP Operations22 --RAM-FIFO Operations1 --CLFSR Operations8 --TOTAL BITS 64



0 to 4 5 to 16 17 to 21 22 to 27 28 to 29 30 to 32 33 to 54 55 56 to 63 0 to 63



Component AND-GATE port ( I-IN0 : in STD-LOGIC; I-IN1 : in STD-LOGIC; 0-OUT : out STD-LOGIC



1; end component; component CLFSR Generic(CLFSR-CONFIG-BITS-WIDTH: integer :=8;DATA_PATH_WIDTH: integer:=16); port ( CLFSR-CLK: in std-logic; --Clock CLFSR-CLR: in std-logic; --Clear CLFSR-ENABLE: in std-logic; - - Enable CLFSR-CONFIG-BITS:



in



s t d - ~ o g i c ~ v e c t o r ( C L F S R ~ C 0 N F I G ~ B I T S ~ W I D downto TH-1 0);



CLFSR-IN-16: in std-logic-vector( DATA-PATH-WIDTH-1 downto 0); CLFSR-IN-1-LFT: in std-logic; CLFSR-IN-1-RHT: in std-logic;



CLFSR-OUT-16: out



std-logic-vector( DATA-PATH-WIDTH-1



downto 0) ; CLFSR-OUT-1-LFT:out std-logic; CLFSR-OUT-1-RGT: out std-logic; NEW-DATA-ARVD-FROM-CLFSR: out std-logic



1; end component; component CLFSR-INFACE generic (CLFSR-INFACE-CONFIG-BITS-WIDTH: DATA-PATH-WIDTH: integer:=16); port (



integer:=2;



data lines from the RPU IN-FACE RPU-IN-FACE-1: in std-logic-vector( DATA-PATH-WIDTH-1 --



downto



0) ;



RPU-IN-FACE-2:



in std-logic-vector( DATA-PATH-WIDTH-1



RPU-IN-FACE-3:



in std-logic-vector( DATA-PATH-WIDTH-1



downto 0); downto 0) ; CLFSR-INFACE-CONFIG-BITS: in std-logic-vector (CLFSR-INFACE-CONFIG-BITS-WIDTH-1 downto 0); - - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - - - data Out lines. PN code in 16 bits word every 16 cycles



CLFSR-INPUT: out std-logic-vector(DATA-PATH-WIDTH-1



downto



0 ) ;



end component; component SPRD-INFACE generic (SPRD-INTR-FC-CONFIG-BITS-WIDTH: DATA-PATH-WIDTH: integer:=16) ; port (



integer:=3;



- - data lines from the RPU IN-FACE RPU-IN-FACE-1: in std-logic-vector( DATA-PATH-WIDTH-1



downto 0) ;



RPU-IN-FACE-2:



in std-logic-vector( DATA-PATH-WIDTH-1



RPU-IN-FACE-3:



in std-logic-vector( DATA-PATH-WIDTH-1



downto 0); downto 0); SPRD-INTR-FC-CONFIG-BITS: in std-logic-vector (SPRD-INTR-FC-CONFIG-BITS-WIDTH-1 downto 0) ;



- - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - - - data Out lines, Data, and PN SPRD-DATA: out std-logic-vector(DATA-PATH-WIDTH-1 SPRD-PN: out std-logic-vector(DATA-PATH-WIDTH-1



downto downto 0)



end component; component SPRD-UNIT generic(DATA-PATH-WIDTH : integer:=16); port ( SPRD-CLK : in STD-LOGIC; --Clock SPRD-ENABLE : in STD-LOGIC; --Enable SPRD-RESET: in std-logic; DATA-IN : in STD-LOGIC-VECTOR (DATA-PATH-WIDTH-1 downto 0); PN1: in std-logic-vector (DATA-PATH-WIDTH-1 downto 0); - PN1 is converted inside the CSDP --unit to serial stream PN1-SRL. SPRD-OUT : out STD-LOGIC-VECTOR (DATA-PATH-WIDTH-1 downto 0) );



end component



;



component IN-FACE generic (IN-FACE-CONFIG-BITS-WIDTH: integer:=5; DATA-PATH-WIDTH: integer:=16); port (



- - - - - - - - - - - - - - - - INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - --Control signals IN-FACE-CONFIG-BITS: in s t d ~ ~ o g i c ~ v e c t o r ( I N ~ F A C E ~ C 0 N F I G ~ B I T S ~ Wdownto I D T H - 10); INFACE-RESET: in std-logic; --Active high



CLK: in std-logic; CARRY-IN-FROM-N:in CARRY-IN-FROM-S:in CARRY-IN-FROM-E:in CARRY-IN-FROM-W:in



std-logic; std-logic; std-logic; std-logic;



SRART-HOLD-FROM-N: SRART-HOLD-FROM-S: SRART-HOLD-FROM-W: SRART-HOLD-FROM-E:



in in in in



std-logic; std-logic; std-logic; std-logic;



--Data lines from global communication channels IN-G-1-BUS: in std-logic-vector( DATA-PATH-WIDTH-1 downto IN-G-2-BUS:



in std-logic-vector( DATA-PATH-WIDTH-1 downto



- - Data lines from neighboring RPU



IN-N-RPU: IN-S-RPU: IN-W-RPU: IN-E-RPU:



in in in in



std-logic-vector( std-logic-vector( std-logic-vector( std-logic-vector(



DATA-PATH-WIDTH-1 DATA-PATH-WIDTH-1 DATA-PATH-WIDTH-1 DATA-PATH-WIDTH-1



downto downto downto downto



0); 0); 0); 0);



- - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - -



--Done signals from neighboring RPU to local control RPU-START-HOLD-FROM-X: -START from NSWE respectively RPU-CARRY-IN-1:out RPU-CARRY-IN-2:out --



out std-logic-vector(3



downto



0);



std-logic; std-logic;



Data lines selected from neighboring RPU and global going



to the RAPS downto them.



0);



downto 0)



;



downto 0)



;



-



RPU-IN-FACE-1: inout std-logic-vector( DATA-PATH-WIDTH-1 --changed to inout to enable the new-data process to read RPU-IN-FACE-2:



inout std-logic-vector( DATA-PATH-WIDTH-1



RPU-IN-FACE-3:



inout std-logic-vector( DATA-PATH-WIDTH-1



NEW-DATA-ARVD-1:



out std-logic:='O1;



NEW-DATA-ARVD-2: out std-l~gic:=~O'; NEW-DATA-ARVD-3: out std-logic:='O1 );



end component; component OUT-FACE generic ( OUT-FACE-CONFIG-BITS-WIDTH: DATA-PATH-WIDTH: integer:=16); port



integer:=12;



(



- - - - - - - - - - - - - - - - INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - -



--Control signals TO-OTHER-RPU-START :in std-logic; OUT-FACE-CLK:in std-logic; RAP-1-OUT



:



in std-logic-vector(DATA-PATH-WIDTH-1



downto



RAM-A-OUT



:



in std-logic-vector(DATA-PATH-WIDTH-1



downto



--



RAM-1-B-OUT



0); 0) ; std-logic-vector(DATA-PATH-WIDTH-1



in downto 0); :



--FROM CLFSR and CSDP CLFSR-OUT-16: in std-logic-vector( DATA-PATH -WIDTH-1 downto 0) ; SPRD-OUT



:



in STD-LOGIC-VECTOR



(DATA-PATH-WIDTH-1 downto 0)



I



--line directly from input RPU-IN-FACE-1: in std-logic-vector( DATA-PATH-WIDTH-1 downto 0); RPU-IN-FACE-2: downto



in std-logic-vector( DATA-PATH-WIDTH-1



0) ;



- - Configuration bits;



OUT-FACE-CONFIG-BITS: in std-logic-vector(0UT-FACE-CONFIG-BITS-WIDTH-1 downto 0) ; ..........................



OUTPUT SIGNALS - - - - - - - - - - - - - - -



RPU-OUT-1-GBUS



:



out std-logic-vector



RPU-OUT-2-GBUS



:



out std-logic-vector ( DATA-PATH-WIDTH-1



(



DATA-PATH-WIDTH-1



downto 0) ; downto 0);



IN-N-RPU: out std-logic-vector( DATA-PATH-WIDTH-1 downto IN-S-RPU: out std-logic-vector( DATA-PATH-WIDTH-1 downto IN-W-RPU: out std-logic-vector( DATA-PATH-WIDTH-1 downto IN-E-RPU: out std-logic-vector( DATA-PATH-WIDTH-1 downto



RPU-START-HOLD-E: RPU-START-HOLD-W: RPU-START-HOLD-N: RPU-START-HOLD-S:



out out out out



std-logic; --Ill start, '0' hold std-logic; --Ill start, '0' hold std-logic; --Ill start, '0' hold std-logic - - ! I 1 start, '0' hold



);



end component;



component RAP-INTR-FC generic (RAP-INTR-FC-CONFIG-BITS-WIDTH: DATA-PATH-WIDTH: integer:=16); port (



integer:=5;



- - data lines from the RPU IN-FACE RPU-IN-FACE-1:



in std-logic-vector( DATA-PATH-WIDTH-1



RPU-IN-FACE-2:



in std-logic-vector( DATA-PATH-WIDTH-1



RPU-IN-FACE-3:



in std-logic-vector( DATA-PATH-WIDTH-1



downto 0); downto 0) ; downto 0);



RPU-CARRY-IN-1:in RPU-CARRY-IN-2:in



std-logic; std-logic;



- - data lines from the RAP FROM-RAP: in std-logic-vector( DATA-PATH-WIDTH-1 downto 0) ;



- - data lines from RAMS FROM-RAM-A: in std-logic-vector( DATA-PATH-WIDTH-1 downto



--data from SPRD unit



174 SPRD-OUT



:



in STD-LOGIC-VECTOR



(DATA-PATH-WIDTH-1 downto



RAP-INTR-FC-CONFIG-BITS: in std-logic-vector downto 0);



(RAP-INTR-FC-CONFIG-BITS-WIDTH-1



- - data lines, X, and Y RAP-X-IN: out std-logic-vector(DATA-PATH-WIDTH-1 RAP-Y -IN: out std-logic-vector(DATA-PATH-WIDTH-1 RAP-CRY-IN: out std-logic



downto 0); downto 0);



);



end component; component RAM-FI FO generic (DATA-PATH-WIDTH :natural : = 16 ;RAM-CONFIG-BITS-WIDTH: integer :=I;--RAMwidth RAM-ADRS-WIDTH :natural : = 3--RAM depth = 2 A ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ . 1; port ( RAM-A-IN : in std-logic-vector (DATA-PATH-WIDTH-1 downto 0) ; --RAM-B-IN : in std-logic-vector (DATA-PATH-WIDTH-1 downto 0); RAM-A-ADRS:



in std-logic-vector



(RAM-ADRS-WIDTH-1 downto



0); RAM-B-ADRS : in std-logic-vector 0); - - Port B is only used for reading.



(RAM-ADRS-WIDTH-1 downto



RAM-WR: in std-logic;-- 0 no op, 1 write. --Port A --Port A RAM-RD: in std-logic;-- 0 no op, 1 READ. RAM-ENABLE: in std-logic; - - synchronous, '1' enabled. RAM-CLEAR: in std-logic; - - synchronous Clear RAM-CONFIG-BITS:~~S~~-~O~~C:=~O~; - - 1 0I for RAM behavior and - - '1' for FIFO behavior RAM-CLK: in std-logic; FROM-RAM-FIFO-FULL: out std-logic; - - ' I 1for full FROM-RAM-FIFO-EMPTY: out std-logic; --Ill for empty FROM-RAM-A-OUT :out std-logic-vector (DATA-PATH-WIDTH-] downto 0)



FROM-RAM-B-OUT (DATA-PATH-WIDTH-1 downto 0) --



:out std-logic-vector



);



end component; component RAM-FIFO-FACE integer:=6; generic (RAM-FIFO-FACE-CONFIG-BITS-WIDTH: DATA-PATH-WIDTH: integer:=16; RAM-ADRS-WIDTH:integer:=3); port ( - - - - - - - - - - - - - - - - INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - RAM-FIFO-INFACE-CLK:in



std-logic;



--Data lines from RAP RAP-OUT: in std-logic-vector( DATA-PATH-WIDTH-1 downto 0); - - data lines from the RPU IN-FACE RPU-IN-FACE-1: in std-logic-vector( DATA-PATH-WIDTH-1 downto 0) ; RPU-IN-FACE-2:



in std-logic-vector( DATA-PATH-WIDTH-1



RPU-IN-FACE-3:



in std-logic-vector( DATA-PATH-WIDTH-1



downto 0) ; downto



0) ;



- - Data from the CLFSR CLFSR-OUT-16: in STD-LOGIC-VECTOR (DATA-PATH-WIDTH-ldownto



0); NEW-DATA-ARVD-1: in std-logic; NEW-DATA-ARVD-2: in std-logic; NEW-DATA-ARVD-3: in std-logic; NEW-DATA-ARVD-FROM-RAP: in std-logic; - - the Done-runing signal out of the RAP NEW-DATA-ARVD-FROM-CLFSR: in std-logic; --configuration bits RAM-FACE-CONFIG-BITS: in s t d ~ l o g i c ~ v e c t o r ( R A M ~ F I F O ~ F A C E E C O N F I G ~ B I T S W I D downto TH-l 0) ;



- - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - --CLK to the RAM --Data and ADRS signal to RAM RAM-A-IN : out std-logic-vector 0)



(DATA-PATH-WIDTH-1 downto



;



RAM-A-ADRS-OUT:



out std-logic-vector (RAM-ADRS-WIDTH-1



RAM-B-ADRS-OUT:



out std-logic-vector



downto 0); downto 0);



(RAM-ADRS-WIDTH-1



NEW-DATA-ARVD-2RAM:



out std-logic



1; end component;



component RPU-CTRL-NEW port ( CONFIGURATION-BITS: in STD-LOGIC-VECTOR (63 downto 0); CTRL-CLK: in STD-LOGIC; FROM-RAM-FIFO-EMPTY: in STD-LOGIC; FROM-RAM-FIFO-FULL: in STD-LOGIC; GO-CONFIG: in STD-LOGIC; GO-HOLD: in STD-LOGIC; GO-RUN: in STD-LOGIC; GO-SLEEP: in STD-LOGIC; NEW-DATA-ARVD-2RAM: in STD-LOGIC; RESET-CTROL: in STD-LOGIC; RPU-START-HOLD-FROM-X: in STD-LOGIC-VECTOR (3 downto 0) ; DISABLE-CLK: out STD-LOGIC; DRPU-DONE: out STD-LOGIC; DRPU-FULL-CONFIG-BITS: out STD-LOGIC-VECTOR (63 downto 0); DRPU-START-HOLD: out STD-LOGIC; ENABLE-DRPU: out STD-LOGIC; RAM-RD: out STD-LOGIC; RAM-WR: out STD-LOGIC; RESET-DRPU: out STD-LOGIC; START-NEXT-DRPU: out STD-LOGIC );



end component



;



component RAP16 generic ( RAP-CONFIG-BITS-WIDTH: integer:=22; DATA-PATH-WIDTH: integer:=16); port ( ----------------



INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - -



RAP-CLK: in std-logic; --Active high RAP-ENABLE: in std-logic; --Active high RAP-RESET: in std-logic; --Active high RAP-CONFIG-BITS: in std-logic-vector( RAP-CONFIG-BITS-WIDTH -1 downto 0);



RAP-X-IN:



in std-logic-vector



(DATA-PATH-WIDTH -1 downto



RAP-Y-IN:



in std-logic-vector



(DATA-PATH-WIDTH - 1 downto



RAP-CRY-IN: in std-logic; RAP-CARY-OUT RAP-OVR-FLW



:



:



out std-logic; out std-logic;



RAP-DONE-RUNING: out std-logic;--Ill done, '0' Running RAP-OUT: out std-logic-vector (DATA-PATH-WIDTH -1 downto 0) 1;



end component; signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal



DRPU-CLK: std-logic; DRPU-ENABLE: std-logic; DRPU-RESET: std-logic; RPU-START-HOLD-FROM-X: std-logic-vector(3 downto 0); RPU-CARRY-IN-FROM-N: std-logic; RPU-CARRY-IN-FROM-S: std-logic; RPU-CARRY-IN-FROM-E: std-logic; RPU-CARRY-IN-FROM-W: std-logic; RPU-IN-FACE-1: std-logic-vector( DATA-PATH-WIDTH-1 downto 0); RPU-IN-FACE-2: std-logic-vector( DATA-PATH-WIDTH-1 downto 0); RPU-IN-FACE-3: std-logic-vector( DATA-PATH-WIDTH-1 downto 0) ; NEW-DATA-ARVD-1: ~td-logic:=~O~; NEW-DATA-ARVD-2: std-logic:='O1; NEW-DATA-ARVD-3: std-logic:='O1; CLFSR-IN-16: std-logic-vector( DATA-PATH-WIDTH-1 downto 0); CLFSR-OUT-16: std-logic-vector( DATA-PATH-WIDTH-1 downto 0); NEW-DATA-ARVD-FROM-CLFSR: std-logic; FROM-RAP: std-logic-vector( DATA-PATH-WIDTH-1 downto 0); FROM-RAM-A: std-logic-vector( DATA-PATH-WIDTH-1 downto 0 ) ; SPRD-OUT : STD-LOGIC-VECTOR (DATA-PATH-WIDTH-1 downto 0); RAP-X-IN: std-logic-vector(DATA-PATH-WIDTH-1 downto 0); RAP-Y-IN: std-logic-vector(DATA-PATH-WIDTH-1 downto 0); RAP-CARY-OUT : std-logic; RAP-OVR-FLW : std-logic; RAP-DONE-RUNING: std-logic;--Ill done, '0' Running RAP-OUT: std-logic-vector (DATA-PATH-WIDTH -1 downto 0); RPU-CARRY-IN-1: std-logic; RPU-CARRY-IN-2: std-logic;



signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal signal



RAP-CRY-IN: std-logic; SPRD-DATA: std-logic-vector(DATA-PATH-WIDTH-1 downto 0); SPRD-PN: std-logic-vector(DATA-PATH-WIDTH-1 downto 0); RAM-A-IN : std-logic-vector (DATA-PATH-WIDTH-1 downto 0) ; RAM-A-ADRS-OUT: std-logic-vector (RAM-ADRS-WIDTH-1 downto 0); RAM-B-ADRS-OUT: std-logic-vector (RAM-ADRS-WIDTH-1 downto 0); NEW-DATA-ARVD-ZRAM: std-logic; RAM-WR: std-logic;-- 0 no op, 1 write. --Port A --Port A RAM-RD: std-logic;-- 0 no op, 1 READ. RAM-ENABLE: std-logic; - - synchronous, '1' enabled. RAM-CLEAR: std-logic; - - synchronous Clear RAM-CONFIG-BITS:S~~-~O~~C:='~~; FROM-RAM-FIFO-FULL: std-logic; --Ill for full std-logic; --Ill for empty FROM-RAM-FIFO-EMPTY: FROM-RAM-A-OUT : std-logic-vector (DATA-PATH-WIDTH-1 downto 0); DISABLE-CLK: STD-LOGIC; DRPU-FULL-CONFIG-BITS: STD-LOGIC-VECTOR (63 downto 0); DRPU-START-HOLD: STD-LOGIC; START-NEXT-DRPU: STD-LOGIC;



begin UO-AND-GATE: AND-GATE port map ( I-IN0 =>DISABLE-CLK , I-IN1 = > CLK, 0-OUT = > DRPU-CLK );



U1-INPUT-INTERFACE: port map



IN-FACE



(



- - - - - - - - - - - - - - - - INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - --Control signals IN-FACE-CONFIG-BITS = > CONFIGURATION-BITS(4 downto 0) INFACE-RESET = > DRPU-RESET, --Active high CLK = > DRPU-CLK, CARRY-IN-FROM-N=>CARRY-IN-FROM-N , CARRY-IN-FROM-S=> CARRY-IN-FROM-S, CARRY-IN-FROM-E=> CARRY-IN-FROM-E, CARRY-IN-FROM-W=> CARRY-IN-FROM-W,



,



SRART-HOLD-FROM-N=> SRART-HOLD-FROM-N, SRART-HOLD-FROM-S=>SRART-HOLD-FROM-S , SRART-HOLD-FROM-W=>SRART-HOLD_FROM -W, SRART-HOLD-FROM -E=>SRART-HOLD-FROM-E, --Data lines from global communication channels IN-G-1-BUS=>IN-G-1-BUS , IN-G-2-BUS=> IN-G_2_BUS,



- - Data lines from neighboring RPU IN-N-RPU=>IN-FROM-N-RPU, IN-S-RPU=>IN-FROM-S-RPU, IN-W-RPU=>IN-FROM-W-RPU , IN-E-RPU=>IN-FROM-E-RPU ,



- - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - --Done signals from neighboring RPU to local control RPU-START-HOLD-FROM-X=>RPU-START-HOLD-FROM-X,



- - to be connected



to the controller



- - Data lines selected from neighboring RPU and global going to the RAPS RPU-IN-FACE-l=>RPU-IN-FACE-1, --changed to inout to enable the new-data process to read them. RPU-IN-FACE-2=>RPU-IN-FACE-2, RPU-IN-FACE-3=>RPU-IN-FACE-3, NEW-DATA-ARVD-l=>NEW-DATA-ARVD-1, NEW-DATA-ARVD-2=>NEW-DATA-ARVD-2, NEW-DATA-ARVD-3=>NEW-DATA-ARVD-3



U2-CLFSR: CLFSR-INFACE port map (



- - data lines from the RPU IN-FACE RPU-IN-FACE-1 = > RPU-IN-FACE-1, RPU-IN-FACE-2 = > RPU-IN-FACE-2, RPU-IN-FACE-3 = > RPU-IN-FACE-3 , CLFSR-INFACE-CONFIG-BITS



28)



= > CONFIGURATION-BITS(29 downto



,



- - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - - - data Out lines.



CLFSR-INPUT =>CLFSR-IN-16 1;



U3-CLFSR: CLFSR -Generic map(CLFSR-CONFIG-BITS-WIDTH: integer : = a ; DATA-PATH-WIDTH: integer:=16); port map ( CLFSR-CLK=>DRPU-CLK , --Clock CLFSR-CLR = > T-RESET, --DRPU-RESET, --Clear CLFSR-ENABLE = s T-ENABLE, - - DRPU-ENABLE , - - Enable CLFSR-CONFIG-BITS = s CONFIGURATION-BITS(63 downto 56) CLFSR-IN-16 = > CLFSR-IN-16, - - from clfsr inface CLFSR-IN-1-LFT =>CLFSR-IN-1-LFT, CLFSR-IN-1-RHT = > CLFSR-IN-1-RHT , CLFSR-OUT-16 =>CLFSR-OUT-16 , - - t o RAM CLFSR-OUT-1-LFT = > CLFSR-OUT-1-LFT, CLFSR-OUT-1-RGT = > CLFSR-OUT-1-RGT, NEW-DATA-ARVD-FROM-CLFSR = > NEW-DATA-ARVD-FROM-CLFSR troll unit



,



- - to con-



U4-RAP-INFACE: RAP-INTR-FC port map ( - - - - - - - - - - - - - - - - INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - - - data lines from the RPU IN-FACE



RPU-IN-FACE-1



=>RPU-IN-FACE-1



,



RPU-IN-FACE -2 = > RPU-IN-FACE-2, RPU-IN-FACE-3 =>RPU-IN-FACE-3,



- - data lines from the RAP FROM-RAP = > FROM-RAP, - - data lines from RAMS FROM-RAM-A =>FROM-RAM-A , --data from SPRD unit SPRD-OUT =>SPRD-OUT, RAP-INTR-FC-CONFIG-BITS = >



17)



CONFIGURATION-BITS(21 downto



, - - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - - - data lines, X , and Y RAP-X-IN RAP-Y-IN



RAP-X-IN, = > RAP-Y-IN , =>



RAP-CRY-IN



= > RAP-CRY-IN



);



port map (



- - - - - - - - - - - - - - - - INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - RAP-CLK = > DRPU-CLK, RAP-ENABLE = > T-ENABLE, RAP-RESET = > T-RESET, RAP-CONFIG-BITS = > CONFIGURATxON-BITS(54 downto 33) RAP-X-IN = > RAP-X-IN , RAP-Y-IN =>RAP-Y-IN, RAP-CRY-IN =>RAP-CRY-IN ,



RAP-CARY-OUT RAP-OVR-FLW



=>RAP-CARY-OUT , = > RAP-OVR-FLW,



RAP-DONE-RUNING =>RAP-DONE-RUNING, RAP-OUT = > RAP-OUT



,



U6-CSDP-INTERFACE: SPRD-INFACE port map



(



----------------



INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - .



data lines from the RPU IN-FACE RPU-IN-FACE-1 = > RPU-IN-FACE-1 , RPU-IN-FACE-2 = > RPU-IN-FACE-2 , RPU-IN-FACE-3 = > RPU-IN-FACE-3 , --



SPRD-INTR-FC-CONFIG-BITS



=>



CONFIGURATION-BITS(32 downto



30) , ----------------



OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - -



- - data Out lines, Data, and PN SPRD-DATA = > SPRD-DATA , SPRD-PN = > SPRD-PN



U7-CSDP: SPRD-UNIT port map ( SPRD-CLK = > DRPU-CLK, - -Clock SPRD-ENABLE = > DRPU-ENABLE, - -Enable SPRD-RESET = > DRPU-RESET, DATA-IN = > SPRD-DATA , - - from sprd inface PN1 = > SPRD-PN , - - from sprd inface SPRD-OUT = > SPRD-OUT - - to rap inface



U8-RAM-INFACE:



RAM-FIFO-FACE



port map ( - - - - - - - - - - - - - - - - INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - -



RAM-FIFO-INFACE-CLK



=>



DRPU-CLK ,



--Data lines from RAP RAP-OUT =>RAP-OUT , - - data lines from the RPU IN-FACE RPU-IN-FACE-1 = > RPU-IN-FACE-1 ,



RPU-IN-FACE-2 =>RPU-IN-FACE-2 , RPU-IN-FACE-3 = > RPU-IN-FACE-3 , - - Data from the CLFSR CLFSR-OUT-16 => CLFSR-OUT-16, NEW-DATA-ARVD-1 = > NEW-DATA-ARVD-1 , NEW-DATA-ARVD-2 = > NEW-DATA-ARVD-2 , NEW-DATA-ARVD-3 = > NEW-DATA-ARVD-3 , NEW-DATA-ARVD-FROM-RAP = > RAP-DONE-RUNING , NEW-DATA-ARVD-FROM-CLFSR =>NEW-DATA-ARVD-FROM-CLFSR , --configuration bits RAM-FACE-CONFIG-BITS = > CONFIGURATION-BITS(27 downto 22)



- - - - - - - - - - - - - - - - OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - -



--CLK to the RAM --Data and ADRS signal to RAM RAM-A-IN = > RAM-A-IN , RAM-A-ADRS-OUT =>RAM-A-ADRS-OUT RAM-B-ADRS-OUT = > RAM-B-ADRS-OUT



, ,



U9-RAM-FIFO: RAM-FIFO port map ( RAM-A- IN = RAM-A- IN , --RAM-B-IN : in std-logic-vector (DATA-PATH-WIDTH-1 downto



RAM-A-ADRS RAM-B-ADRS



=> =>



RAM-A-ADRS-OUT RAM-B-ADRS-OUT



, ,



--



Port B is only used for



reading. --



No input for port B since it is only read port.



RAM-WR = > RAM-WR , - - 0 no op, 1 write. --Port A , - - 0 no op, 1 READ. --Port A RAM-RD = > RAM-RD RAM-ENABLE = > DRPU-ENABLE , - - synchronous, ' 1 ' enabled RAM-CLEAR = > DRPU-RESET , - - synchronous Clear CONFIGURATION-BITS(55) , RAM-CONFIG-BITS = > - - l o 1 for RAM behavior and - - '1' for FIFO behavior



RAM-CLK



=>



,



DRPU-CLK



FROM-RAM-FIFO-FULL FROM-RAM-FIFO-EMPTY



=> =>



FROM-RAM-FIFO-FULL , - - ' I 1for full FROM-RAM-FIFO -EMPTY ,--Ill for



empty FROM-RAM-A-OUT



FROM-RAM-A-OUT



=>



port map ( CONFIGURATION-BITS



=>



CONFIGURATION-BITS ,



FROM-RAM-FIFO-EMPTY = > FROM-RAM-FIFO-EMPTY , FROM-RAM-FIFO-FULL = > FROM-RAM-FIFO-FULL, GO-CONFIG =>GO-CONFIG , GO-HOLD = > GO-HOLD , GO-RUN =>GO-RUN , GO-SLEEP = > GO-SLEEP , NEW-DATA-ARVD-2RAM =>NEW-DATA-ARVD-2RAM , RESET-CTROL = > DRPU-RESET , RPU-START-HOLD-FROM-X = > RPU-START-HOLD-FROM-X , DISABLE-CLK = > DISABLE-CLK , DRPU-DONE = > DRPU-DONE , DRPU-FULL -CONFIG-BITS = > DRPU-FULL-CONFIG-BITS , DRPU-START-HOLD =>DRPU-START-HOLD , - - to go to the outface ENABLE-DRPU = > DRPU-ENABLE , RAM-RD = > RAM-RD , RAM-WR = > RAM-WR, RESET-DRPU = > DRPU-RESET , START-NEXT-DRPU = > START-NEXT-DRPU



U11-OUTPUT-INTERFACE:



OUT-FACE



port map( ----------------



INPUT S I G N A L S - - - - - - - - - - - - - - - - - - - - - - -



--Control signals TO-OTHER-RPU-START



=>



START-NEXT-DRPU,



OUT-FACE-CLK =s DRPU-CLK , RAP-1-OUT =s RAP-OUT , - - the output of the RAP RAMA-OUT = > FROM-RAM -A-OUT , - - , , , , RAM , t



CLFSR-OUT-16 =s CLFSR-OUT-16, SPRD-OUT=> SPRD-OUT , RPU-IN-FACE-1 RPU-IN-FACE-2



=s RPU-IN-FACE-1 , = > RPU-IN-FACE-2 ,



- - Configuration bits; OUT-FACE-CONFIG-BITS = > CONFIGURATION-BITS( 16 downto 5)



..........................



RPU-OUT -1-GBUS RPU-OUT-2-GBUS



OUTPUT SIGNALS - - - - - - - - - - - - - - -



RPU-OUT-1-GBUS, =>RPU-OUT-2-GBUS , =>



IN-N-RPU = > IN-N-RPU IN-S-RPU = > IN-S-RPU IN-W-RPU = > IN-W-RPU IN-E-RPU = > IN-E-RPU



, , ,



,



RPU-START-HOLD-E = > RPU-START-HOLD-E



, --Ill start, '0'



RPU-START-HOLD-W



=>



RPU-START-HOLD-W



, - - ' I 1 start,



RPU-START-HOLD-N



=>



RPU-START-HOLD-N



, - - ' I 1start, '0'



RPU-START-HOLD-S



=>



RPU-STARTHOLD-S



- - ' I 1start, '0' hold



hold '0'



hold hold



end Behav;



2 Communication and Switching Unit



--



-



Project



:



DRAW



,



-



-



------



File name : Title : Description : Design Libray : Analysis Dependency: Simulator (s) :



CSU.vhd Configuration ans Switching control Unit controls the configuration of the CMU DRAW none AHDL 5.1



Initialization Notes



:



none



:



Compile in VHDL193



------



Revisions



:



- - Date



Author Revision - - 4/15/02 A. Alsolaim Rev 5



Comments



.....................................................................



library IEEE; use 1EEE.std-logic-ll64.all; use IEEE-std-logic-arith.al1; use 1EEE.Std-Logic-Unsigned-all; entity CSU is generic(C0NFIG-BITS-WIDTH: integer:=64; DATA-PATH-WIDTH: integer:=16; NUM-OF-SWB-PER-CSU: integer:=S); - - NUM-OF-SWB-PER-CSU is either 4 or 5 . --it depends on the size of the array. the array is square array, where - - N in the number of elements in one - - side. If N is 4 then NUM-OF-SWB-PER-CSU must be 6 or 7. - - N takes the values of 8, 16, 32,. . . port ( CSU-CLK: in std-logic; ----



INPUT from DRPUs



DRPU-DONE: in std-logic-vector (3 downto 0); - - Done signales from R P U ~ (bit 0) , RPU2 (bit I),. . . , RPU4 (bit 3)



- - - - INPOUT



FROM GCM



- - LODING NEW CONFIGurationdata for the RPUs or the SWBs to be saved in CMU or inside the CSU (near the SWB) CONFIG-BITS-TYPE: in std-logic; - - 0 means a RPU configuration type, 1 means SWB configuration type



CONFIG-BITS: in std-logic-vector (CONFIG-BITS-WIDTH-1 downto 0); - - Configuration bits comes from the GCU as 8 bits word. --if the configuration is for the RPU it will take 8 cycles to complete one configuration word of 64 - - if it is for the SWB it will take 3 cycles. 24 bits STORE-CONFIG: in std-logic; - - from the GCM. when 1 save the above data to the lower level of the CMU --COMMANDING RPUS DRPU-COMND: in std-logic-vector (15 downto 0); - - Command from the GCU to the four RPUS. the structure of this signal is as follows --bit 0 1 2 3 4 5 6 7 - - SLEEEPl HOLD1 RUN1 CONFIGl SLEEP2 HOLD2 RUN2 CONFIG2 - - - when configuration is high, then the number of the configuration need to be selected. and so we need this signal CONFIG-NUM: in std-logic-vector(2 downto 0); - - three bits. 2 bits were only needed if we use it for the RPUs only, --but since we use this input to point to one of the SWB we need three bits. SWB may be 4 or 5. ---OUTPUT S I G N A L S - - - - - - - - - - - - - - - - - -



TO-RPUS : out std-logic-vector (15 downto 0) ; - - this signal is to control the four RPUS. the structure of this signal is as follows: - - bit 0 1 2 3 4 5 6 7



- - configuration bits of the SWB



SWB-CONFIG-BITS: out std-logic-vector(NUM-OFFSWBBPERRCSU *24 downto 0 ) ; - - 24 bits X 4 SWB . 0-23 for SWB1, . . .



- - signal to control the writing-to and reading-from the CMU



--Writing new value to the CMU ENABLE-CMU: out std-logic; WR-CONFIG: out std-logic; NEW-CONFIG: out std-logic-vector



(CONFIG-BITS-WIDTH-1



downto 0) ; --Reading from CMU to load it to RPU CONFIG-NUM-TO-CMU: out std-logic-vector (1 downto 0); RPU-NUM: out std-logic-vector (1 downto 0 ) ; RD-CONFIG: out std-logic ;



- - out signals to GCU DRPU-DONE-TO-GCU: out std-logic-vector(3 downto 0); DRPU-STATUS: out std-logic-vector(7 downto 0) - - Signals to report the status of every RPU. structured as follows : ---



-----



bit 0-1 for RPU1, bits 2-3 for RPU2, bits reports the following: 00 RPU is sleep 01 RPU is Hold 1 0 RPU is Running 11 RPU is Configuring.



...



and so on.



);



end entity;



Architecture BEHAV of CSU is signal signal signal signal



START-CONFIG-RPU1: START-CONFIG-RPU2: START-CONFIG-RPU3: START-CONFIG-RPU4:



std-logic; std-logic; std-logic; std-logic;



begin



- - rout the RPU-DONEs to GCU (registered) process ( CSU-CLK) begin if rising-edge (CSU-CLK) then DRPU-DONE-TO-GCU c=DRPU-DONE; end if; end process;



- - process to take the commands from the GCU and send the appropriate signal to the RPU process (CSU-CLK) begin



if rising-edge(CSU-CLK) then - - for RPU1, RPU2, RPU3, and RPU4 TO-RPUS DRPU-STATUS(1 downto 0) DRPU-STATUS(1 downto O) null ;



end c a s e ; end p r o c e s s ; end BoothDec;



7 Barrel shifter



--



Proje c t



: DRAW



--



F i l e name



:



BRL-SFT-16.vhd



--



Title



:



Barrel S h i f t



--



Description



:



16-bit arithmetic s h i f t unit



--



Design L i b r a y



:



DRAW.lib



--



A n a l y s i s Dependency: none



--



------



---



--



simulator (s)



:



AHDL 5.1



Initialization Notes



:



none



:



Compile in VHDL193



Revisions : Date Author Revision 02/2/02 A. Alsolaim Rev 6



Comments



library IEEE; use 1EEE.std-logic-ll64.all; use 1EEE.std-logic-arith.al1; use 1EEE.Std-Logic-Unsigned.al1; entity BRL-SFT-16 is generic(DATA-WIDTH : integer:=16); port ( DIR : in STD-LOGIC; - - - - 1 right 0 left X-IN : in STD-LOGIC -VECTOR (DATA-WIDTH-1 downto 0); Y-OUT : out STD-LOGIC-VECTOR (DATA-WIDTH-1 downto 0); NUM-SHFTS : in STD-LOGIC-VECTOR (3 downto 0) ; RTT-SHF: in STD-LOGIC:='ll; - - 0 Rotate 1 Shift ARTH-LOGC: in s t d - l o g i ~ : = ~ O - -~ 1 Arithmatic 0 logical );



end entity



;



architecture BRL-SFT-16 of BRL-SFT-16



is



function MUX2 (A, B, C: std-logic) return std-logic is begin if C=Il1 then return A; else return B; end if ; end function;



signal LEVEL-A signal LEVEL-B signal LEVEL-C



: : :



STD-LOGIC-VECTOR STD-LOGIC-VECTOR STD-LOGIC



(DATA-WIDTH-1 downto 0); (DATA-WIDTH-1 downto 0); (DATA-WIDTH-1 downto 0);



signal TT: ~ t d - l o g i c : = ~ O ~ ; - - TT will take the LSB or MSB ofX-IN depending on Logical or Arithmatic begin TT YSel null ; end case; when 2 = > case BoothDecodeY is when "OO1l=s Y S e l ~ = ~ ;1 1 ~ ~ NUM-SHFTS-Yc="110"; when uOIT1=> YSel~=~lOl~; NUM-SHFTS-Y c = 110" ; when lllO1f=>



Y~el null; end case; when "11OU=> Y~el XSelc=NOlu; NUM-SHFTS-X null ; end case; when 112=> XSel X~el if (P-NX= 0 ) then ASel~=~00~; else ASel ASel A~el - if(clk3'event and clk3='11)then RapXin COUNT:= O ; when 2 = > COUNT:=3; when 1=> COUNT : =2 ; when O = >



COUNT:=l; when others=> COUNT : = 0 ; end case; end if ; if COUNT=3 then RAP-OUTRAP-X-IN 
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