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Summary This thesis is a contribution to the wide and steadily evolving field of 3D vision. The presented work focuses on the role played by image processing algorithms employed in specific 3D vision systems and in challenging 3D applications. Two very different 3D imaging systems are considered: a 3D microscope based on the depth from focus principle, and a real-time 3D camera using time-of-flight (TOF) measurements. A concise presentation of the operating principle for recovery of depth information allows to highlight some critical aspects relating to the device performance and to propose new approaches and algorithms in challenging imaging applications. The first part of the thesis is devoted to the design of a new 3D sensor for operation in an embedded vision system for micro-assembly. The principle of depth from focus is selected and implemented with a miniature microscopic device. The study shows that in this case, most of the technological limitations are related to the size of the optical components required for high measurement accuracy, while algorithms for image processing can easily be scaled to reach real-time operation. A second part of the thesis is devoted to the study of time-of-flight cameras, with special emphasis on image processing algorithms for data error reduction. Several sources of errors are presented and analyzed. In contrast to previous studies devoted to error reduction at the device level, the present work analyzes commercialized hardware qualitatively and quantitatively, and aims to improve the measured data by image processing algorithms. The multiple sources or errors, like stochastic noise, multipath effects and scattering effects are considered. Then, a full chapter is devoted to a detailed analysis of the scattering phenomenon observed in TOF devices. This analysis allows to define a strategy for scattering compensation based on image filtering. Different implementations are compared, and a solution based on filtering in the Fourier domain is selected, as it provides superior speed for the compensation filter. The last problem studied in this thesis concerns the simultaneous operation of multiple TOF cameras. Compared to a single camera, a multi-camera system allows to avoid occlusions in the acquired data, and provides generally an extended field of view. But the different views have to be registered in order to be exploited as a whole. This thesis includes a comparison of registration algorithms on real scenes acquired with two TOF cameras. Several state of the art registration methods are considered and evaluated experimentally. Medium to poor registration performance is observed and is clearly explained by the strong noise content of typical TOF images. Therefore, a best suited and simple registration method involving the extraction and matching of a plane region common in the two views is presented. The experiments performed verified that the proposed technique is well suited to current TOF acquisition devices. Finally, a specific example among the new applications enabled by the combination of TOF cameras and advanced image processing algorithms is discussed: surveillance systems. Compared to conventional video data, range data allows for easier segmentation and scene interpretation. In various situations, scattering compensation allows to avoid erroneous measurements, while camera registration ensures a complete view of the scene under surveillance. Those improvements make surveillance by TOF cameras an attractive alternative to current systems based on conventional (i.e. 2D) imagers. Keywords 3D vision, range images, 3D image processing, registration, range image registration, time-of-flight camera, TOF, depth from focus, microvision, scattering, scattering compensation, multi-camera systems, surveillance.
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R´esum´e Cette th`ese est une contribution au champ vaste et dynamique de la vision 3D. Le travail pr´esent´e s’int´eresse au rˆole jou´e par les algorithmes de traitement d’image dans des syst`emes de vision 3D sp´ecifiques ainsi que dans des applications novatrices. Deux syst`emes d’imagerie 3D tr`es diff´erents sont consid´er´es : un microscope 3D bas´e sur le principe depth from focus, et une cam´era 3D a` temps r´eel utilisant des mesures temps de vol (time-of-light ou TOF). Une pr´esentation concise du principe de r´ecup´eration des informations de profondeur permet de souligner certains aspects critiques pour la performance des syst`emes et de proposer de nouvelles approches et de nouveaux algorithmes pour des applications exigeantes. La premi`ere partie de cette th`ese est consacr´ee a` la conception d’un nouveau senseur 3D destin´e a` un syst`eme de vision embarqu´e pour le micro-assemblage. Le principe depth from focus est s´electionn´e et impl´ement´e a` l’aide d’un dispositif microscope miniature. L’´etude montre que dans ce cas, la plupart des limites technologiques sont li´ees a` la taille des composants optiques requis pour des mesure a` haute r´esolution, tandis que les algorithmes de traitement d’image sont facilement adapt´es pour atteindre le fonctionnement en temps r´eel. Une seconde partie est d´edi´ee a` l’´etude des cam´eras temps de vol, en mettant l’accent sur les algorithmes de traitement d’image pour la r´eduction des erreurs de mesure. Plusieurs sources d’erreurs sont pr´esent´ees et analys´ees. Alors que les pr´ec´edentes e´ tudes s’attaquaient a` la r´eduction d’erreur au niveau du mat´eriel, le pr´esent travail analyse qualitativement et quantitativement un dispositif d´ej`a commercialis´e et cherche a` am´eliorer les donn´ees mesur´ees a` l’aide d’algorithmes de traitement d’image. Les diff´erentes sources d’erreur, comme le bruit, les effets de r´eflexions multiples et la diffusion (scattering), sont prises en compte. Un chapitre entier est consacr´e a` une analyse d´etaill´ee du ph´enom`ene de scattering observ´e avec les cam´eras TOF. Cette analyse nous permet de d´efinir une strat´egie pour la compensation du scattering bas´ee sur le filtrage d’image. Diff´erentes impl´ementations sont compar´ees ; c’est une solution bas´ee sur le filtrage dans le domaine Fourier qui est finalement pr´ef´er´ee, dans la mesure o`u elle permet de meilleures performances en termes de vitesse pour le filtre de compensation. Le dernier probl`eme e´ tudi´e dans cette th`ese concerne l’utilisation simultan´ee de plusieurs cam´eras TOF. Compar´e a` une cam´era unique, un syst`eme multi-cam´eras permet d’´eviter les occlusions dans les donn´ees acquises, et fournit g´en´eralement un champ de vision plus e´ tendu. Mais les diff´erentes vues doivent eˆ tre align´ees pour pouvoir eˆ tre exploit´ees comme un tout. Cette th`ese comporte une comparaison entre diff´erents algorithmes d’alignement, bas´ee sur des sc`enes r´eelles acquises par deux cam´eras TOF. Plusieurs m´ethodes courantes sont pr´esent´ees et e´ valu´ees exp´erimentalement. Les performances observ´ees restent m´ediocres, ce qui s’explique par le bruit important que comportent les images TOF. Pour y rem´edier, cette th`ese propose une m´ethode d’alignement simple et mieux adapt´ee, bas´ee sur l’extraction et l’appariement d’une r´egion plane commune aux deux vues. L’exp´erimentation montre que cette technique est bien adapt´ee aux cam´era TOF actuellement disponibles. Finalement, nous discutons d’un exemple particulier parmi les nouvelles applications permises par la combinaison de cam´eras TOF et d’algorithmes de traitement d’image avanc´es : les syt`emes de surveillance. Par rapport aux donn´ees vid´eo conventionelles, les images de profondeur permettent une segmentation et une interpr´etation de la sc`ene plus ais´ee. Dans de nombreuses situations, la compensation du scattering permet d’´eviter des mesures erron´ees, tandis que l’alignement de cam´eras garantit ii



une vue compl`ete de la sc`ene sous surveillance. Ces am´eliorations font de la surveillance par cam´eras TOF une alternative avantageuse aux syst`emes actuels bas´es sur des cam´eras 2D conventionnelles. Mots cl´es 3D vision, range images, 3D image processing, registration, range image registration, time-of-flight camera, TOF, depth from focus, microvision, scattering, scattering compensation, multi-camera systems, surveillance.
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Introduction The field of 3D vision is rapidly expanding, as many new imaging devices are introduced each year, in a market driven by increasingly demanding applications. When compared to conventional (2D) imaging, 3D imaging solutions are more difficult to characterize since a wide variety of approaches are used for measuring the depth information, each approach having its specific features, limitations and error sources. But in all cases, image processing algorithms can be used to increase the relevance of the measured information. This thesis presents original contributions for the improvement of two very different 3D imaging devices: 3D microscopy based on the depth from focus principle, and real-time 3D camera systems using time-of-flight (TOF) measurements.



1.1 Motivation Vision systems are nowadays used in an extremely wide variety of applications, since current cameras are cheap and efficient, enabling low-cost non-contact measurements. In some applications, a 2D camera can not provide all the necessary information. In this case, 3D imaging solutions can be employed. In the first part of this thesis, an illustration of the 3D vision approach selection process is presented for a real-world application: inspection and assembly of small (< 10mm) parts. In this application, the most important requirement is measurement resolution, while measurement speed comes in second place. Since currently available systems do not offer a convenient solution to this problem, the analysis is extended to propose and study the feasibility of a new system, based on the depth from focus (DFF) principle. The main issue considered is the potential for miniaturization, since a miniature DFF system would represent an adequate solution to the assembly problem. In the second part of this thesis, the application of real time TOF cameras to surveillance applications is studied. Current systems are limited by camera noise and scattering effects. Since scattering effects are greater than camera noise in many experimental situations, we chose to study possible strategies for reducing scattering artifacts in TOF data. Another limitation to overcome is the limited field of view offered by a single de-
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Chapter 1. Introduction vice. Therefore, a study was performed to determine how to best register different views, in order to use all available cameras concurrently in a vision system.



1.2 Scope of the thesis This thesis is a contribution to the wide and steadily evolving field of 3D vision. It aims to describe realistic uses of some currently available systems, by taking into account their present limitations. This study will emphasize the role played by state of the art image processing algorithms when 3D imaging devices are employed in challenging applications. The 3D systems under main consideration in this thesis are two very different 3D imaging devices: 3D microscopy system based on the depth from focus principle, and a real-time 3D camera system using time-of-flight (TOF) measurements. For each of these systems, the basic physical principles allowing the recovery of depth information will be reviewed, in order to highlight some critical aspects relating to the device performance and to propose new approaches and algorithms for their improvement in challenging imaging applications. An illustration of such improvements is presented for scattering errors in TOF devices. Moreover, image processing offers interesting possibilities for aggregation of 3D data for noise reduction or shape inference purposes. Specifically, it allows conversion from low-level range information to higher level primitives (for example geometric primitives). Such primitives are then used as the elements of scene interpretation in complex systems, such as safety systems, or robotic guidance systems. In the present work, we will focus on the conversion of noisy range data into robust plane primitives. Those plane primitives are then used in registration tasks. Finally, a new application enabled by the combination of several advanced 3D imaging devices and image processing methods is presented: a network of TOF cameras, used for surveillance applications.



1.3 Main contributions The main contributions of this thesis are: • a study of system miniaturization for embedded 3D microscopy, aimed at microassembly applications, • a model for the systemic errors caused by light scattering in time-of-flight cameras, expressed as a filtering of the ideal TOF image, • an efficient method of scattering compensation for TOF images and its optimal implementation for commercial TOF cameras, • an alignment procedure for range images based on recognition of plane geometric primitives in the range data, used specifically in registration of concurrent TOF views, allowing to virtually extend the field of view of the 3D measurement device, and to avoid occlusions.



1.4 Thesis outline Chapter 2 gives an overview of the state of the art relevant to the investigations described in this thesis. Chapter 3 describes the microscopic 3D imaging device used in 2



1.4. Thesis outline this work, which is based on the depth from focus principle, and the feasibility study for its possible miniaturization. Chapter 4 introduces 3D imagers based on the time-of-flight (TOF) measurement principle, and focuses more specifically on the SR-3000 device, which provided most of the TOF experimental data discussed in this thesis. Reduction of scattering effects observed with SR-3000 cameras is the topic of chapter 5. Chapter 6 presents image registration techniques, with special emphasis on techniques successfully applied to range images produced by TOF cameras. Experimental results are presented in chapter 7. An overview of the new applications possibilities offered by the algorithms developed in this thesis is given in chapter 8. Finally, chapter 9 summarizes the main conclusions drawn in the previous chapters, and includes a discussion of possible extensions to the present work.
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State of the art In recent years, devices for 3D imaging have evolved greatly. Many image processing techniques have been studied but new devices create new constraints and require to use new or more efficient algorithms. This chapter presents an overview of the current state of the art along three main interest direction which were investigated in this thesis: devices for high resolution 3D microscopy, TOF cameras for surveillance applications, and range image registration for real-time operation.



2.1 High resolution 3D microscopy In this section, four approaches to 3D microscopy are presented and compared. The key in selecting these approaches was the capability to produce range images. 3D microscopy based on sequential point measurements, such as chromatic aberration [70, 96] or confocal microscopy [5] were not considered: those methods are not compatible with real-time operation. The four approaches to 3D microscopy considered are (see fig. 2.1): • Depth from structured light, • Depth from stereo, • Parallel optical coherence tomography (pOCT), • Depth from focus. The comparison analyzes the potential to realize miniature 3D microscopes, which could possibly be embedded in inspection or assembly systems.



2.1.1



Depth from structured light



In depth from structured light [13, 45], high resolution light patterns are projected on the object. A camera records the resulting images; their intensity distribution is



2.1. High resolution 3D microscopy



(a) Depth from structured light



(b) Depth from stereo



(c) Parallel OCT



(d) Depth from focus vision



Figure 2.1: Illustration of four 3D microscopy approaches, on which an embedded 3D vision system could be based. modified by the object shape. The images acquired are treated by software: algorithms analyze the intensity structures recorded for each point, allowing to determine a depth index. From a detection point of view, structured light methods are very easy to implement: the hardware needed is a standard CCD camera (with appropriate optics). Their difficulty lies in the generation and projection of the appropriate illumination pattern. The simplest illumination scheme is a laser line. This technique is used in various commercial 3D scanners, but has the drawback that the object must me scanned laterally, either by moving the object or by the light source. In general, an optimum illumination pattern must be defined for each object to observe. A common solution to save some flexibility is to use a beamer to generate the illumination patterns [13, 47]; see fig 2.2. This also allows to scan the object at different z-resolutions. In all cases the range image resolution is limited by the resolution of the projected patterns. To reach resolution in the µm range, high magnification optics are required. In that case, short focus depth limits sharpness to a very limited part of the whole scene range.



2.1.2



Stereo vision



The stereo vision process is based on the simultaneous acquisition of two images from two cameras. Note that binocular microscopes typically used for high-precision assembly in watchmaking are stereo microscopes. In machine vision applications, the oculars are replaced with CCD sensors (figure 2.3). Stereo vision algorithms are then employed to reconstruct 3D information from the disparity between the two images. A calibration is required to determine the epipolar constraints between the two image sensors [9, 11, 25, 26]. This step uses feature points on a calibration object, matched in the different views. Moreover, calibration allows to take into account distortions produced by the high magnification optics used. An example of a typical micro-assembly scene imaged with stereo-vision is provided in figure 2.4.
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Figure 2.2: Depth from structured light setup, schematic representation (excerpt from [14])



Figure 2.3: Cross section of the common main objective lens (CMO) type stereo microscope (excerpt from [25])
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2.1. High resolution 3D microscopy



Figure 2.4: Top, the stereo images of a microgripper. Bottom, the surface registration. (Excerpt from Bert et al. [11]). In contrast with depth from structured light, depth from stereo is a passive approach: no special illumination scheme is required. Stereo is also compatible with real-time operation, as algorithms for finding epipolar correspondences can be optimized to run in real-time. But one of the main limitations of stereo microscopy lies in the determination of epipolar correspondences: if the object imaged is textureless, or has a periodic texture, stereo matching is impossible. Another limitation is related to the short depth of field observed at high magnifications. The volume where both microscopes are in focus gets smaller as the magnification is increased. If a high lateral resolution is desired, only a slice of the object will be in focus. Finally, we note that the miniaturization potential of stereo system is limited by the constraint to have two independent imaging systems. This doubles the mass of the vision system when compared for example to a depth from focus design.



2.1.3



Parallel optical coherence tomography



Parallel optical coherence tomography (pOCT) is a specialized implementation of white light interferometry. White light interferometry [115] involves two light beams with limited coherence: the beams are not monochromatic, their power is spread among an interval of wavelengths ∆λ. The reference beam is reflected on a scan mirror, while the probe beam is projected on the object; see figure 2.5. The optical path difference (OPD) between the two reflected beams produces an interference pattern (fig. 2.6, right) when the beams are recombined. Due to the low coherence of the light used, the interference signal envelope is limited [18, 101]. Displacement of the scan mirror allows to find the maxima of the interference signal. The scan positions of these maxima correspond directly to the range map of the scanned object. To achieve real-time operation, the scan mirror is kept in periodic motion, at relatively high speed: 10mm/s. The solid state sensor used must thus be capable to operate at high frame rates, in order to keep track of changes in the interference pattern during the scan mirror motion. A system involving a dedicated sensor developed at CSEM
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Figure 2.5: Parallel OCT measurement setup [18]. Low coherence light emitted by a superluminescent diode (SLD) is separated by a beam-splitter (BS). The reference beam goes to a mirror (RM), while the probing beam goes to the sample (S). The two reflected beams are combined in the beam splitter, and the resulting intensity is measured by a solid-state detector.



Figure 2.6: Left: parallel OCT schematic. Right: optical signal amplitude as a function of the optical path difference. [48]
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2.1. High resolution 3D microscopy Z¨urich is commercialized by Heliotis AG [48]; see fig. 2.7. The sensor resolution is



Figure 2.7: Left: Heliotis M1 pOCT microscope. Right: pOCT image sensor. [48] small: 144 × 90 pixels, but the frame rate is very high: up to 5000 fps (2D), and 10 fps (3D). Note that the pOCT technique is referred to as tomography due to its application in the field of biology. At the infrared wavelength used (820nm), light can penetrate a few micrometers into biological tissues, and then be reflected to the sensor. This allows to obtain measurements of a volume of biological samples. When metallic parts are imaged, the light is reflected in the frontmost surface, and depth maps are obtained. Figure 2.8 provides an example of a gearwheel imaged with the Heliotis M1 microscope. Technology currently puts a limit on the sensor size used for data readout. Considering miniaturization, difficulties would be encountered in selecting appropriate mechanical and optical components. Moving the mirror element requires small, but high speed and high precision motors. For optical components, the complete optical system with light source, beam-splitter, collimation optics and imaging optics should be miniaturized.



2.1.4



Depth from focus



The principle of depth from focus 3D measurement is described in Ens [28], Geissler & Dierig [40]. A microscope with a short depth of field, is used to acquire a series of images Ii (x, y) at different elevations zi relative to the object (figure 2.9). After transformation of the images into associated sharpness images Si (x, y), the object depth for any pixel in the image is the depth associated to the image of maximum sharpness among the stack. Z(x, y) = zˆi(x,y)



where ˆi(x, y) = argmax(Si (x, y))



(2.1)



Note that depth from focus is a passive approach: no active illumination is required. But, in order to perform the sharpness analysis, the sample must have a contrast texture. The extent of the depth of field puts a higher limit to the achievable depth resolution. Microscope systems with a short depth of field can reach micrometer resolution [83]. Note that the limited depth of field in microscopy is a problem for many applications, for example biological imaging. In this case, depth from focus techniques are
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Raw data



Surface fit



Figure 2.8: Parallel OCT 3D images of a gearwheel [48]



Figure 2.9: Depth from focus 3D microscopy: measurement principle
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2.1. High resolution 3D microscopy developed as a necessary step in the recovery of a well-focused image [2]. Various options for the computation of the sharpness maps have been proposed. Zamofing & H¨ugli [125] use variance or a Laplacian filter, Boissenin et al. [16] use horizontal and vertical gradients, and Aguet et al. [2] use a wavelet decomposition of each image in the stack. Considering miniaturization, the difficulties to overcome are related to the camera motion, and to the requirement to reach high magnifications with small sized optical components. If the magnification is not high enough, the depth of field becomes large and the z-resolution of the system is reduced. Moreover, suppression of out of focus objects requires telecentric lenses when the magnification is small (see sec A.5). Figure 2.10 provides an example of depth from focus imaging of a gearwheel. Note that this image was produced during the MiCRoN project. This project funded by the European Community under the ”Information Society Technologies” program “aimed at the development of a new Microrobot system based on flexible mobile, 1cm3 sized robots acting autonomously”([29]). This project required the development of a local vision sensor. In 2006, such a sensor was realized, based on the depth from focus principle; see fig. 2.11. The magnification reached was 5× and the lateral resolution was 1 µm. Unfortunately, no information was published concerning the vertical resolution of this sensor.



2.1.5



Comparison of 3D microscopy approaches



Of the four methods mentioned above, two require a mechanical depth scan (depth from focus, parallel optical coherence tomography), two require active illumination (parallel OCT, structured light), and one requires a correspondence matching algorithm (stereo vision). Key characteristics of the 3D microscopy methods discussed above are presented in table 2.1. For an embedded implementation, depth from structured light and parallel OCT are ruled out by the mass requirements (mass of the active illumination setup). Stereo vision is limited by the resolution/depth of field tradeoff: the high optical magnification required for high resolution imaging reduces the depth of field which, for stereo, limits the depth where correspondences can be found between image pairs. Contrasting with stereo, depth from focus benefits from the limited depth of field when working at high magnification. This passive technique seems therefore most appropriate when trying to produce high resolution 3D images with a miniature system. Chapter 3 presents a feasibility study for a miniature depth from focus system.



Figure 2.10: Depth from focus measurement of a 600µm gearwheel [16].
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On-board camera system schematics.



On-board camera system in operation.



Figure 2.11: MiCRoN on-board camera system prototype. [29]



Table 2.1: 3D microscopy approaches comparison. Method Depth from structured light Depth from stereo Parallel optical coherence tomography Depth from focus
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Advantages + low complexity processing + simple imaging hardware + passive system + no moving parts



Penalties - active illumination required - complex pattern projection optics correspondence problem - small depth of view



Miniaturization issues - light source miniaturization - high res. pattern proj. over large scene



+ high accuracy + low computational cost when using smart pixel sensors



- mechanical scan required - limited depth range



- complex optics - active illumination required



+ Passive system + Easy parametrization of z-resolution



- mechanical depth scan required - performance is sample dependent



- increased depth of field for miniature system - camera motion required



- complex optics



2.2. Time-of-flight cameras



2.2 Time-of-flight cameras Time-of-flight (TOF) cameras are range cameras in which the range measurement is based on the propagation time of an active light signal. In the the last decade, TOF cameras moved from the laboratory [71] to commercial products [20, 82, 113]. Those new devices are expected to fulfill the need for a “low-priced off-the-shelf system [. . .], which provides full-range, high resolution distance information in real-time”(Kolb et al. [69]). Considered applications range from cultural heritage to vehicle safety systems, from surveillance to human machine interaction and gaming. The TOF depth measurement principle is presented in section 2.2.1. Section 2.2.2 reviews implementations of TOF cameras, while an overview of the field of applications of this new technology is given in section 2.2.3; those applications are centered around real-time measurements. A comparison of TOF cameras with existing technologies for real-time range imaging is provided in section 2.2.4. Considerations of TOF cameras measurement accuracy and its possible improvements are reviewed in section 2.2.5. Finally, developments related to usage of TOF cameras in multi-cameras systems are discussed in section 2.2.6.



2.2.1



TOF measurement principle



Time-of-flight cameras involve active illumination, and deliver range (or depth) data by measuring the time needed for a light signal to travel from the camera light source to the scene and back to the camera sensor, as illustrated in figure 2.12. Two methods of TOF measurement are currently used in TOF imaging systems. These methods are often referred to as the pulsed and the continuous wave (CW) methods [61].



Figure 2.12: Time-of-flight range imaging, principle of operation. A light signal is emitted by the device, reflected on the object, and finally collected on the sensor, producing the electrical signal S. The delay between light collection and emission is proportional to the propagation distance r.



2.2.1.1



Pulsed time-of-flight method



This method was the first historically in commercial TOF acquisition devices, and is still dominant for sequential point scanners. In the TOF device, a pulse of light is generated by a high intensity source (usually a laser). The time interval ∆t between pulse emission and return pulse detection allows to compute the distance D between
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Chapter 2. State of the art the targeted spot i and the device as : D(i) =



c · ∆t(i) 2



(2.2)



where c = 2.99892458 · 108 m/s−1 is the speed of light. The measurement range of devices based on pulsed time-of-flight measurement will be constrained by the maximum time interval set to wait for the returning signal. 2.2.1.2



Continuous wave (CW) time-of-flight method



This time-of-flight range measurement method uses the continuous emission of a periodic signal. The distance is derived from the phase shift of the returning signal. The periodic signal S(i) received at the sensor is described by its amplitude A(i) and its phase difference ∆ϕ(i) with the original signal. The range r is directly proportional to the phase difference. Assuming a sinusoidal signal with frequency f , and with c as the speed of light, we can write : S(i) = A(i) · e∆ϕ(i)



(2.3)



c · ∆ϕ(i) 4π f



(2.4)



r(i) =



It shall be noted that since the phase difference ∆ϕ(i) is constrained in the range [0, 2π] there is a possible ambiguity in the distance measurement. Typically, the frequency of operation f is chosen such that the ambiguity distance interval R0 is larger than the required measurement range. R0 is obtained by inserting the maximum phase difference 2π in eq. 2.4: c R0 = (2.5) 2f



2.2.2



TOF cameras



In TOF cameras, distance measurement is performed in parallel for all the pixels on an imaging sensor. This innovation allows fast acquisition of range images, and represents a major evolution when compared to the established technology of sequential TOF acquisition (see sec. 2.2.4.1). However, parallel imaging requires to spread the illumination on the full field of view: see fig 2.13. This generally results in a low signal to noise ratio (SNR) for the TOF signal, making pulsed TOF measurement difficult. This explains why CW cameras where the first type of TOF cameras developped: the SNR at the operation frequency is much higher, so that the TOF signal can be recovered. However, this type of operation requires ad-hoc sensor, capable of demodulating high frequency signals independently for each pixels. Recently, prototypes cameras based on pulsed TOF have emerged, but such developments are either still at the research level Niclass et al. [91], or largely unpublished due to ongoing proprietary product development [1]. This discussion of the state of the art presents two implementations of pulsed TOF cameras. But the implementations that will be considered throughout this thesis are based on the comparatively more mature CW TOF camera operation principle (see chapter 4 ); all commercial TOF cameras available today belong to this category. 14



2.2. Time-of-flight cameras



Figure 2.13: TOF camera setup [90]. Note that the illumination must be spread over the whole field of view. Here, the illumination uses a non-collimated pulsed laser.



2.2.2.1



Pulsed TOF cameras



For pulsed TOF cameras, the challenge lies in ensuring that the measurement corresponds to the active illumination signal, and not to noise, either in the measurements system or in the scene (other light sources). Two approaches can be distinguished: Niclass et al. [90] use a ultrafast and highly sensitive sensor based on single photon detectors, while Iddan & Yahav [54] use a standard sensor, but with an ultrafast shutter kept open only at times where the return signal dominates. Those two approaches are briefly illustrated below. Single photon detector TOF Niclass [90, 91] realized a prototype TOF camera based on single photon avalanche diodes (SPAD). Technology is not yet mature for producing large arrays of SPADs; the camera resolution was therefore limited to 32 × 32 pixels. Using a single photon detector allows a TOF camera to operate in Geiger mode. The first detected photon is assumed to be part of the TOF return signal, allowing to compute a range value. One significant advantage of this approach is that the measurement is digital: it isn’t affected by noise from in-pixel analog amplifiers, so device that mismatch isn’t a significant error source. However, since Geiger mode measurements are largely affected by the sensor’s dark count rate, Niclass et al. [90] also proposed a more robust method, based on the histogram of arrival time for repeated measurements; see fig. 2.14. The motivation for this processing is that noise is expected to produce dark counts at random times, while the illumination signal will produce strongly correlated TOF measurements. This correlation manifests as a peak in the TOF histogram. This technology still in development could reach very high accuracies. Niclass et al. [91] expect the distance accuracy to be under 1cm for ranges up to 7.5m. Moreover, Kahlmann [61] notes that optical crosstalk effects, caused by multipath and scattering ( see sec. 4.4 ), do not affect the depth measurement in this system. The main drawbacks of this technology is that SPAD arrays are difficult to produce, and that data readout requires a large number of high resolution timers (50ps [91]); interfacing and data readout is therefore expensive for such sensors. Shuttered TOF This variant of the pulsed time-of-flight method is based on a fast shutter allowing to integrate the light pulse [54] only on a short time gate. The principle
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Figure 2.14: 3D imaging setup based on time-correlated single photon counting (TCSPC) [91]. The peak in the histogram allows a more reliable range determination. of operation can be summarized as follows: • A precisely timed light pulse covering the whole field of view is emitted: fig. 2.15 left. • The reflected signal is integrated for a short period of time only: fig. 2.15, middle. • The fraction of the light signal returned is interpreted as a range map: fig. 2.15, right



Figure 2.15: Shuttered time-of-flight depth measurement principle [1]. In this system, the distance range of interest [rmin , rmax ] determines the opening of a time gate τ = [tmin , tmax ] by the fast shutter placed in front of the CCD sensor. The fraction α of light measured during the time gate Igate compared to the total light amount Itotal varies linearly with the distance to the object [69]: r (i, j) = rmin + α (i, j) · (rmax − rmin )



α (i, j) =



Igate (i, j) Itotal (i, j)



(2.6)



If the desired measurement range [rmin , rmax ] is too wide to fit in a single exposure, several exposures with different gating parameters can be performed [44]. One advantage of this approach is that standard image sensors (with high resolution) can be used. The hardware complications are related to illumination and shutter components. Developments towards a commercial product were carried out by 3DV systems [1, 44, 124]. However, no implementation is publicly available, so that the characteristics of this sensor aren’t well known. 16



2.2. Time-of-flight cameras Conclusion Although pulsed TOF cameras have been demonstrated, there is currently no off-the-shelf camera available for testing. This technology is nevertheless promising, as Niclass et al. [91] showed that high resolution measurements is possible, while 3DV systems [1] suggests that low-cost TOF cameras could be produced in a very near future. Note that even if such a development occurs, higher priced CW TOF cameras would still be useful in applications where pulsed TOF isn’t adequate, such as simultaneous acquisition with multiple TOF cameras. 2.2.2.2



CW TOF cameras



Similarly to Niclass et al. [91] pulsed camera, CW TOF cameras require special pixel sensor designs, in order to allow for demodulation of the periodic light signal. Lange [71] reports on developments leading to the realization of such sensors. Oggier et al. [93] presents the first family of commercial TOF cameras. B¨uttgen [19] proposed various improvements to CW TOF cameras, including active background light suppression at the pixel level, and pseudo-noise modulation for simultaneous multi-camera operation. Kahlmann [61] investigated methods for CW TOF cameras calibration, and proposed the addition of an optical reference path to reduce the effects of temperature variations on TOF sensors [59]. Mesa-imaging [82], PMDtec [113] and Canesta [20] offer commercial CW TOF products. Two cameras are illustrated in 2.16: a Swissranger SR-4000 and a CamCube. For indoor cameras, a non-ambiguity range of 7.5m is often chosen, resulting in a modulation frequency f of 20MHz (see eq. 2.5). The parallel demodulation of the light signal allows to obtain range maps in a very short time (typically, at 20 frames/s). In these cameras, the lateral resolution is limited by the sensor size, which is small in current commercial products (ranging from 64 × 48 to 204 × 204 [69]), since all pixels must incorporate signal demodulation electronics. Future generations of TOF cameras are expected to reach resolution similar to video cameras (VGA). More details on CW TOF camera operation are presented in section 4.1.



2.2.3



TOF cameras applications



Usage of range sensors touches a wide variety of applications, going from cultural heritage[122] to vision feedback for robot control [68], from safety systems[68] to human computer interfaces. Kolb et al. [69] recently produced an overview of published literature concerning TOF cameras. TOF cameras have been proposed for all tasks mentioned above. Research on TOF cameras has been stimulated by different research projects. The ”Action Recognition and Tracking based on Time-of-Flight Sensors”



Figure 2.16: Left: PMDTec/ifm electronics CamCube sensor; Middle: MESA SR4000 sensor; Right: The ToF phase-measurement principle. - Excerpt from Kolb et al. [69].
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Chapter 2. State of the art (ARTTS) project, funded by the European Union (www.artts.eu) investigates “algorithms for tracking and action recognition with a focus on multi-modal interfaces and interactive systems”([69]), that is, human machine interaction based on TOF cameras. The key characteristic of TOF cameras appealing for human machine interaction is the production of range maps in real-time, at with a low processing cost. Du et al. [27] propose a virtual keyboard where the user’s fingers are tracked by a TOF camera. At a larger scale (1.5m ×1m), Oggier et al. [94] presents a touchscreen application where a TOF camera track the user’s hand to control a computer display. In the surveillance context, Kahlmann et al. [60] proposed to use a particle filter on TOF point clouds for tracking people or other moving objects. This approach has also been followed by Hansen et al. [46]. Jensen et al. [56] use a TOF camera for gait analysis when tracking walking persons. In the field of video content generation, TOF range information allows an easier registration of high resolution video sequences. Guan & Pollefeys [42] use TOF cameras to enhance the robustness of shape from shading 3D reconstruction. For augmented reality applications, where computer generated models are added to video sequences, range information from TOF sensors enables a correct ordering of the different depth layers [44, 44, 54]. The EU-project 3D4YOU (www.3d4you.eu) encourages further development in this direction, with the final aim of enabling real-time 3D acquisition for consumer 3D television systems. TOF cameras can also be used for non-contact sensing in robotics. Kohoutek [68] presents an application of TOF cameras for collision avoidance with approaching humans. Fuchs & May [39] use TOF camera vision feedback for controlling a robot grasping different objects. TOF cameras can also be used for mobile robot guidance [120]. Finally, specialized long range versions of TOF cameras have been proposed for collision avoidance in automotive applications [61, 94]. Note again that the main advantage expected of TOF cameras over other vision approaches is the high frequency at which range images are delivered, enabling real time applications.



2.2.4



Comparison with mature 3D vision approaches



In order to evaluate the improvements brought by TOF cameras over previous 3D measurement methods, a brief comparison of TOF cameras with mature 3D measurement technologies is provided.



2.2.4.1



TOF point scanners



In these scanners, the TOF measurements are sequential : each point of the acquired 3D point cloud is measured separately. Commercial devices [31, 72] use a laser source for signal emission, with rotating mirrors to provide lateral scanning. TOF point scanners were historically the first TOF imaging devices, and their operation was until recently based on the pulsed time-of-flight measurement method. Since the full power of the light signal is available for each measurement point, such scanners have a large measurement range (up to 300m) and a good accuracy. The main drawbacks of these systems are slow acquisition time and high cost. The sequential acquisition scheme prohibits real-time data acquisition with such systems. Nevertheless, TOF point scanners are widely used in architecture, geodesy or cultural heritage applications. 18



2.2. Time-of-flight cameras 2.2.4.2



Comparison of TOF point scanners and TOF cameras



TOF point scanners - based on sequential acquisition - and TOF cameras - based on parallel imaging - are compared in table 2.2. The main drawback of TOF cameras when compared to TOF points scanners is the low accuracy and limited range. This is mainly explained by the fact that the energy of the light signal emitted by the TOF device must be spread to cover the whole field of view of all pixels. The main drawbacks of TOF point scanners are: • complexity and high cost: the scanning mechanism required to move the light beam across the scene involves moving parts (mirrors). Therefore, the price of TOF point scanners is high. • low acquisition speed: although each new version of commercial devices increases the faster data acquisition rate, the sequential operation of point scanners makes them significantly slower than TOF cameras, where the acquisition is parallel. This comparison confirms that sequential point scanners are not a valid option for realtime 3D acquisition. Therefore, they will not be discussed further in this dissertation. Instead, our attention will be focused on TOF cameras using parallel imaging. 2.2.4.3



Stereo vision



Stereo vision is historically the first approach to 3D computer vision. Many authors proposed and developped algorithms for stereo data registration and processing. The setup of a stereo system is not straightforward, since calibration must be performed. But this issue is so standard that generic toolbox help with this step [17, 123]. Off-theshelf systems are now available. For example BumbleBee [95] for computer vision, or the inexpensive Minoru webcam [97], aimed at the consumer market. While stereo systems can provide range information in real-time, over a wide field of view, they suffer from limitations related to the computation of the epipolar correspondences. Those correspondences cannot be determined in uniform image areas. For those areas, the range data is undetermined. This phenomenon is illustrated in figure 2.17. The gray areas in the stereo disparity images correspond to regions where the range measurement failed. In comparison, a TOF camera can easily image such zones.



2.2.4.4



Structured light



The general availability of cameras and light projectors make this method very affordable. Laser line scanners are widely used for range sensing in the industry. However, laser line scanners require a mechanical motion to sweep the line across the camera field of view. They are therefore not well adapted to the quick acquisition of an arbitrary scene. More flexible structured light systems are based on computer controlled digital light projectors. A schematic diagram of a real-time structured light acquisition system is reproduced in figure 2.18. Open source tools [30] can be used for the calibration of a custom setup. Constrained by the type of camera and the power of light source used, the acquisition can nevertheless be fast. Zhang & Huang [128] report 2D data acquisition at 120Hz for grayscale images and 26.8Hz for color images (532×500 pixels). 3D shape reconstruction can be performed in 24.2ms, so that this system can produce 3D data in real-time, and capture scenes with motion. The range accuracy is
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Table 2.2: Comparison of sequential and parallel TOF devices System Data acquisition rate



Measurement range



Range data accuracy



Lateral resolution



Mode of operation



Sequential TOF point scanner Slow typically measured in points/s. State of the art scanners provide 120000 points/s High from 20m in high-res mode up to 300m High typically mm for small distance (< 20m), cm for larger distances High some vendors provide up to 470000×40000 points for a 360◦ scan Pulsed TOF: Leica[72] CW TOF: Faro[31]
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Applications



Architecture, Geodesy, Cultural heritage, Forensics, . . .



Cost



High > 50000 CHF



Parallel TOF camera High typically measured in frame/s (fps). State of the art cameras provide 30+ fps Small typically < 8m Low typically cm



Low limited by sensor size, currently 176 × 144 for SR-3000 cameras, should be improved in the near future CW TOF: SR[24], PMD[113], Canesta[20] Pulsed TOF: Niclass[90], 3DV[1] Human-Computer interface, Surveillance, Robot control, Industrial inspection, . . . High to low > 5000CHF for current small series, could reach < 100USD if mass-produced



2.2. Time-of-flight cameras



(a) Color image



(b) Stereo pair



(c) Stereo disparity



(d) TOF camera range



Figure 2.17: Comparison of stereo and TOF range imaging. Stereo processing cannot determine the range information for regions with no texture, or periodic textures. TOF cameras, employing active illumination, aren’t affected by textures in the scene.



Figure 2.18: Zhang & Huang [128]: Schematic diagram of a real-time 3D shape acquisition system. A color fringe pattern is generated by a PC and is projected onto the object by a DLP video projector (Kodak DP900). A high-speed B/W CCD camera (Dalsa CA-D6-0512W) synchronized with the projector is used to capture the images of each color channel. Then image processing algorithms are used to reconstruct the 3D shape of the object. A color CCD camera (UniqVision UC-930) also synchronized with the projector and aligned with the B/W camera is used to capture color images of the object for texture mapping.
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Chapter 2. State of the art generally in the millimeter range, and seems to be limited by lens distortion. Huang & Han [51] reports RMS errors of 0.35 mm for a plane object measured with structured light. The main drawback of structured light systems, when compared to TOF cameras, lies in the requirement to conserve a sharp light structure from the light source to the scene, and then from the scene to the camera. The light structure contrast must be significantly stronger than the background illumination, and the focus of the illumination must be adjusted so that blur stays small within the whole depth of field. To reach high accuracy and high acquisition frequencies, the field of view is typically limited to a 200mm ×200mm area [51]. In comparison, TOF cameras offer a much larger field of view.



2.2.5



Reduction of TOF camera errors



B¨uttgen [19], Kahlmann [61] already studied noise reduction, but considered mostly stochastic noise source, such as photon shot noise and thermal noise, and proposed solutions involving hardware improvements. Khalmann [59] introduced an optical feedback loop allowing to compensate for sensor thermal drift. Mure-Dubois & H¨ugli [85] proposed a scattering compensation algorithm based on a sum of convolution with scattering functions described as sum of gaussians. Kavli et al. [64] experimented with scattering compensation involving a space variant scattering model. Recently, Bohme et al. [15] proposed to used shading constraints from a Lambertian reflection model to reduce the influence of noise in TOF measurements; see figure 2.19 for an illustration.



(a)



(b)



(c)



(d)



(e)



Figure 2.19: Bohme et al. [15]: 3D reconstruction of a human face. The manually segmented intensity image is given in (a). A lateral view of the surface as measured by the SR3000 TOF camera is shown in (b). Figure (c) presents the reconstructed surface using the global albedo algorithm. Lateral and frontal views of the reconstructed surface based on the local albedo algorithm are shown in (d) and (e), respectively. The surface in (b), (c), and (d) was textured using the intensity image to facilitate a qualitative comparison.



2.2.6



Simultaneous operation of multiple TOF cameras



TOF cameras use active illumination. This can lead to problems when multiple cameras are used simultaneously to image the same scene. Strategies to avoid interference between TOF devices are discussed in detail in [19]. For pulsed TOF cameras the only option is to have a common trigger signal sent to all devices to avoid simultaneous pulse emissions. For CW TOF cameras, B¨uttgen [19] presents an original approach for 22



2.3. Range image registration techniques code division multiple access (CDMA), based on pseudo-random sequences. Careful selection of the codes used allow for simultaneous usage of a high (100+) number of cameras, the only adverse consequence being an increase in the background illumination level BG. Unfortunately, and although CDMA was demonstrated for SR-3000 cameras, no implementation of this technique is available to camera end-users at the time of writing. Currently, simultaneous acquisition with different CW TOF camera implies using different modulation frequencies for each camera used. Lange [71] pointed out that the attenuation between signals at different frequencies when using 4 tap sampling depends on the frequency difference ∆f and on the integration time Tint . When operation frequencies are separated by 1 MHz, the crosstalk between two devices is less than −40 dB for integration times higher than Tint,min = 100 µs.



2.3 Range image registration techniques Range image registration is used in the production of 3D models. Typical applications include safety systems [68], cultural heritage [122], city modeling [112] and localisation in a context of mobile robots [120]. Many of the techniques used for range images registration are derived from methods used in the registration of conventional 2D images. Therefore, 2.3.1 briefly discusses the techniques used in 2D images registration, with special focus on the techniques used to calibrate a stereo pair. Section 2.3.2 then presents the iterative closest point registration. Section 2.3.3 discusses registration based on geometric primitives, which can be interpreted as an extension of 2D registration methods based on features.



2.3.1



Registration of intensity images for stereo vision



Registration methods are often divided in two categories: correlation based registration, and feature based registration. Correlation based registration is most appropriate when the majority of the image contents is similar in both images. This is the case for example when the overlap between the two views is large. In that case, the correlation between the intensity distribution of the target image and the intensity distribution of the source image has a well defined maximum when the two images are registered. Unfortunately, when a stereo pair is calibrated, there is no guarantee that the overlap between views will be large. In that case, feature based method provide better results. The workflow of feature based registration is the following: • Definition of feature points in each view. Feature points are generally defined by looking at significant intensity variations. The Harris corner detector is often used. • Matching of feature points across the views. This step can be based simply on the geometric distance between feature points, but more advanced matching techniques exist, based on feature properties. • Validation of matches: aberrant feature point pairs are suppressed.berant feature point pairs are suppressed. • Evaluation and iteration: an error metric on the feature points distance is measured. If the error is high, the process is repeated. The registration is stopped when the error falls below a pre-determined threshold.



23



Chapter 2. State of the art This technique is often referred to as bundle adjustment, as the registration parameters are iteratively adjusted until all feature points are matched. For registration of images from stereo cameras Tsai [118] proposed to use a planar calibration target in the field of view to reliably define feature points. Torr & Murray [116] analyzed algorithm robustness, with special focus on solutions to avoid aberrant pairs; least median squares (LMedS) and random sample consensus (RANSAC) are among the most efficient strategies for increased robustness. Zhang [130] used the planar target proposed by Tsai [118], adding procedures to estimate and compensate for lens distortions. This approach is widely used in computer vision research for calibration of a stereo camera registration setup, since implementations of the required algorithms are widely diffused [17, 123]. Note that in some situations, the planar target approach isn’t practical, so that different target patterns are used [11]. Lindner et al. [76] demonstrated in 2007 that this technique could be used to register a TOF camera with a standard color camera. This approach has been largely followed [66, 100]. Unfortunately, registration of two TOF cameras seems inacurrate, due to the low image resolution of current TOF sensors [61, 88]. Note that in 2008 Kim et al. [66] have presented a system where 3 high-resolution CCD cameras and three TOF camera were calibrated using feature points extracted from intensity images.



2.3.2



Iterative Closest Point registration



Since its introduction in the early 1990s (Besl & Mckay [12], Chen & Medioni [21]), the Iterative Closest Points (ICP) algorithm has been widely used to register data produced by 3D scanners [102]. The procedure provides a solution to the registration problem of two point clouds under the assumption of a rigid body transformation, and is based on minimization of an error function defined from distance from point in one cloud to their closest counterpart in the other cloud. Many variants have been proposed to increase the robustness and speed of ICP algorithms. Rusinkiewicz & Levoy [102] present a good review of ICP algorithms, in which they identify 6 main directions for ICP method optimizations : 1. Selection of sets of points from P0 and P1 . 2. Matching (pairing) points between the sets. 3. Weighting the point pairs. 4. Rejection of outlier point pairs. 5. Error metric assignment based on the point pairs. 6. Minimization of error metric. While the original ICP algorithm uses all points for estimation of the transformation, several authors have proposed to select only a subset of points, either chosen randomly [119], or chosen according to their intensity or color (when available) [58]. Bae et al. [6] proposed to consider features such as surface normal vector, change of curvature, and variance angle defined at each point to improve the pairing quality. The k-D tree technique [36] is used in many ICP variants to speed-up the matching stage [12, 57, 102]. This technique allows to speed up the nearest neighbors search for a target point cloud P0 . Other improvements to ICP use the assumption that the points are arranged into a mesh, where the points are the corners of triangular surface patches. When such 24



2.3. Range image registration techniques surfaces patches are defined, Chen & Medioni [21] propose to replace the point to point distance by point to plane distances. To avoid erroneous registration due to aberrant point pairs, the contribution of each pair to the final error metric can be weighted. The weights are generally chosen inversely proportional to the point pair distance [106]. Trucco et al. [117] use least median squares (LMedS) to filter outlier point pairs, while Fitzgibbon [35] use a variation of the Levenberg-Marquardt algorithm. Nevertheless, since ICP methods are based on pairing of data in the two sets to register, they tend to fail when the overlap between the datasets is low. Chetverikov et al. [22] report that advanced ICP algorithm still require at around 50% overlap for successful registration.



2.3.3



Registration based on geometric primitives



Registration from geometric primitives is an extension of feature based registration to range images. The geometric primitive extraction procedures can simply be interpreted as feature detectors. A simplest primitive extraction procedure is RANSAC: TarshaKurdi et al. [112] uses RANSAC to identify plane regions corresponding to roofs in aerial TOF laser scanner data. Von Hansen [121] proposes a framework for the grouping of such plane patches. Rabbani & van den Heuvel [99] and [104] extract plane, but also sphere and cylinder primitives from TOF laser scanner data. This procedure is applied to 3D city digitizing for cultural heritage [105]. Mure-Dubois & H¨ugli [88] use a combination of RANSAC extracted planes and conventional 2D point features to register range images produced by two real-time TOF cameras. Guan & Pollefeys [42] use a sphere calibration target to calibrate a system containing four cameras: two conventional CCD cameras and two real-time TOF cameras.
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Depth from focus vision system for micro assembly This chapter is devoted to the design of a new 3D sensor for operation in an embedded vision system for micro-assembly. System requirements for an embedded sensor are presented. A prototype implementation of a miniature microscope device allowing depth from focus measurements is proposed. Future steps in development of a realtime embedded depth from focus sensor are presented, with a discussion of the most critical tradeoffs. Section 3.1.2 introduces the main characteristics to consider in the design of an embedded, 3D vision sensor. Section 3.2 discusses the key components in a depth from focus system. For each component, the relevance of miniaturization constraints is analyzed (sections 3.3 to 3.6). In section 3.7, 3D measurements obtained with a prototype miniature imaging system are presented and compared to the performance of a reference, high-resolution imaging system. Finally, section 3.8 includes a summary of the performance attained with a miniature depth from focus system. This summary is supplemented with a list of future developments required to realize a high performance 3D local vision sensor.



3.1 Motivations for 3D microscopy Machine vision plays an important role in automated assembly. However, present vision systems are not adequate for robot control in an assembly environment where individual components have sizes in the range of 1 to 100 micrometers, since current systems do not provide sufficient resolution in the whole workspace when they are fixed and they are too bulky to be brought close enough to the components. This chapter provides a feasibility study of a 3D vision sensor easily embedded in a micro-assembly robot. A small-size 3D vision system is expected to provide two decisive advantages: high accuracy and high flexibility. In planar assembly tasks, an embedded camera can provide vision feedback [49]. More general assembly tasks will



3.1. Motivations for 3D microscopy require 3D sensing. Bert et al. [10] notes that 3D vision can be used for synthesis of a virtual camera view, allowing to provide visual feedback from a position where a camera could not be placed, for example because this position is occupied by the robot; see figure 3.1.



3.1.1



Inspection and assembly applications



In micro-assembly, a robot is used to manipulate the micro-sized parts. Accuracy requirements are such that assembly can not be realized through open-loop robot command. In order to close the loop, either for teleoperation [34, 110] , semi-autonomous [8, 23] or autonomous [50, 62, 111] robot operation, vision sensors are used to provide feedback on the relative positions of the effector and parts to assemble. Most vision systems employed in automated micro-assembly are based on bulky microscopes [23, 32, 34, 62, 65, 110] with a fixed field of view. Typically, such systems feature fixed robot effectors, centered within the microscope field of view. Parts are brought for assembly by a motorized stage moving under the microscope. This mode of operation is slow since a large mass must be set in motion for each new part introduced. In contrast with this approach, parallel robot systems [4] use low-mass effectors capable of being moved quickly over a large assembly workspace, allowing for much faster assembly. However, in this situation, a vision system covering all possible positions of the effectors, i.e. the whole assembly workspace, is not accurate enough (see figure 3.2). Therefore, for closed-loop operation, a high-resolution, embedded vision system must be moved with the effectors.



3.1.2



Embedded vision system requirements



In this section, we present a list of the desired properties for an embedded 3D vision sensor. The tradeoffs associated with each of these properties are also briefly discussed. 3.1.2.1



Mass



While sensor mass is generally not considered important in computer vision applications, it is, however, of key relevance for embedded system design. As a principle for a local sensor, the volume imaged is only a small fraction of the assembly workspace. This implies that the embedded sensor will be moved with the robot active systems (grippers, actuators) during assembly operations. Fast motion is possible only if sensor mass is low. As a guideline for a practical application, we set the constraint : m ≤ 100 g. We will see that this constraint is of critical importance, since it prohibits the use of high performance optics, such as bulky microscope objectives. This in turn limits the lateral and vertical resolution that can be attained. It also constrains the choice of the imager device (the pixel size must be small, in order to provide high resolution images with a small optical magnification). 3.1.2.2



Resolution - Field of view



In order to reach assembly tolerances, the spatial resolution (rx , ry , rz ) must be as high as possible. Furthermore, it is desirable to have a volume of view (Lx , Ly , Lz ) as large as possible, in order to include all the relevant parts present in the workspace into the local 3D image. As a target for system design, we specify a range for the volume of view varying between 1 mm3 and 1 cm3 . Since the number of pixels in a standard camera
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Chapter 3. Depth from focus vision system for micro assembly



Figure 3.1: Real camera versus virtual camera in micromanipulation [10]. Using 3D vision, in this case by stereo, allows to provide visual feedback from a position where a camera could not be placed.



(a)



(b)



Figure 3.2: Micro-assembly robot with global (a) or embedded (b) vision sensor systems.
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3.2. Depth from focus measurement technique rarely exceeds 1000×1000, planar resolution will be, at best, limited to one thousandth of the volume of view (0.1 µm−1 , 0.1 µm−1 ) ≤ (rx , ry ) ≤ (1 µm−1 , 1 µm−1 ) . A compromise must be found between resolution and volume of view, depending on the target assembly application. 3.1.2.3



Frame rate



When used in a production environment, the 3D sensor must provide data in real-time. As a target value for a practical application, we specify that the data should be produced at R = 10 f ps (allows real-time teleoperation, and more efficient autonomous operations). Depending on the final application, a lower frame-rate could be accepted, especially in applications where high-precision is more critical than high-speed operation. 3.1.2.4



Summary



The requirements exposed above are very different in their nature. It may show difficult to reach all target values simultaneously. Therefore, we need to set priority rules between the different requirements. Table 3.1 summarizes the expectations for a local 3D sensor, and exposes the main penalty if the expected values cannot be reached. When aiming for an embedded application, the highest priority shall be set to the compliance with the mass requirement. Next in order of priority comes the spatial resolution. Volume imaged and frame rate share the third level of priority.



3.2 Depth from focus measurement technique Section 2.1.5 provided a comparison of 3D microscopy methods The comparison aimed identify the best candidates for miniaturization . The depth from focus principle was selected: for high magnifications, the short depth of field is an advantage, when it is an issue limiting the work volume for stereo vision and structured light.



3.2.1



Depth from focus system key components



Based on the measurement principle presented in section 2.1.4, we can distinguish 4 main components in a depth from focus 3D imaging system: Table 3.1: Expectations for local 3D vision sensor Property Mass Spatial resolution Volume imaged Frame rate



Ideal case As low as possible As high as possible As high as possible As high as possible



Minimal expectation m ≤ 100 g rx , ry , rz ≥ 0.1 µm−1 Lx , Ly , Lz ≥ 1 mm R ≥ 10 f ps



Penalty Embedment in robot impossible Assembly impossible (not accurate enough) Not enough information (local scan required) Low assembly speed
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Chapter 3. Depth from focus vision system for micro assembly • Opto-electronic component : image sensor. • Optical component : image formation system. • Mechanical component : vertical translation mechanism (z-motor). • Software component : control of camera displacement, sharpness maximization and depth determination algorithms. The next section presents a reference depth from focus system, which is too bulky for embedded applications. Therefore, sections 3.3 to 3.6 present an evaluation of the feasibility of an embedded 3D microscope based on the depth from focus principle [83]. The discussion presented below is focused on the effect of embedment constraints (principally mass) on the optical and electronic component, since those hardware components are the most critical with respect to 3D imaging performance.



3.2.2



Reference macroscopic implementation



As a reference in the work on miniaturization, we consider a macroscopic 3D microscope. The key elements of this system are summarized in table 3.2. The hardware, illustrated in figure 3.3, is based on a Leica MZ-12 stereo microscope [73], with a phototube supporting a C-mount Pulnix TM-1001 camera [98]. The depth scanning motion is provided by a M¨arzh¨auser focus motor [78]. A custom software [125] developped for the Windows operating system, handles microscope z and sample xy motions, and automates the image stack acquisition. Several sharpness function are implemented to compute the DfF range maps. The software also includes multi-resolution filtering for noise reduction [126], and a 3D rendering module for output data visualization. The main characteristics of this system are summarized in table 3.3. Note that it is well suited for the inspection of micro-mechanical parts with dimensions between 200µm up to 10mm. But, since the hardware used is bulky and massive, it cannot be embedded in an assembly system for visual feedback.



3.2.3



Limitations



The depth from focus method described above isn’t appropriate in all situations. In particular, since the depth determination is based on local sharpness, the scenes meaTable 3.2: Main components in macroscopic 3D depth from focus microscope [125]. Element Image sensor Image formation system Vertical motion actuation Software
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Description Pulnix TM 1001 progressive-scan CCD camera 997 × 1016, monochrome, 1 inch sensor. Leica MZ-12 stereo-microscope , planapo objective, variable zoom: 1× to 10×, trinocular video/phototube with C-mount camera adapter. M¨arzh¨auser focus motor, MC-2000 controller with serial interface to PC. Custom software for Windows OS, controls microscope z and sample xy motions, five sharpness function are implemented, includes multi-resolution filtering for noise reduction.



3.2. Depth from focus measurement technique



Figure 3.3: Depth from focus 3D microscope: Leica MZ-12 with Pulnix TM-1001 camera.



Table 3.3: Characteristics of macroscopic depth from focus microscope system Operation Zoom 1× Zoom 10×



Range map size 997 × 1016 997 × 1016



Field of view 10 × 10 mm 1 × 1 mm



Best case accuracy 50 µm



Typical accuracy 250 µm



Frame rate 0.02 fps



5µm



25 µm



0.04 fps



31



Chapter 3. Depth from focus vision system for micro assembly sured are required to have local intensity structures. Highly polished surfaces, such as mirrors, cannot be measured directly with depth from focus; if possible such objects should be coated prior to measurement. Uniformly colored objects are also problematic to acquire with depth from focus imaging: the sharpness isn’t defined for uniform regions and this results in random depth values. In that case, projecting a light structure on this object improves the measurement [74, 92]. But this approach involves practical difficulties since it requires a light projection pattern with resolution similar to the desired range accuracy. Finally, the depth from focus approach is valid only if the magnification of the microscope system is high. When magnification is small, the depth of field becomes large, so that the vertical resolution of the system is reduced. Moreover, if a large depth range is scanned, artifacts due to out of focus objects may appear. These artifacts are removed when telecentric lenses are used (see sec A.5), or when the magnification is increased.



3.3 Image sensor for miniature system The image sensor is the first part to take into account when designing a miniature depth from focus system. The system optics are then matched to the sensor. The relevant parameters are : sensor lateral dimension L, amount of pixels, light sensitivity, electronic noise, and maximum sustainable frame rate. Miniature image sensors is a rapidly evolving field, as the huge cell phone camera market leads to strong competition. However, commercial systems available in low volumes are still rare. For our prototype system[83], a Kappa CH-166 micro camera head was used [63]. Its properties are compared to the image sensor from our reference system in table 3.4. The choice of this particular sensor head is motivated by its small dimensions and weight, and also by its good signal to noise ratio. Note that the number of pixels is lower than in the reference system. The technological limitation in this case is light diffusion inside the semiconductor material of the CCD device [114]: for pixels smaller than 3µm, this diffusion would result in blur, as photo-electrons could be collected by a gate different from the photon entry region. The light sensitivity is also lower than in the reference case; this is expected since the pixel size is lower for the micro-camera. The camera solution chosen for the miniature prototype, shown on figure 3.4, is a good compromise: its PAL resolution (752 × 582) is adequate for DfF processing, its video frame rate (25fps) allows for quick data acquisition, and its size and weight are consistent with embedment requirements. Unfortunately, the choice of optics for this camera head is limited. The shortest objective focal length available was f = 15mm, for an objective diameter of 7mm. As we will see in the next section, this set of optics isn’t optimal for DfF imaging.



3.4 Optics of depth from focus imaging Good optics is key to superior image quality, which is a requirement in computer vision applications. The accuracy in depth determination will be at best of the same order of magnitude as depth of field. Depth of field is defined as the maximum displacement in depth for an object while its image blur stays confined within one pixel of the sensor. 32



3.4. Optics of depth from focus imaging



Table 3.4: Comparison between reference image sensor and micro-camera head used in prototype miniature system. Property Photosensitive area [mm] Pixel count c × r [1] Pixel size [µm] Light sensitivity [lux] S/N ratio [dB] Frame rate [fps] Size [mm] Mass [g]



Reference: TM-1001 9.1 × 9.2



Prototype: CH-166 2.5 × 1.8



1008 × 1018



752 × 582



9.0 × 9.0



3.0 × 3.0



1.0



2.67



50



50



15



25



44 ×48.5 ×136 330



30 ×7 ∅ 12



Figure 3.4: Kappa CH-166 camera head with 15mm objective.
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Chapter 3. Depth from focus vision system for micro assembly Using a simple, single lens model, depth of field DoF can be expressed [125] as : DoF =



2·



Ns · X



 +1 ··f ·D 2 D2 · NXs · − 2



(3.1)



where: • f is the focal length of the optical system, • D is the optical system entrance pupil diameter, •  is the imaging sensor pixel pitch, • Ns is the lateral extension of the sensor (number of pixels), • X is the lateral extension of the image field. Note that the term NXs · is simply the optical magnification M . Equation 3.1 clearly shows that a short depth of field is obtained with short focal length, high magnification, and large entrance pupil diameter. Depth from focus measurement requires having the shortest possible depth of field. But the entrance pupil diameter is limited by weight considerations in a local sensor. Similarly, reducing the focal length will reduce working distance for the sensor. The curve in figure 3.5 shows predicted depth of field a miniature imaging system when Ns , , D and f are fixed, and the optical magnification M = NXs · is varied to accommodate for different object size into the field of view X. The parameters chosen for this plot were: Ns = 752,  = 3µm, D = 7mm, f = 15mm. Those values correspond to micro camera system introduced in section 3.3, while the range for field dimension corresponds to the requirements in section 3.1.2. Three representative magnification values (M = 0.3, 1.0, 3.0) are reported on the curve. In figure 3.5, asterisks represent the results of experimental accuracy measurements (see section 3.7.2). Those measurements are in good agreement with the theoretical expectations, indicating that the single lens model is indeed a valid description of our optical system.



3.4.1



Available magnifications for miniature prototype



As mentioned above, the single objective fitting for microscopic imaging with the Kappa CH-166 camera head has a focal length of 15mm. The standard position of this objective relative to the camera results in a magnification M = 0.36. Since higher magnification are desired, 3 special spacer elements were produced, to be added between the objective and imager. Adding a spacer element increases the image distance di ; since the focal length f is fixed, the image formation equation requires a reduction in object distance do . This results in an effective magnification increase, coming at the cost of a reduced working distance (between sample and objective). The attained magnifications with the 3 spacer elements are reported in table 3.5. The 4 discrete magnification values go from 0.36 to 1.85. Note that, the largest field of view is 6.7 × 5.1 mm. In the situation with highest magnification, the object distance do is relatively short: 40 mm. Higher magnifications would require to put the objective very close to the sample. 34



3.4. Optics of depth from focus imaging



Figure 3.5: (Plain curve) Depth of field expectation for miniature imaging system (Asterisks) Measured depth accuracy (see section 3.7.2)



Table 3.5: Available magnifications for miniature imager prototype Spacers Field of view [mm] Magnification



0 6.7 × 5.1 0.36



1 3.4 × 2.6 0.72



2 2.2 × 1.7 1.10



3 1.3 × 1.0 1.85



Table 3.6: Comparison between reference optics and objective used in prototype miniature system. Property Entrance pupil ∅ [mm] Magnification Max. depth of field [µm] Min. depth of field [µm] Size [mm] Mass [g]



Reference: Leica MZ-12 45



Prototype: 15mm objective 7



from 1× to 10×



0.36×, 0.72× 1.10× 1.85×



100



160



1



10



220 ×280 ×400 3000



15 − 40 ×7 ∅ 3−5
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Chapter 3. Depth from focus vision system for micro assembly



3.4.2



Comparison of macroscopic and miniature optics



The main characteristics of the optics used in the prototype miniature system[83] are compared reference system’s optics in table 3.6. See appendix A for a more detailed comparison. Note that the small size optics result in a significantly larger depth of field, which is a severe penalty for depth from focus imaging. Moreover, the prototype system is less flexible that the macroscopic system, since only 4 discrete magnification values are available. But these optics fit into the size and mass requirements for an embedded system.



3.5 3D microscope camera motion In a depth from focus system, the focus is changed by moving the camera relative to the scene. Here, three conflicting requirements must be taken into account. In order to have a high frame rate, the motion should be fast, so that the whole scene is scanned in a short amount of time. But the motion system must provide high resolution positioning, to reliably produce depth differences between each image in the image stack. Finally, the camera motion system should be small enough to be embedded. For the prototype miniature system, priority was given to motion accuracy, and the same motors than in the reference macroscopic system were used. Unfortunately, this choice is incompatible with the mass and speed requirements for an embedded system. In the next paragraph, a set of specification is provided for an actuation system that would comply with those requirements.



3.5.1



Specifications for a micro-camera focus actuator



The purpose of the actuator is to move the micro-camera relative to the object under observation, in the vertical direction. The desired effect is a controlled change in acquired image focus. An actuator fitting those specifications would enable to build a depth from focus system adapted to a work volume of 10mm ×10mm ×10mm, where this volume would be scanned once per second. The system could thus deliver a new range image each second, which is sufficient for robot control in many assembly operations.



Table 3.7: Specifications for a micro-camera focus actuator; see fig 3.6 Actuator load (micro-camera with objective) : mass : diameter : length : Stroke : Precision : Velocity (on stroke ∆z) : Actuator mass : 36



5.0 g < mc < 10 g d = 7 mm 40 mm < L < 55 mm 10 mm < ∆z < 20 mm z < 5 µm vz > 10 mm/s ma < 80 g



3.5. 3D microscope camera motion



Figure 3.6: Micro-camera displacement - Schematic
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3.6 Depth from focus software processing The key element in depth from focus software processing is sharpness analysis. According to equation 2.1, the locations of sharpness maxima across the image stack can directly be reported as the depth image. The following sections are devoted to the presentation of various sharpness operators, their comparison and the presentation of a multiresolution filter procedure for reducing depth image noise. The implementation chosen is identical to the one previously developped [126] for the macroscopic system (see sec 3.2.2).



3.6.1



Sharpness operators



The quality of the range map obtained in depth from focus measurements depends critically on the sharpness operator used. Sharpness is measured by integrating intensity variations over a certain neighborhood, of support w. 3.6.1.1



Difference filter



To isolate high frequency components fro depth from focus processing, the absolute of the difference is taken between the original image I (x, y, ) and a low-pass version of this image I ∗ ∗Klp , where ∗∗ denotes a 2D convolution and Klp is a low-pass filtering kernel. In the DFF software implementation used, it was chosen as:   1 2 1 1  2 4 2  (3.2) Klp = 16 1 2 1 The sharpness map Sdif is then given by : Sdif (I) = |I − (I ∗ ∗Klp )|



(3.3)



Note that in terms of processing time, the computation of the sharpness map depends mostly on the speed of the convolution operation. Different image processing libraries [55, 80] offer convolution functions, with varying degrees of optimization. 3.6.1.2



Variance filters



Sharpness can be estimated by computing the grayscale variance over a neighborhood Bx × By of size w × w : Svar (I) =



1 X w2 0



X



|I (x0 , y 0 ) − µ (x, y)|



(3.4)



X



(3.5)



x ∈Bx y 0 ∈By



where µ (x, y) =



1 X w2 0



I (x0 , y 0 )



x ∈Bx y 0 ∈By



Zamofing & H¨ugli [125] proposed an efficient implementation of variance computation based on convolutions with a constant box filter H of size w × w: 2



Svar (I) = I2 ∗ ∗H − (I ∗ ∗H) 38



(3.6)



3.6. Depth from focus software processing where the square operation is performed elementwise. This approach allows to compute variance in a time nearly independent of w, for reasonable values of the neighborhood size: w < 25. In the software implementation used, 3 different values can be selected for w: 3, 5 or 21. 3.6.1.3



Laplacian filters



The discrete Laplacian filter produces an estimation of second derivative of an image. Taking the absolute value of this second derivative gives a sharpness estimate : Slap (I) = |I ∗ ∗K|



(3.7)



where K is for example a Laplacian kernel . The software implementation includes a 3 × 3 kernel K3 and a 5 × 5 kernel K5 :   1 2 3 2 1    2 4 8 4 2  1 2 1   3 8 −84 8 3  (3.8) K3 =  2 −12 2  K5 =     2 4 1 2 1 8 4 2  1 2 3 2 1 A 21 × 21 Laplacian filter is also included. In the implementation, this filter is emulated by a DOB filter where the difference is taken from images convolved with filters expressed as separable gaussian kernels [127]:  K21 = g1 t ∗ ∗g1 − g2 t ∗ ∗g2 (3.9) where g1 and g2 are one-dimensional gaussian kernels; g1 =( 0, 0, 0, 1, 3, 8, 19, 37, 59, 79, 86, 79, 59, 37, 19, 8, 3, 1, 0, 0, 0); g2 =( 2, 4, 6, 10, 16, 22, 30, 38, 45, 50, 52, 50, 45, 38, 30, 22, 16, 10, 6, 4, 2). Using separable gaussian kernel box filters allows to speed up computation times, since the 2D convolution can be replaced by two 1D convolutions.



3.6.2



Comparison of sharpness operators



Sharpness operators are employed on each image in the image stack in order to establish the range map. Therefore, the time required for this processing is critical when real-time applications are considered. Figure 3.7 presents a comparison of sharpness processing times, for different image sizes, measured on a Core2Duo 2.66GHz computer. The image sizes considered are: the native resolution of the macroscopic system: 997 × 1016; the native resolution of the micro camera used in miniature prototype: 768 × 576; and two synthetic image sizes obtained by selecting a region of interest (ROI) on existing image stacks: 512 × 512 and 256 × 256. Note that the 3 × 3 difference filter is slow since it wasn’t optimized. All other methods use optimized functions defined in [55]. As expected, processing times do not depend on the window size w for variance operators. The largest image size is incompatible with real-time operation, as the processing time for a single image can exceed 70 ms. In contrast, restricting the analysis to a 256 × 256 ROI ensures that the processing time remains below 10ms, which is an adequate value for real-time depth from focus imaging. All sharpness operator are sensitive to noise, and this behavior can cause measurement errors. One approach to limit the influence of noise is to increase the support w : integrating variations over a larger area should give smoother results. However, in
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Figure 3.7: Comparison of sharpness processing time, for different image sizes, measured on a Core2Duo 2.66GHz computer. The 3x3 DOB method is slowest since it uses unoptimized convolution functions. Note that processing times do not depend on the window size w for variance operators in this implementation. many experimental situation, the better approach is to use a small support sharpness operator, and to perform noise filtering in post processing steps. This allows to retrieve the finest resolution features of the scene. This is illustrated by the example of table 3.8. In this example, the depth from focus processing was applied to one image stack of resolution 768 × 576, and 5 different sharpness operators were used. The middle column in table 3.8 shows the produced range maps. Computation intensive operators such as 21×21 variance or Laplace do not outperform the small support operators such as 3 × 3 or 5 × 5 Laplace. It can be observed in table 3.8 that regions where no object was imaged in the scene have random depth values. In order to provide a realistic depth map, these outliers must be filtered out. An efficient, multi-resolution noise filtering scheme for depth from focus measurement is presented in Zamofing & H¨ugli [126]. This noise filtering step was also used in this work, and allowed to produce the depth maps illustrated in figure 3.10.



3.6.3



Multiresolution filtering



Zamofing & H¨ugli [125] proposed a multi-resolution analysis scheme to lower the noise in DFF measurements. Multi-resolution analysis uses the sharpness information as a confidence indication (fig. 3.8, top row) for the depth value measured (fig. 3.8, middle row). Combining depth maps at different resolutions (6 levels in figure 3.8) allows to obtain a filtered depth image (fig. 3.8, bottom left). Parameters for this 40



3.6. Depth from focus software processing



Table 3.8: Comparison of sharpness operators. Using sharpness operators with a larger support region w does not necessarily produce better range images. Operator



Range map



Processing time



DOB (Difference of boxes)



50 ms/image



Variance 21x21



15ms/image



Laplacian 21x21 (sep)



27 ms/image



Laplacian 5x5



14 ms/image



Laplacian 3x3



10 ms/image
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Chapter 3. Depth from focus vision system for micro assembly combination (number of resolution levels, weight of each level) must be adapted for each type of sample observed, in order to have a good balance between preservation of high frequency features and noise in the output image. Noise is still present in the final image; but the readability of the image was significantly improved when compared to initial high-resolution depth.



3.7 Miniature system - Experimental results The implemented miniature imager uses a Kappa CH-166 micro-camera, that contains an 1/6” CCD sensor with PAL resolution (768 × 576). The pixel pitch is x , y = 3.0 µm × 3.0 µm. The key elements of this system are summarized in table 3.2. Depending on the field to cover, different optical magnifications M must be employed. The camera objective has focal length f = 15 mm, and spacer elements between objective and sensor allow to span magnifications ranging from M = 0.25 to M ≈ 2.0. The micro-camera is shown on figure 3.4. The mass of the imager device (including objective) does not exceed 20 g. When compared to the expectations in table 3.1, this indicates that a mass budget of 80 g can be spent on the z-motor in the development of the embedded system. Note that currently, the prototype setup uses much bulkier motors (mass > 2 kg); this first step allows to evaluate the miniature imager only. The software component, realized as a C++ application on PC, is identical to the reference system. This application controls camera displacement, image acquisition, sharpness maximization, noise filtering and display of range maps. Image acquisition is performed through a Matrox Meteor II frame-grabber. The sharpness evaluation algorithms are implemented either with MIL [80] or OpenCV [123], and sharpness maximization is performed in parallel with image stack acquisition. Nevertheless, sharpness determination remains a time consuming operation, especially when a large kernel is used.



3.7.1



Sample images



Depth maps acquired with the prototype miniature system illustrate the adequacy of the micro camera component when considering the task proposed in section 3.1. The first sample is a detail of a screw viewed from top (figure 3.9), that was acquired at high magnification (M = 1.85). The dimensions of the scene Lx × Ly × Lz are approximately 1.3mm ×1.0mm ×2.5mm. This example shows the potential of the miniature system to provide accurate depth data at high resolution, for high aspect ratio scenes. The 3D rendering allows to see that the system is able to measure the slope in the screw helix. The second sample (figure 3.10) was acquired with low magnification (M = 0.28). The image shows a random arrangement of nails, which serves as an example of bulk part feeding situation[50]. With range information, it is easy to distinguish the top nails from the bottom ones, so that an assembly robot can be programmed to automatically pick one of these parts for assembly.



3.7.2



Depth resolution



Resolution evaluation is difficult for passive 3D measurement systems, since range image quality depends on the image contents. To estimate depth resolution, simple scenes (described by a simple geometric model) are measured. The scene used in our experiments, shown on figure 3.11 (a), features two identical disks, with diameter 42



3.7. Miniature system - Experimental results



Figure 3.8: Overview of multiresolution filtering for DFF imaging. In this example, 6 resolution level are used.



Table 3.9: Main components in miniature depth from focus prototype [83]. Compare with reference system components in table 3.2. The miniature prototype can be used to check the performance of micro-camera and associated optics. Element Image sensor Image formation system Vertical motion actuation Software



(a) Mid-stack image



Description Kappa CH-166 interline transfer CCD camera 768 × 576, color, 1/6 inch sensor. 15mm objective, spacers for different magnifications, 0.36×, 0.72× 1.10× 1.85× . M¨arzh¨auser focus motor, MC-2000 controller with serial interface to PC. Custom software for Windows OS, controls microscope z and sample xy motions, five sharpness function are implemented, includes multi-resolution filtering for noise reduction.



(b) Range image



(c) 3D rendering



Figure 3.9: Sample image for miniature system : screw tip. The helix shape of the screw tip is measured accurately.



43



Chapter 3. Depth from focus vision system for micro assembly



(a) Mid-stack image



(b) Range image



(c) 3D rendering



Figure 3.10: Sample image for miniature system : nails. The range image allows to determine the relative positions of the nails.



19 mm. The height difference between the parts is 1.5 ± 0.1 mm. This scene was imaged with the miniature prototype in different optical configurations (labels 1 to 4 in image 3.11 and table 3.10), resulting in increasingly narrow fields of view (see figure 3.11 (a)). For each test scene, the number of images in the stack was 128, the scanned depth range was ∆Z ≈ 2mm. The geometric model for each disk is a perfectly flat and horizontal surface. In each range map, two regions of interest (covering approximately one quarter of the image field) are selected: Rb (on the bottom disk) and Rt (on the top disk), and the deviations σb and σt from the perfect planar model are measured for both Rb and Rt . The system resolution is then estimated as the range standard deviation σ, averaged for those two regions of interest : σ=



σl + σh 2



(3.10)



Measurement results are summarized in table 3.10, which also recalls accuracy values obtained with high-performance macroscopic systems [125], as reference values. Accuracy results for scenes 1 to 4 were also reported on figure 3.5, where they can Table 3.10: Measurements with miniature imager (1 to 4), compared to accuracy obtained with microscope setups [125] (5, 6) Scene Imager Field of view [mm] Magnification σ[µm]



1 Miniature 6.7 × 5.1 0.36 160



2 Miniature 3.4 × 2.6 0.72 78



3 Miniature 2.2 × 1.7 1.10 28



4 Miniature 1.3 × 1.0 1.85 20



5 MZ12 0.9 × 0.9 10.0 5



be compared to the depth of field values. As expected, the highest depth accuracy is obtained for narrowest field of view. The best accuracy obtained with our miniature imager is 20µm. This result does not comply with the expectations of table 3.1 (a factor of 2 is missing). A bulky microscope is 10 times more accurate (DMLA [125]). Figure 3.12 shows a comparison of test scene acquired with miniature imager or microscope. However, such a microscope is typically heavier than 3 kg. The observed 10-fold reduction in accuracy follows a 150-fold reduction in mass. Such a tradeoff is necessary if an embedded system is to be developped. 44



6 DMLA 0.3 × 0.3 31.0 2



3.7. Miniature system - Experimental results



(a)



(b)



Figure 3.11: Resolution measurement (Stacked metal disks) - (a) top view of the scene - (b) 3D rendering of measured range data for different fields of view (see table 3.10)



Figure 3.12: Range image acquired with miniature system (left) - Range image acquired with microscope system (right)
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Chapter 3. Depth from focus vision system for micro assembly



3.8 Miniature system - Perspectives As mentioned above, the design of an embedded 3D vision sensor is far from completion. Many challenges remain if all expectations defined in table 3.1 are to be met. Table 3.11 summarizes the performance of the developped system and lists some perspectives for improvement in each area.



3.8.1



Low-mass depth from focus motor



We have seen that depth from focus with a miniature imager can reach accuracy specifications in the order of 20µm, with a mass budget of 20g for the imager. The following step in development of an embedded depth from focus sensor is the selection of an appropriate z-motor, capable of moving this 20g imager mass over a stroke of 5mm or more, while the motor mass stays under 80g. This step is required for the completion of a first embedded 3D sensor prototype. Apart from mass, criteria to consider for motor selection are : linear accuracy, length of stroke, and speed of operation. For a first embedded prototype, mass and linear accuracy are considered critical, while length of stroke and speed of operation are secondary.



3.8.2



High-frame rate imaging



In order to meet the frame rate specification of table 3.1, additional steps are required. First, the z-motor must move the imager package with 10Hz period. Second, the image sensor must acquire images at a rate of 200fps (under the assumption that one range image requires a stack of 20 2D images). Finally, the software component must compute sharpness images at the same rate, i.e. in less than 5ms. To reach this goal, sharpness determination could be performed on a small region of the image only (using a 256 × 256 region of interest allows to reduce the computation time by a factor higher than 10). Alternatively, smart imagers with on-chip processing could be used to speed up the computation of sharpness values.



Table 3.11: Present performance of miniature depth from focus prototype, with perspectives for improvement. Property



Expectation



Mass



m ≤ 100 g



Spatial resolution



rx , ry , rz 0.1 µm−1



Volume imaged



Lx , Ly , Lz ≥ 1 mm



Frame rate



R ≥ 10 f ps
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≥



Current implementation m > 2000g (imager : 20 g , motor : 2000 g



Improvement by



rx , ry , rz = 0.6 × 0.6 × 0.05 µm−3



(Higher optical aperture)



Lx , Ly , Lz = 1.3 × 1.0 × 3.0 mm3 R < 0.25 f ps



Low-mass z-motor



Fast z-motor, fast camera, ROI processing



3.9. Conclusion



3.9 Conclusion This chapter considered the development of a 3D vision system suited for a microassembly robot. The depth from focus approach was selected since it turns the small depth of field observed at high magnifications as an advantage rather than an inconvenience. During the first step of development presented in this work, a depth from focus system using miniature image sensor and optical imaging system, but bulky z-motor, was realized, in order to evaluate the performance of a miniature imager. Experiment results show that the depth resolution for the system with miniature imager ( mass < 20g) is close to 20µm, which represents a resolution degradation by a factor of 10 when compared with a classical system based on a bulky microscope. The next step identified in the design of an embedded 3D sensor based on the depth from focus approach is the integration of a low-mass z-motor. Finally, a fully functional embedded 3D sensor supposes real-time processing. Experiments have shown that the target computation time of 5ms can be reached for various sharpness operators if the field of view is limited to 256 × 256 region of interest.
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Time-of-flight camera system This chapter begins by recalling the basic physical principle used in time-of-flight measurements and discusses the main characteristics of continuous wave (CW) time-offlight imaging. The analysis then focuses on the Swissranger [82] device, which was used throughout this work for acquisition of experimental data. This study aims to improve the quality of the depth information returned by the camera by identifying and trying to reduce the causes of erroneous measurements. Noise, causing stochastic errors, is measured (sec. 4.3) and compared to deterministic errors caused by multipath and scattering (sec. 4.5).



4.1 Characteristics of CW TOF cameras The principle of operation of TOF cameras was presented in section 2.2.2. Here, we recall briefly the characteristics of CW TOF cameras. This study allows to better understand the different error sources to account for with such devices.



4.1.1



Continuous wave TOF signal demodulation



The demodulation of the return signal is realized by sampling it at defined intervals inside its period. The Nyquist theorem states that at least 2 samples per period are required for signal demodulation. Practical considerations of pixel design [19] push towards employing an even number of samples per period. Figure 4.1 shows an example of a 4-tap demodulation scheme: the photogenerated charges c(t) are sampled 4 times during the period. Then the amplitude and phase difference of the signal are then simply computed as : q 2 2 (c(τ3 ) − c(τ1 )) + (c(τ0 ) − c(τ2 )) A= (4.1) 2   c(τ3 ) − c(τ1 ) ∆ϕ = arctan (4.2) c(τ0 ) − c(τ2 )



4.1. Characteristics of CW TOF cameras



Figure 4.1: 4-taps demodulation of TOF return signal [81] Finally, the signal amplitude offset B, which corresponds to background light and plays an important role in noise analysis, is computed as the average of the charge measurements: c(τ0 ) + c(τ1 ) + c(τ2 ) + c(τ3 ) (4.3) B= 4 Intuitively, it appears that the ratio A/B is a modulation contrast: if this ratio is high, the signal to noise ration (SNR) will be good, whereas the SNR will be bad if this ratio is too small.



4.1.2



Range accuracy limits for TOF cameras



Lange [71] and B¨uttgen [19] reviewed the factors limiting range accuracy in TOF camera base on solid state sensors. It appears that the main limiting factor is noise. Following B¨uttgen [19], we use equation 2.4 to define the standard deviation σr of the range measurement: c σr (i) = · σϕ (i) (4.4) 4π f where σϕ is the standard deviation of the phase difference measurement. The major noise sources listed by Lange [71] are electronic and optical shot noise, thermal noise, reset noise, 1/f noise and quantization noise. Lange [71] identified shot noise as being the most fundamental factor limiting range accuracy in CW TOF cameras, since it cannot be circumvented. Moreover, shot noise varies with the incident light intensity [114]. As B¨uttgen [19] points out, other noise sources contribute to a noise floor level independent of the incident light intensity. While this noise floor level could theoretically be lowered arbitrarily, this is often impractical since it would involve inconveniently long integration times or complex cooling devices to limit temperature effects. The behavior of different noise sources for a typical CCD device [19, 114] is illustrated in figure 4.2. All these factors can be integrated in a noise model [19], allowing to identify possible options to increase the range accuracy (see sec. 4.1.2.1). 4.1.2.1



Noise model for CW TOF camera



Based on an extension of the Lange’s [71] derivation for shot noise in TOF devices, B¨uttgen [19] proposes the following noise model for a TOF camera: √ c B √ · σr = (4.5) 4π f 2 A
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Chapter 4. Time-of-flight camera system



Figure 4.2: Illustration of the different noise sources of a CCD imager in terms of number of electrons and as a function of light intensity - Theuwissen [114] where (see fig 4.1): • A is the demodulation amplitude : the number of photoelectrons per pixel and per sampling point generated by the modulated light source, • B is the offset : the number of photoelectrons per pixel and per sampling point caused by all light sources, including the average of the modulated light. But the offset B also accounts for the different noise sources. We have: B = A + BG + BD + Nps



(4.6)



where: • BG is the background light, dependent on illuminations sources different from the camera’s active illumination; • BD is the pixel dark current; BD depends on sensor technology and on temperature; • Nps corresponds to the number of pseudo electrons generated by all other added noise sources. This noise model allows to identify three options to improve range accuracy : increasing the modulation contrast cm A; increasing the modulation frequency f ; or decreasing the offset component B. These options are discussed in the following section. 4.1.2.2



Noise reduction in CW TOF cameras



The first option for noise reduction is increased illumination contrast. The appropriate illumination will depend on the targeted application. The SR-3000 camera[82], used indoors, has a fixed LED illumination. But customized illumination allows the 50



4.1. Characteristics of CW TOF cameras same technology to be used outdoors in automotive applications [94]. PMD TOF cameras[113] are designed to support different illuminations modules, chosen again depending on the application. However, the active illumination contrast A is always limited by the camera power budget and by eye-safety requirements, so that it can not be increased at will for noise reduction. B¨uttgen [19] notes that σr varies inversely with the modulation frequency in eq. 4.4. Therefore, increasing the modulation frequency allows to increase accuracy, at the cost of a lowered unambiguous operation range. Technology currently puts an upper limit on the modulation frequency used, since demodulation speed is limited by charge transport in the solid state sensor. But recent advances in sensors allow for example the SR-3000 and SR-4000 cameras to be operated at 30 MHz for increased accuracy. Dark current and thermal noise are lowered when the device is operated at low temperatures, but this is often not possible in practice. Note that [61] proposed and implemented an optical feedback path to greatly reduce the influence of dark current variations with temperature. The reduction of all other noise sources can only be achieved through improvements in pixel design and demodulation strategies, discussed in detail in [19].



4.1.3



From TOF range maps to cartesian coordinates



TOF cameras produce range measurements: the range data values r (i, j) from the 2D imager are distances to the center of the camera. For subsequent processing, range maps often need to be converted to a point cloud P expressed in a cartesian coordinates system: P = {(x, y, z)}. This conversion requires an appropriate camera model: the image formation system determines the projection from real-world positions (x, y, z) to pixel coordinates (i, j). In the following discussion, lens distortion is neglected, and a simple pinhole camera perspective projection model [118] is used. Let fo be the camera focal length, dx and dy the pixel pitch in the x (resp. y) direction. With (ic , jc ) as the coordinates of the imaging system’s optical center on the sensor array, normalized sensor coordinates (Xc , Yc ) are defined as: Xc = (i − ic ) · dx



Yc = (j − jc ) · dy



(4.7)



The transformation between the range map r (i, j) and 3D coordinates relative to the camera position is then given by : z



=



x = y



=



r· q



fo



Xc (i − ic ) · dx =z· fo fo Yc (j − jc ) · dy z· =z· fo fo z·



(4.8) 2



2



fo2 + ((i − ic ) · dx ) + ((j − jc ) · dy )



(4.9) (4.10)



Note that although the point cloud is expressed in 3D, the depth data is measured only for the frontmost surface. This is common to all monocular range imaging systems. This is why such systems are sometimes referred as 2.5D.



51



Chapter 4. Time-of-flight camera system



4.2 SR-3000 TOF camera characteristics The SwissRanger[82] SR-3000 and SR-3100 cameras used in our experiment are USB devices, capable of delivering up to 30 frames per second (f ps). These cameras use



(a) SR-3000



(b) SR-3100



Figure 4.3: SR-3000 and SR-3100 time-of-flight cameras. The SR-3100 camera has improved anti-reflective coatings to reduce scattering effects (those effects will be discussed in section 4.4.2). continuous wave modulation to provide time-of-flight data. Illumination is provided by 55 infrared LEDs (see fig 4.3). The viewing angle for the camera is roughly 45◦ , and the focal length is fixed (f = 8 mm). Unfortunately, the sensor size is currently relatively small (176×144), but next generations of time-of-flight cameras should have improved resolution. Nevertheless, this type of range imager is particularly well suited to applications requiring to detect the position or motion of humans indoors, i.e. safety or human interface systems. Figure 4.4 shows the range and amplitude image delivered by the SR-3000 camera for an example scene: one person in an office room. Typically, such images are acquired at 20fps. The SR-3000 driver software includes functions performing the transformation from the range map r to the associated point cloud P = {(x, y, z)}(see sec. 4.1.3), which can be rendered in a 3D visualization software. In figure 4.5, amplitude data is represented by the grayscale intensity. A red-to-blue colorbar is used to colorize the depth data in fig. 4.6. Note that those figures also illustrate data occlusion: objects close to the camera occlude objects farther away ; in fig. 4.6, the person casts a shadow over the wall. The SR-3000 camera is typically operated at a frequency f = 20MHz. Therefore, the unambiguous measurement range R0 is [0, 7.5[m. The optical power emitted by the camera LEDs is approximately 1W. This is generally sufficient to cover the unambiguous measurement range for indoor operation. Unfortunately, direct sunlight can cause saturation of the sensor pixels, so that this device is not well suited to outdoors usage. Note that the camera user can choose the operation frequency from 4 discrete settings: 19MHz, 20MHz, 20MHz, 30MHz. This option is advantageous in multi-camera configurations, but also to reduce noise levels. 52



4.3. Noise in SR-3000 cameras



(a) Range map r (i, j) color coded from 1200 (red) to 3800 (blue).



(b) Amplitude map A (i, j) from 0 (black) to 5500 (white).



Figure 4.4: Range and amplitude maps returned by the SR-3000 camera for scene containing one person in an office room.



4.3 Noise in SR-3000 cameras In this section, the limitations in accuracy caused by noise in SR cameras are discussed. Examples of noisy data are provided, and the correlation between noise and the signal amplitude are illustrated. Temporal averaging is proposed to reduce noise in static scenes. For scenes with moving objects, the amplitude measurement can be used to estimate the range error.



4.3.1



Average noise level



The left column of figure 4.7 provides an illustration of the typical noise level to account for when working with Swissranger cameras. The scene imaged is a part of an empty office, with the door, the side of a desk, and a bookshelf in the background. The camera used is a SR-3100, operated at f = 20MHz. To evaluate quantitatively the noise level in the range map, an individual range image rt and an average range image ravg (from 50 measurements) are compared; see figures 4.8 and 4.9. In this experiment, the two TOF cameras were imaging the same scene, but from different viewpoints. Note that the distribution of range differences is centered around zero, as expected for fluctuations caused by noise. The RMS noise value σavg for an image of size Nrows × Ncols is reported in table 4.1. v u u σavg (t) = t



NX rows N cols X 1 2 krt (i, j) − ravg (i, j)k Nrows · Ncols i=1 j=1



(4.11)



Table 4.1: Noise evaluation - RMS range differences



SR-3100 scene (fig. 4.8) SR-3000 scene (fig. 4.9)



σavg [mm] 138 156
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(a)Point cloud P, colored by amplitude data. Front view.



(a)Point cloud P, colored by amplitude data. Side view. Figure 4.5: 3D renderings of sample SR-3000 data: the scene shows a single person in an office room. Grayscale intensity maps the point cloud amplitude data, going from 0 (black) to 5500 (white).
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4.3. Noise in SR-3000 cameras



(a)Point cloud P, coloured by range data. Front view.



(a)Point cloud P, colored by range data. Side view. Figure 4.6: 3D renderings of sample SR-3000 data: the scene shows a single person in an office room. The point cloud is colored with range data, going from 1500mm (red) to 3500mm (blue).
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Time averaged data (50 images)



Perspective view



Side view



Front view



Single image



Figure 4.7: Comparison of raw data and averaged data for an empty scene, acquired with a SR-3100 camera. The closest distance from camera to background is approximately 3.7m. For any single image, noise limits the range image accuracy (left column). Time averaging allows to reduce noise effects (right column).
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4.3. Noise in SR-3000 cameras



Figure 4.8: SR-3100, Typical indoor scene - Comparison between current range image rt and average range image ravg .



Figure 4.9: SR-3000, Typical indoor scene - Comparison between current range image rt and average range image ravg .



In these examples, the RMS error is around 15 centimeters. Those temporal variations are not negligible, even for visualization: the point cloud obtained from a single range image (fig. 4.7 left) is much more difficult to interpret that the point cloud obtained from time averaged data.



4.3.2



Amplitude dependent noise



Although the distance measurement in TOF cameras is based on the phase of the returning signal, amplitude plays a critical role in distance measurement accuracy; see eq. 4.5. Figure 4.10 provides another illustration of this behavior. The standard deviation σr (i, j) of the Navg images used to define the temporal average ravg (i, j) is compared to the amplitude data Aavg (i, j). v u avg u 1 NX 2 σr (i, j) = t krt (i, j) − ravg (i, j)k Navg t=1



(4.12)



σr is lower than 50 mm for objects with high amplitude, but can stay higher than 300 mm for low amplitude regions, i.e. objects with low reflectivity, or regions in the corner of the field of view. Corner regions suffer from vignetting and from lower illumination amplitude by the LEDs integrated in the SR camera. Typical noise versus amplitude distributions are analyzed from eight scenes acquired with SR-3000 and SR-3100 cameras. Note that the data distribution is similar for the both cameras. The sets clearly show that σr is proportional to the inverse of the amplitude A. As expected σr goes to infinity when the amplitude goes to zero. Figures 4.12 and 4.13 show enlargements of the same data. The data distributions are used to fit a functional relation between the range standard deviation σr and the amplitude A
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(a) Amplitude [SR ampl. unit (16 bit)]



(b) Range standard deviation [mm]



Figure 4.10: Comparison of average amplitude Aavg , and standard deviation of range measurement σr for SR-3100 camera. Notice that σr varies inversely with Aavg .



Figure 4.11: Standard deviation of range measurement as a function of average amplitude for SR-3000 (purple) and SR-3100 (green) cameras.
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4.3. Noise in SR-3000 cameras



Figure 4.12: Standard deviation of range measurement as a function of average amplitude for and SR-3100 camera. Detail of the 0 < σr < 350 region.



Figure 4.13: Standard deviation of range measurement as a function of average amplitude for SR-3000 camera. Detail of the 0 < σr < 350 region.
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Chapter 4. Time-of-flight camera system reported by the SR device. The relationship was modeled as a power law: σ r = α · Aβ + γ



(4.13)



where α, β and γ are model parameters; This model is relevant when compared to the noise model for CW TOF cameras (eq. 4.5): Values fitted with Matlab’s curve fitting toolbox [79] are reported in table 4.2 for the SR-3100, respectively SR-3000 device used for measurements. The fits aren’t very precise for large values of A: the value of parameter γ should be 0, according to eq. 4.5. However, γ is indeed small, especially when compared to α. Moreover, the model is mostly useful for low values of A, i.e. when the measurement errors are high. Note that the power β isn’t exactly −1, as could be expected from eq. 4.5. This is related to the fact that the camera’s active illumination contributes to the background light noise level B (see eq. 4.6). The experimental data indicates that the camera active illumination isn’t the largest contribution to the background noise level, since the factor β ≈ −0.9 is actually close to −1.



4.3.3



Noise reduction



From a camera user perspective, the options for reducing noise are limited; see 4.5. The modulation frequency f is constrained by the depth of the scene. Moreover, only a small set of discrete integration frequencies are proposed by camera manufacturers. Therefore, increasing the operation frequency is not a convenient solution for noise reduction. The other options imply to enhance the contrast term √AB The reflectivity of the objects in the scene can generally not be enhanced; this would require a reflective coating, such as white powder, and is not practical in many situations. However, noise can be reduced by integrating its temporal fluctuations. Two options for noise reduction are discussed in the next paragraphs. 4.3.3.1



Longer integration time



For all cameras, increasing the integration time allows to decrease the noise, as more photons are collected. The typical integration time for a SR device is 9.80ms, it can be chosen from 0.20ms to 51.20ms in 0.20ms increments. However, the choice is constrained by frame rate requirements and by the dynamic range of the scene imaged. With an integration time of 51.20ms, the highest sustainable frame rate is approximately 5 fps, while 20 fps is easily attained for the standard integration time. Figure 4.14 illustrates the pixel saturation effect that can occur when the integration time is not appropriate for the scene dynamic range. In this case, the integration time was set to 51.20ms. But an object close to the camera (here, a hand), causes pixels to Table 4.2: Range standard deviation as function of amplitude. Power law parameters for best fit. Model SR-3100 SR-3000 60



α 12770 15270



β -0.8468 -0.9008



γ -10.75 -5.159



4.4. Deterministic error sources saturate and report wrong amplitude and depth values. The integration time should be reduced in order to avoid saturation. 4.3.3.2



Frame averaging



Frame averaging can be considered for static scenes. Taking the time average of the TOF signal provides two advantages : • noise is reduced, • deviations from the averaged signal provide information on the noise characteristics, • Saturation problems encountered with long integration times can be avoided by using shorter integration One key issue when taking averages of TOF data is to consider the amplitude and phase data as part of a complex signal. Averaging separately amplitude and phase gives lower quality results for phase, as illustrated in figure 4.15. Since the TOF error σr varies with the inverse of amplitude A, taking the complex average naturally ensures that measurements with higher errors contribute less to the averaged phase measurement. Noise reduction by frame averaging is illustrated in the second column of figure 4.7. Note that frame averaging is only valid for static scenes. In scenes with motion, all time averaging methods cause motion blur. 4.3.3.3



Spatial low-pass filtering



As it is done with conventional 2D cameras, low-pass filters could be used to reduce the noise level. The Swissranger driver implementation [24] includes a 3 × 3 median filter. However, low-pass filtering techniques cause blur. Since the image resolution is already small, low-pass filtering isn’t among the preferred methods for noise reduction in TOF cameras. Moreover, non-linear low-pass filters such as median filters introduce artifacts that cannot be modeled with linear filters. Such filters should therefore be deactivated during data acquisition, in order to avoid extraneous artifacts when linear filters are used in subsequents parts of the image processing pipeline. See chapter 5 for an example of such a linear filtering process, aimed to reduce scattering effects (which are described in the next section).



4.4 Deterministic error sources The errors sources considered in the previous section were caused by noise, i.e. stochastic processes. In this section, deterministic error sources for SR-300 cameras are discussed; these errors are reproducible. The discussion will focus on two error sources accounting for most of the perturbations observed in SR data: multipath and scattering. Both perturbations are caused by undesired reflections of the TOF light signal. In the case of multipath, the reflections occurs in the scene, while for scattering, the reflections occur inside the camera device.
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(a) Range map r (i, j) color coded from 0m (red) to 7.5m (blue).



(b) Amplitude map A (i, j) from 0 (black) to 6000 (white).



Figure 4.14: Saturation in SR-3100 data. This dataset was acquired with 51.20 ms integration time. Some pixels in the hand region are saturated and report erroneous amplitude and range values: black pixels in the amplitude image.



Figure 4.15: Average of two TOF signals S1 and S2 : the average phase is different from the average of individual phases.
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4.4. Deterministic error sources



4.4.1



Multipath



Multipath perturbation are caused by undesired reflections occurring in the scene. Typically, multipath effects are stronger (and therefore easier to observe) near corners. Figure 4.16 provides a simple illustration of multipath for a standard camera. If the active TOF light signal can take different paths and still be imaged on the same sensor area, the measured range value will be biased towards longer distances, since indirect paths imply longer propagation times. A discussion of multipath in TOF imaging is presented in Guomundsson et al. [43]. In their experiments, the authors use a scene with two walls, one of which is fixed while the other one can be removed (see figure4.17). The results clearly illustrate that multipath affects 3D measurement with the SR-3000 range camera. By fitting plane primitives to the data points, Guomundsson et al. [43] found a value of 122◦ for the dihedral angle between the two walls, while the ground truth value was 90◦ . We performed an similar experiment. The scene used was the corner of a room, shown in fig. 4.18, containing 3 planes corresponding to a brick wall, a side wall, and the floor. The scene was imaged simultaneously by a SR-3100 and a SR-3000 TOF camera at different positions. In each dataset, the 3 planes were fitted using a RANSAC method (described in sec. 6.6.2) similar to the method used by Guomundsson et al. [43]. The results for the dihedral angle between the different planes are presented in table 4.3. It appears that the fitted plane are all far from orthogonal. But results are very different for both cameras. This data suggests that, while multipath perturbations are reproducible, they are critically dependent on the surfaces present in the scene and their orientations, relative to each other and to the camera. Multipath is therefore very difficult to model. One general remark to be made is that multipath is strongest for the type of scenes illustrated above, i.e. planes intersections. In that case, a high fraction of the TOF illumination reflected by on plane is intercepted by the second plane. Fortunately, multipath effects are lower far from corners, since the light going through multiple reflections is then often scattered away from the camera. In many practical applications, such as surveillance for example, imprecise measurement of corners are not considered critical.



4.4.2



Scattering



Scattering perturbations are caused by undesired reflections occurring inside the camera device. The effects of scattering are observed in scenes with a large dynamic range. Such perturbations are generally called lens flare in photography; see 4.19. Since the illumination in TOF systems comes from the camera, large dynamic range corresponds to scenes where one object is close to the camera while other objects are Table 4.3: Measured dihedral angle between fitted plans in scene with large multipath perturbations. Ground truth Brick wall - Floor Brick wall - Plain wall Floor - Plain wall
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◦



SR-3100 data 83



◦



SR-3000 data 121◦
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90◦



79◦



140◦
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Figure 4.16: Multipath in standard photography. A flashlight is positioned near a corner. Although the flashlight illuminates only the right wall, the left wall is also visible. Most of the light incident on the right wall is diffused. Some of this light illuminates the left wall, and a fraction of this light is diffused towards the camera.



(a) The multiple reflection experiment setup. One image is taken with the lighter gray wall present and one without. The multiple reflection problem is also illustrated; the correct path is denoted by the black line, an erroneous double reflection by the dashed gray line.



(b) 3D point clouds. Dark points are the results in the presence of the both walls, gray are the one wall measurements.



Figure 4.17: Multiple reflection experiment Guomundsson et al. [43]. The reported range data, and the corresponding point cloud are largely affected when the second wall is added in the scene, showing that multipath effects can be important.
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4.4. Deterministic error sources



(a) SR-3100 C0 camera view



(b) SR-3000 C1 camera view



Figure 4.18: Scene for multipath experiment: corner of a room, with one brick wall, side wall and floor, imaged by SR-3100 and SR-3000 cameras (at different positions).



Figure 4.19: Scattering is one of the effects referred to as lens flare in standard photography. The bright light source (sun) causes secondary reflection inside the camera. Notice in particular the hexagonal shape (left and down from the sun). This is an image of an optical aperture inside the camera, confirming that this perturbation is caused by internal reflections.



65



Chapter 4. Time-of-flight camera system at a much larger distance. This is often the case when a new object is added in a background scene. Section 4.4.2.1 presents a typical occurrence of scattering in TOF measurements. A qualitative explanation of the range image degradation by scattering is the topic of section 4.4.2.2, while section 4.4.2.3 introduces a metric that can be used to quantify scattering effects.



4.4.2.1



Occurrence of scattering in TOF measurements



The effect of scattering is first illustrated in fig. 4.20, which shows that the measured distance to a fixed wall is affected by the presence of a person. In this experiment, a



(a) wall alone



(b) wall with person



3D renderings. Amplitudes are reported in grayscale. The blue patch in (b) and (c) marks the wall position in (a).



(c) wall with person: different angle Figure 4.20: Scattering example: The measured distance to the wall is affected by the presence of a person. (b) and (c) compare the wall original position (blue) with its current position. room is first imaged empty, so that the only object in the range image is the room’s wall; fig. 4.20(a). For the second range image measurement, a person is added in the field of view; fig. 4.20(b). The flat wall in fig. 4.20(a) is far from the camera, and thus reflects less light than the foreground person in fig. 4.20(b). It appears clearly that range measurements for the wall region are different when the person is present. This difference is even more striking when the same scene is rendered from a different angle fig. 4.20(c). This type of artifacts will be described throughout this thesis as scattering artifacts, since the present understanding of TOF cameras indicates that those artifacts are produced by light scattering inside the TOF device. 66



4.4. Deterministic error sources 4.4.2.2



Range measurement degraded by scattering



When an ideal signal S(i) is affected by a parasitic additive contribution ∆S(i) of different phase, produced for example by light scattering, the phase of the new complex signal S + ∆S differs from the original phase in a proportion that increases with the ratio ∆A/A of the respective signal amplitudes. The amplitude A influences therefore the reliability of the depth measurement. The major parameters affecting this quantity are the range r to the imaged object, the angle θ of light incidence on the surface and the object albedo ρ (see figure 2.12): A∝



ρ · cos(θ) r2



(4.14)



In a practical situation, the spread of possible values for r, θ and ρ results in a very high amplitude dynamic range that the camera must handle. In particular, when the spread of depths is wide, the 1/r2 behavior is critical, since it results in very strong amplitude level differences. Considering the amplitude A1 of a first object, and amplitude A2 for a dark object (0 < ρ2  1) far from the camera, the dynamic range D is given by D=



ρ1 · cos(θ1 ) r22 A1 = A2 ρ2 · cos(θ2 ) r12



(4.15)



A high dynamic range situation is illustrated in figure 4.21. The scene imaged is an office room (4.21a). A reference range image rbg (i, j) is taken when the room is empty (4.21b). A second range image rt (i, j) is acquired in the same conditions, except for the presence of a close person in the field of view (4.21c). Comparison of both range images shows how the depth of the unchanged background is affected by light from the close person. The range difference between the two acquisitions was reported in fig. (4.21d). In this example, the measured range for the unchanged background decreases in presence of the person by values ranging from 100 to 400 mm. Notice that the background regions most affected by scattering are the black tubing (low reflectivity ρ) and the floor region (low angle of incidence θ). 4.4.2.3



Quantitative evaluation of scattering



As shown in the examples of figures 4.20 and 4.21, scattering is best observed when a new foreground object is added to a scene. For qualitative assessment of the scattering defects, a human observer can compare the range measurement in such a case and estimate displacement of background pixels. In order to compare scattering compensation methods or models, it is necessary to use an objective metric assessing scattering severity. Since the final range accuracy is most important, we propose to use as a metric the root mean square distance to the ideal (i.e. scattering free) range image. In order to measure this distance quantitatively, the image is manually segmented into background and foreground regions (see fig. 4.22). For background regions, the range data ravg measured when no foreground object is present is taken as ground truth, so that the RMS scattering error σscat is : v u Nbg u 1 X 2 σscat = t krt (coord(p)) − ravg (coord(p))k (4.16) Nbg p=1
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(a)



(b)



(c)



(d)



Figure 4.21: Illustration of depth artifacts - (a) Color image. - (b) Background range image rbg (i, j). - (c) Range image with foreground rt (i, j). - (d) Range image difference. where coord(p) is the list of pixels (i, j) segmented as belonging to the background, and Nbg is the number of background pixels. For foreground regions, the raw data is taken as ground truth. This is equivalent to assuming that scattering is negligible for closer objects. Then, it becomes possible to quantify displacement of foreground pixels introduced by scattering compensation algorithms, which are discussed in the next chapter. As an illustration of the proposed metric, the RMS background displacement was computed for three scenes (figs 4.22 to 4.24). In each scene, the background was 2000 mm away from the camera. In the first measurement (fig. 4.22), a SR-3000 device was used. A different SR-3000 device was used in the second measurement(fig. 4.23), while a SR-3100 device was used in the third measurement (fig. 4.24). The results for RMS background displacement are reported in table 4.4. The closest object (1.05mm) caused the largest background displacement: 305mm RMS. The second experiment with a SR-3000 device shows that scattering is reduced (139mm RMS) when the perturbing object is moved away from the camera ( at 1.47m). Finally, the newer SR-3100 device, which includes special coatings reducing parasitic reflections, performs best: the background displacement is only 91mm RMS, for a perturbing object at 1.22m.



4.5 Comparison of TOF error sources Error caused by unwanted reflections, i.e. multipath and scattering, can be compared to the noise level caused by stochastic error sources. Multipaths effects depend strongly on the scene, and are often larger than the noise level for corner configurations, but almost negligible in most imaging situations. In contrast, even in the situation with the lowest scattering in table 4.4: 91mm RMS background displacement, scattering effects are not negligible, as they are three times larger than the noise level measured in 68



4.5. Comparison of TOF error sources



Figure 4.22: Example of image segmentation for scattering measurement. A background image (top left) and a foreground image (top right) are measured. Masks are manually defined in the foreground image to separate background regions (bottom left) and foreground regions (bottom right). Masked data displayed in black. - RMS background displacement: 305 mm



Table 4.4: Average background displacement caused by scattering for 3 simple scenes. Scene



Camera



1 (see fig. 4.22) 2 (see fig. 4.23) 3 (see fig. 4.24)



SR-3000 dev. 1 SR-3000 dev. 2 SR-3100 dev. 0



Object avg. dist. [m] 1.05



Noise level σavg [mm] 29.2



scattering error σscat [mm] 305



1.47



n.a.



139



1.22



29.9



91
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Chapter 4. Time-of-flight camera system



Figure 4.23: Scattering measurement - Camera: SR-3000 dev.2 - Foreground object average distance: 1467 mm - RMS background displacement: 139 mm



Figure 4.24: Scattering measurement - Camera: SR-3100 dev.0 - Foreground object average distance: 1217 mm - RMS background displacement: 91 mm
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4.6. Conclusion this scene (29.9mm). Moreover, while noise effects can be reduced by time averaging, scattering errors are stable over time. In a worst case scenario, scattering errors can be 10 times higher than camera noise. This indicates that scattering is a major source of error in TOF measurements, and should therefore be reduced to enhance the quality of the range images obtained.



4.6 Conclusion This chapter presented TOF imaging. After a quick comparison of the TOF technologies available today, the discussion focused on TOF cameras using continuous wave emission. The noise properties of such cameras were discussed. The SR-3000 and SR-3100 cameras used in our experimental work were then introduced. A typical example allowed to evaluate the level of stochastic noise observed with these cameras. Experiments on various scenes allowed to observe that the range accuracy varies with the inverse of the measured amplitude. Empirical bounds for the range accuracy based were defined, based on the measured amplitude. But we have also seen that deterministic error sources can have dramatic effects on the output range image. In particular, it was observed that scattering can cause range measurement errors much larger than the noise variance for a SR-3000 camera. This source of error is a major limitation in current TOF camera systems. This is why chapter 5 is devoted to the problem of scattering compensation.
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5



Scattering compensation This chapter describes an original method for scattering compensation in TOF cameras. First, an overview of the desired properties of scattering compensation algorithm is presented. Then, a rigorous mathematical formulation is introduced to describe the scattering phenomenon. Additional hypotheses are then added to lower the numerical complexity of the task. The proposed algorithm has been implemented in an image acquisition application, and its performance is analyzed.



5.1 Principle of compensation procedure The reflection mechanisms involved in the production of scattering artifacts are simple to understand intuitively, but are challenging to describe accurately. Since scattering is repeatably observed in TOF data, we model it as mathematical function h applied on the ideal TOF image data S , which produces the image Smeas returned by the TOF camera : Smeas = h (S) (5.1) Based on this model, a scattering compensation algorithm must allow to define a function g which inverts the relationship in equation 5.1. S = I (Smeas )



(5.2)



If the function h is invertible the solution will be I = h−1 . Unfortunately, h is generally unknown, so that there is no guaranty that it will be invertible. Nevertheless, the scattering compensation algorithm should allow to build a good model I of this inverse function. To justify its use in real world systems, the algorithm must: • cause minimal perturbation in the range image for low scattering situations, kI (Smeas ) − Sk → 0



if kh (S) − Sk → 0



(5.3)



5.1. Principle of compensation procedure • significantly reduce scattering artifacts for high scattering situations, kI (Smeas ) − Sk < kh (S) − Sk



if kh (S) − Sk = 6 0



(5.4)



• be compatible with camera real-time operation in terms of computational complexity, • be consistent with the hypothesis of artifacts production through multiple reflections inside the camera device.



5.1.1



Simplified scattering model



Scattering artifacts are caused by multiple internal reflections occurring inside the camera device [81], as illustrated in figure 5.1 by a simplified example with three pixels. This example shows how parasitic reflections from a strong signal source S(1) can come in competition with the direct signal from far objects S(2) and S(3). Figure 5.2 shows the related complex signals S(1), S(2), and S(3) in absence of scattering (5.2a), and then the measured signals Smeas (1), Smeas (2), and Smeas (3) when scattering is present (5.2b). In the worst case scenario, scattering is assumed to create an optical coupling between all pixels. Under the assumption of a linear process, we can describe this coupling through coefficients arranged in a 3x3 matrix h, and the measured signals Smeas are then given by the expression : Smeas (i) =



3 X



h(i, m) · S(m)



i = 1, 2, 3



(5.5)



m=1



where the superposition of different signals is computed as an addition in the complex plane. Since, in TOF imaging, far objects have a low amplitude (eq. 4.14), they are most affected by the scattering phenomenon. This is verified for signals S(2) and S(3) in our example. Moreover, this model explains why depth artifacts are often not necessarily associated with a significant change in the amplitude measured for the affected pixels. In figure 5.2, the phase difference between S(1) and S(3) is such that the perturbation by S(1) on S(3) creates a large range artifact: ϕmeas (3) 6= ϕ(3), but a negligible amplitude change: Ameas (3) ≈ A(3).



5.1.2



Scattering point spread function



Multiple reflection inside the camera are highly inefficient processes : only a small fraction η of the incident light is reflected by optical surfaces in the imaging system (typ. η < 5%). This explains why the amplitude data output from TOF cameras is not critically affected by scattering artifacts. Therefore, we choose to describe scattering as an additive perturbation added to the ideal TOF signal. If S (i, j) is the ideal TOF signal at a sensor pixel (i, j), then the measured signal Smeas (i, j) is the sum of the ideal signal and a small scattering signal Sscat (i, j): Smeas (i, j) = S (i, j) + Sscat (i, j)



(5.6)



Similarly to the formalism used in optics [103], we can describe the transformation from S to Smeas as the effect of a non-ideal point spread function (PSF) h, as was done in eq. 5.7: XX Smeas (i, j) = h(i, j, i0 , j 0 ) · S(i0 , j 0 ) (5.7) i0



j0
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Figure 5.1: Light scattering in TOF camera (after [81]).







 1 0 0 h = 0 1 0 0 0 1 (a) No scattering







 1 0.3 0.2 h = 0.3 1 0.1 0.2 0.1 1 (b) Scattering present



Figure 5.2: Example of linear coupling between three measurement points
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5.2. Scattering models The camera PSF can be decomposed in a standard component h0 and a scattering component ∆h : h = h0 + ∆h (5.8) The standard component describes the ideal imaging process ; h0 contains only one non-zero coefficient. With δ as the Kronecker symbol, we have: h0 (i, j, i0 , j 0 ) = δi−i0 ,j−j 0



(5.9)



In presence of scattering, various coefficients of ∆h have a small, but non-zero value, and produce a parasitic scattering image Sscat which adds to the original image. Rewriting equation 5.7 in order to let clearly appear the ’scattering-only’ component, allows to see that it is equivalent to eq 5.6. XX Smeas = h(i, j, i0 , j 0 ) · S(i0 , j 0 ) (5.10) i0



=



i0



=



j0



XX



(h0 (i, j, i0 , j 0 ) · S(i0 , j 0 ) + ∆h(i, j, i0 , j 0 ) · S(i0 , j 0 )) (5.11)



j0



S(i, j) +



XX i0



=



∆h(i, j, i0 , j 0 ) · S(i0 , j 0 )



(5.12)



j0



S (i, j) + Sscat (i, j)



(5.13)



ˆ of the scattering PSF. For our discusTo describe scattering, we need an estimate ∆h sion, we consider only the cases where the camera PSF is real (i.e. h(i, j, i0 , j 0 ) ∈ R). This can be interpreted as making the assumption that the scattering phenomenon does not have an intrinsic phase shift. The low efficiency of scattering processes is modeled by enforcing: ∆h (i, j, i0 , j 0 )  1 ∀ i, j, i0 , j 0 (5.14)



5.2 Scattering models The preceding section introduced a formulation of scattering effects in TOF cameras in terms of a scattering PSF ∆h. In order to perform scattering compensation, this scattering PSF must be accurately measured or modeled. Although the reflection mechanisms involved in the production of scattering artifacts are simple to understand intuitively (see fig. 5.1), they are not easy to describe quantitatively. Multiple reflections inside the TOF imager could theoretically be modeled using ray-tracing algorithms. However such an approach is not practical since: • the exact optical design of the TOF camera is known only to the camera manufacturer, • it is unlikely that all relevant parameters (especially reflectivity of lenses and chips) are precisely measured prior to camera assembly, • any imperfection in the camera assembly process, such as centering errors, would cause critical changes in a ray-tracing model, • other mechanisms possibly involved in the production of scattering artifacts would be neglected.
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Chapter 5. Scattering compensation The absence of a detailed quantitative model for scattering production inside the imaging device, does not prevent to attempt scattering compensation. Since scattering is repeatably observed in TOF data, a model based on range image data returned by the TOF device can be constructed. The following section presents a comparison of different hypotheses used when defining scattering models. The discussion goes from the most general, space variant scattering model to a particular subset of space invariant model particularly well suited for scattering compensation in real-world systems.



5.2.1



Space variant models



In theory, the scattering PSF ∆h (i, j, i0 , j 0 ) could have arbitrary coefficients for all (i, j, i0 , j 0 ) tuples. However, a practical scattering model can not involve so many independent coefficients : for a 176 × 144 camera (such as the SR-3000), the number of coefficients would be 1762 × 1442 = 642318336. This quantity of data is too large to handle with present computer systems. It is nevertheless possible to define space variant models with less free parameters. In 2008, Kavli et al. [64] introduced a scattering compensation method involving PSFs measured at 35 different sensor locations. Such an approach requires a significant calibration effort, since an accurate PSF measurement must be performed at each location. Kavli et al. [64] used an highly reflective target, which was placed at 35 discrete positions in the sensor field of view. For each target position, the amplitude variation of the TOF signal was measured; see fig. 5.3. This method requires to use a small integration



Figure 5.3: Kavli et al. [64]: Distribution of the scattered light for different placements of the reflector in the image. - Amplitude is reported from low (blue) to high (red). The bright red dot corresponds to the reflector position. Without reflector, the scene has a uniform low amplitude (blue). 76



5.2. Scattering models time, in order to avoid saturation for pixels corresponding to the reflector. In [64], this time was set to 512 µs. This short integration time increases the sensitivity to noise in the measured amplitude, so that PSF obtained by this method are usually noisy. Such PSF are therefore difficult to use for scattering compensation, since the noise pattern mixed with the scattering PSF contributes to high frequency noise in the compensation output.



5.2.2



Space invariant models



Space invariant scattering models have many practical advantages over their space variant counterparts when it comes to practical implementation. For space invariance to be satisfied, the scattering PSF must satisfy to ∆h (i, j, i0 , j 0 ) = ∆h (i − i0 , j − j 0 )



∀ i, j, i0 , j 0



(5.15)



The scattering PSF degenerates to a simple 2D matrix ∆h (i, j). A space invariant model is therefore simpler to describe. Moreover, measuring/learning a single model per camera is easier than measuring space variant models. Space invariance allows to describe scattering with a convolution operation on the 2D image data S = S(i, j) : Smeas = S ∗ ∗h = S + S ∗∆h} = S + Sscat | ∗{z



(5.16)



Sscat



This scattering model is illustrated in figure 5.4. 5.2.2.1



Handling of image edges in the space invariant model



When a space invariant convolution model is used, applying the model around image edges poses a practical question. The extent of the space invariant model ∆h (i, j) is such that the convolution sum involves pixel outside the image boundaries. In that case, an assumption must be made on the values of those pixels. Typical assumption include: • assuming all values are 0 outside the image boundaries, • replicating edge values over the boundaries, • mirroring image values over the edge, • replicating values from the opposite edge (periodical wrapping of the image). In the case of scattering compensation, the two first options are the most interesting. Setting undefined pixels at value 0 corresponds to assuming that light is perfectly absorbed in the areas around the image sensor. Replication of the edge values implies that areas around the image sensor have the same reflectivity. The edge value in this case is taken as a best estimation of the contribution from those areas to scattering. In this work, the replication option was selected. This choice was motivated by the necessity to discontinuities at image edges when FFT processing is performed.
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Chapter 5. Scattering compensation



Figure 5.4: Convolution scattering model 5.2.2.2



Sum of gaussians model



In practice, the scattering PSF is very difficult to determine, since the coupling between adjacent pixels is very small. A useful assumption is that this PSF is continuous and smooth over the imager. Since scattering effects have influence on far away pixels, we know that the PSF is wide, probably as wide or wider than the image dimensions. From a computation point of view, this makes a straightforward extensive search prohibitive. A simple model parametrization can be used to facilitate the search. In this work, we chose to parametrize the scattering impulse response as a weighted sum of gaussians: ˆ ∆h(i, j) =



G X



w(k) · hh (i, k) · hv (j, k)



(5.17)



k=1



where : 1 e 2πσh (k)



−



i2 2σ 2 (k) h



• hh is a 1D horizontal gaussian kernel(∈ R): hh (i, k) =



√



• hv is a 1D vertical gaussian kernel (∈ R): hv (j, k) =



− 1 e 2σv2 (k) 2πσv (k)



j2



√



• w(k) is a scalar (∈ R) weight. The weighted sum of gaussians ensures the smoothness of the impulse response, and also ensures a very sparse representation, since the parameters are : the number of gaussians in the sum G, and, for each gaussian, a standard deviation in the horizontal and vertical direction σh and σv , along with a weight w. Section 5.6 introduces a method allowing to find a sum-of-gaussians scattering model that produces best results for a given set of training data. 78



5.3. Convolution based compensation



5.3 Convolution based compensation Section 5.2.2 introduced a representation of scattering processes through a convolution applied on the ideal image. According to eq. 5.16, subtracting the scattering image Sscat to the measured image Smeas allows to compensate for scattering. However, neither S nor ∆h are available. Therefore, the best scattering image estimate S0scat which can be employed for compensation is given by the expression: ˆ S0scat = Smeas ∗ ∗∆h



(5.18)



ˆ is a best-performing estimation of the scattering PSF ∆h. An overview of where ∆h this scattering compensation approach is given in figure 5.5. Although this approach



Figure 5.5: Schematic model of scattering compensation through convolution is straightforward to implement, and can provide satisfying range image outputs, it presents some drawbacks. First, since the scattering estimation uses a raw TOF sensor image as input, no complete cancellation can occur, even if a perfect scattering PSF ∆h were known, as second order scattering terms will always be present. However, the inefficiency of scattering processes ensures that this error stays small : ˆ S



= Smeas − S0scat ˆ (S + S ∗ ∗∆h) − (S + S ∗ ∗∆h) ∗ ∆h ˆ ˆ = S + S ∗ ∗∆h − S ∗ ∗∆h − S | ∗P∗∆h {z ∗ ∗∆h} {z } | P



=



ˆ small if ∆h≈∆h



small if (



i



j



∆h(i,j))2 1



The second and most problematic drawback of scattering compensation through convolution is the long processing time required to actually compute the convolution results. This issue is extremely significant since scattering PSFs for TOF devices are as large,
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Chapter 5. Scattering compensation or sometimes larger than the TOF image. This consideration motivated the investigation of scattering compensation in Fourier space, since the Fourier transform allows to replace convolutions with much faster multiplications of the Fourier signals.



5.4 Compensation by Fourier division In section 5.2.2, scattering was expressed as a convolution of the ideal signal S with the scattering PSF h. Practical experiments show that the scattering PSF can have a fairly large extent. For large extent PSFs, computing convolutions is a lengthy process. This process can be speeded up when remembering that a convolution in real space is equivalent to a multiplication in the Fourier space [103]. ˜ v) = F {S(i, j)}, Equation 5.16 can be transposed in the Fourier domain ( S(u, ˜ H(u, v) = F {h(i, j)}, . . . ) ˜ meas = S ˜·H ˜ S (5.19) If a space invariant model for h is known, the desired signal S can be retrieved through a simple division in the Fourier domain : ˜=S ˜ meas · 1 S ˜ H



  ˜ meas · 1 S = F −1 S ˜ H



(5.20)



This process is illustrated in figure 5.6. Since fast implementation of 2D FFT are



Figure 5.6: Schematic model of scattering compensation in Fourier domain available [37], the computation time for scattering compensation is greatly reduced [84]. 80



5.5. Complexity comparison of scattering compensation techniques



5.4.1



Windowing function for FFT processing



FFT processing can only be applied to a periodic signal. Therefore, each TOF image must be windowed, in order to be compatible with periodicity, prior to FFT processing. Without windowing, the filtering results would be distorted due to discontinuities at the image edges. In the specific case of scattering compensation, windowing isn’t performed directly on the TOF image. The edge pixels of the M × N TOF image are replicated in order to obtain an image buffer of size 2M × 2N , whose center part is the original TOF image. The size of this extended buffer matches the size of the space invariant scattering PSF used. The window function is then applied on the extended image buffer: the window function is unity for the image center pixels, and falls with gaussian tails for pixels whose distance to an edge is small (< N/2). Using a flat window over the original TOF image region allows to avoid using inverse windowing filters when reading the results of the inverse FFT.



5.5 Complexity comparison of scattering compensation techniques In order to be used in a real-time acquisition system, scattering compensation should not require long computation times. It is therefore useful to compare the computational load for scattering compensation. The following comparison involves 5 different approaches which can be used when considering space invariant scattering models: • Image domain filtering with scattering PSF expressed as discrete function ∆h(i, j) • Image domainP filtering with scattering PSF expressed as a sum of separable gaussians (∆h = g) • Image domain filtering with inverse filter expressed as discrete function ∆I(i, j) • Image domainPfiltering with inverse filter expressed as a sum of separable gaussians (∆I = g) • Fourier domain filtering with scattering PSF ∆h In general, if the TOF image is M × N (i.e. M columns and N rows), the scattering PSF extent can be as large as 2M ×2N , in order to specify all possible pixel couplings. Table 5.1 shows a comparison of the computational complexity involved for scattering compensation. The image space filtering approach is practical only if the inverse filter is expressed as a sum of separable gaussians. Nevertheless, the complexity is higher than in Fourier transform processing. Finally, the Fourier domain filtering is preferred since it involves the lowest complexity of computation, independently of the scattering descriptor used. Among the descriptors, the PSF expressed as sum of P gaussians (∆h = g) is preferred since it directly describes the phenomenological scattering model of fig. 5.1, and since it is specified by a small set of parameters Θ that may be easily optimized. Table 5.2 compares the processing time for 4 different scattering compensation implementations, running on the same computer, and producing identical results. • Image domain filtering with discrete function ∆I(i, j) • Image domainPfiltering with inverse filter expressed as a sum of separable gaussians (∆I = g)
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Chapter 5. Scattering compensation Table 5.1: Comparison of deconvolution complexity for different scattering models



Scattering descriptor



Image domain filtering • ∆h(i, j) P • ∆h = g



Complexity O M 2N 2



• ∆I(i, j)



• ∆I =



P



g



Fourier domain filtering



Complexity O (M N (log(M N )))



Complexity O (M N (M + N ))



• Image domain filtering with inverse filter ∆I expressed as a sum of separable gaussians, realized with optimized image processing library (IPL 2.5)[55] • Fourier domain filtering with PSF ∆h, realized with FFTW library Frigo & Johnson [38]. Table 5.2: Average processing time for different scattering descriptors. Image domain filtering



Complexity Average proc. time per frame



Discrete function ∆I(i, j)  O M 2N 2 46.0 s



Sum of gaus- Optimized sum sians ∆I = of gaussian P P g ∆I = g O (M N (M + N )) 0.460 s 0.085 s



Fourier domain filteringP ∆h = g



O (M N log(M N )) 0.033 s



The comparison clearly verifies that Fourier domain processing allows for faster scattering compensation: only 33ms are required for scattering compensation using the FFT method, while an optimized convolution method requires 85ms for separable gaussian kernels. For non-separable gaussians kernels, the computation time with the convolution approach reaches 46s, which would be totally incompatible with real time operation. Therefore, the FFT approach is preferred for all scattering compensation operations.



5.6 Optimization of scattering model parameters When a segmentation of scenes in which scattering occurs is available (see sec. 4.4.2.3), it becomes possible to evaluate the efficiency of a given scattering model ∆h by measuring the RMS background displacement when this model is used for compensation. Trying to obtain the best scattering PSF by extensive search over all possible PSFs is 82



5.7. Compensation results not feasible. A simple model parametrization in needed to facilitate the search.



5.6.1



Family of models tested



In this work, we chose to parametrize the scattering PSF ∆h as a weighted sum of gaussians (see section 5.2.2.2). The weighted sum of gaussians ensures the smoothness of the impulse response, and also ensures a very sparse representation, since the parameters are : the number of gaussians in the sum G, and, for each gaussian, a standard deviation in the horizontal and vertical direction σh and σv , along with a weight w. Although this has not been attempted yet, this representation could enable using genetic algorithms to find an optimum scattering impulse response. A cruder but very effective approach is to keep the number of gaussians as well as their standard deviations constant, and to allow the weights to be modified. Figure 5.7 illustrates that using 3 gaussians already allows to define a wide variety of impulse responses. The empirically defined standard deviations are reported in table 5.3.



5.6.2



Optimization experiments



In optimization experiments, the error metrics used are the RMS background and foreground displacements as introduced in section 4.4.2.3. Figure 5.8 illustrates how those quantities are computed for a particular set of parameters. Using a family of PSFs generated by a sum of three gaussians, with 12 possible weights for each gaussian in the sum, creates 1728 PSFs for which the scattering compensation performance can be evaluated. Figure 5.9 presents the results of such an experiment, for the three scenes illustrated in figures 4.22 to 4.24. A zoom on the data (fig. 5.10) allows to verify that the set of PSFs studied spans the PSF space correctly: some PSF bring almost no improvement when compared to the uncompensated situation (bottom of the curves in fig. 5.10), many PSF further degrade the RMS background distance (tail of the curve on the right hand side of the minimum), while a few PSF do actually bring an improvement in RMS background distance, at the cost of an augmented RMS foreground distance (tail of the curve on the left hand side of the minimum).



5.7 Compensation results The previous sections presented the steps required to obtain appropriate scattering models for compensation. Here, we illustrate the validity of the models obtained on real examples. Table 5.3: Geometric parameters of gaussian kernels used in optimization experiment. k 1 2 3



σh 32 48 64



σv 64 48 64
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Figure 5.7: Examples of scattering compensation point spread functions generated by weighted sums of 3 gaussian kernels. The dimensions of the gaussian kernels are fixed, only weights are varied.



Figure 5.8: Errors against background and foreground when using scattering compensation on scene from example in fig 4.20
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5.7. Compensation results



Figure 5.9: Comparison of RMS background and foreground displacements - 1728 PSFs were evaluated, for the 3 scenes illustrated in fig. 4.22 to 4.24. Plain lines indicate the baseline for background error (no compensation).



Figure 5.10: Comparison of RMS background and foreground displacements - Detail Plain lines indicate the baseline for background error (no compensation).
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Chapter 5. Scattering compensation Figure 5.11 presents scattering compensation results in form of points clouds compared without and with compensation, for the example test scene of figure 4.22. Results for the other example scenes of section 4.4.2.3 are summarized in table 5.4. In all cases, the RMS background displacement caused by scattering is greatly reduced. It then becomes similar to noise errors observed in SR-TOF data. Note that results are best for the SR-3100 camera, which is the camera with lowest scattering. A disappointing note is the difficulty to find a universal scattering PSF for a particular camera. The PSF used are often valid for a specific scene configuration (distance from camera to background, distance from camera to scattering object, etc), and for small variations close to this configuration. But often a different model is required is the scene is totally different.



5.8 Limitations of scattering PSF model The PSF model used for scattering has limitations which are important to consider when analyzing its performance. The first limitation is the assumption of linearity of scattering coupling; see eq. 5.7. Linearity can be interpreted as taking only the first term in a Taylor series expansion of the measured signal : XX ∆h(i, j, i0 , j 0 ) · S(i0 , j 0 ) . . . Smeas (i, j) = S(i, j) + i0



j0



+



XX



+



XX



i0



i0



∆h(2) (i, j, i0 , j 0 ) · S(i0 , j 0 ) · kS(i0 , j 0 )k



j0 2



∆h(3) (i, j, i0 , j 0 ) · S(i0 , j 0 ) · kS(i0 , j 0 )k



(5.21)



j0



+ ... XX n−1 ∆h(n) (i, j, i0 , j 0 ) · S(i0 , j 0 ) · kS(i0 , j 0 )k + i0



j0



The accuracy of scattering compensation algorithms could be increased by taking into account higher order terms. In particular, the quadratic term (associated with PSF ∆h(2) (i, j, i0 , j 0 )) may be better fitted to the physical scaterring phenomenon, if undesired reflection occurring inside the camera are quadratic with light intensity. This approach wasn’t tested in this work. But the observation that linear scattering PSF models must be adapted when the scene changes seems to indicate that higher order terms should be considered. Table 5.4: Scattering compensation results for 3 simple scenes.
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Scene



Camera



1 (see fig. 4.22) 2 (see fig. 4.23) 3 (see fig. 4.24)



SR-3000 dev. 1 SR-3000 dev. 2 SR-3100 dev. 0



Noise level σavg [mm] 29.9



σscat (raw data)[mm] 305



σscat after compensation [mm] 68.7



n.a.



139



36.3



29.2
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31.5



5.8. Limitations of scattering PSF model



(a) Background (grayscale) and current (color) point clouds. RMS background displacement : 305mm.



(b) Background (grayscale) and current (color) point clouds with scattering compensation activated. RMS background displacement : 68.7mm. Figure 5.11: Scattering compensation results for SR-3000 example scene: single person in front of a wall. The displacement of background pixels is mostly compensated.
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Chapter 5. Scattering compensation But the most fundamental limitation of the scattering compensation methods presented here lies in the assumption that scattering is invertible. In practice, many reflected light rays fall outside the area of the camera sensor, so that this information is lost. Scattering is therefore not invertible, and a perfect compensation is impossible.



5.9 Conclusion This chapter addressed the compensation of scattering for TOF cameras. First, basic requirements for the compensation algorithm were expressed. Then, a mathematical formulation of the scattering phenomenon inside TOF device was presented, based on a scattering point spread function (PSF). Although the scattering PSF can generally be space variant, we have assumed space invariance for this function to greatly simplify the complexity of the scattering compensation task. Under the space invariance hypothesis, scattering compensation can be performed either by convolution or by division in the Fourier space. It was shown that Fourier space processing allows faster computation. A testing method for candidate scattering PSFs constructed as sum of separable gaussians was developped. This testing allows to select a best performing PSF when the segmentation between foreground and background data is known. In an example case, the RMS background displacement could be reduced from 305mm to 68.7mm. Moreover, the good performance of scattering PSFs based on sum of gaussians PSFs was illustrated on various scenes containing scattering. A limitation of the current implementation is that the validity domain of a given scattering PSF model seems limited to scenes similar to the one on which the model was trained. A possible area for improvement would be to include quadratic coupling terms in the scattering model.



88



6



Registration of noisy range images Most 3D vision devices are inherently affected by occlusion. In order to acquire complete data sets in presence of occlusion, multiple views must be combined. Moreover, the field of view of a given device is limited. When large scenes must be observed, using multiple views allows to synthetically extend the field of view. Multi-view range imaging systems can bring improvements in many applications, but such systems require to: • register the different views : each range image is expressed in its own reference frame; all images must be expressed in a common reference frame. • integrate the different views : the range image data must be merged. In this chapter, we will discuss the registration of point cloud data obtained from noisy range images. Considering point clouds allows to use a simple integration approach : registered point clouds can be summed into a larger point cloud. Advanced integration schemes, allowing for example to reduce noise by exploiting the redundancy in the registered data [108] are not considered in this thesis. Our contribution will rather be focused on registration of point clouds in data sets with limited overlap. However, the large noise observed in range images will affect the selection of the registration method. Since individual points are often not reliable enough, robust alignment features must be built by using as many points as possible. Therefore, this chapter discusses five registration methods for two point clouds, and compares them in terms of complexity, but also on fitness to noisy TOF datasets. The extension to systems with more than two views can be done by sequential pairwise registration. Error balancing techniques for multi-view systems [7] are outside the scope of this thesis.



6.1 3D point clouds registration Registration of two point clouds P0 and P1 acquired by two devices C0 , C1 at different positions, separated by a rigid-body transformation T , requires to eliminate the 7
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Chapter 6. Registration of noisy range images degrees of freedom (DoF) between the two views. These seven DoF correspond to : • an arbitrary scaling (1 DoF), • an arbitrary 3D rotation (3 DoF), • an arbitrary 3D translation (3 DoF). For the following discussion, the scaling degree of freedom will not be considered. This is reasonable since the range imagers studied in this thesis provide absolute valued point clouds, i.e. the point positions are already scaled against the reference length unit, the meter. As a convention, we use C0 ’s reference frame as the common reference frame. The registration problem is then to determine the rigid-body transformation TC0 ,C1 which allows to express P1 in C0 ’s reference frame. We assume that no a-priori knowledge of the cameras positions is available. The registration procedure shall be based only on the data returned by the range cameras. Note that this data is usually noisy, so robustness to noise in the range image inputs is a desired property for the registration algorithms studied.



6.2 Motivation This chapter specifically addresses the problem of registration of a pair of point clouds in situations with limited overlap. Two main objectives are defined: field of view extension, and occlusion removal. The discussion of field of view extension is motivated by considering the possible application of TOF cameras in surveillance systems: often a single camera C0 does not fully cover the region to be watched. In this case, adding more cameras C1 . . . CN cam is beneficial, as it allows field of view extension, as illustrated in figure 6.1. Since the cost of a TOF camera is high, it is generally desired to cover the largest possible field of view with a small number of devices. This in turn requires to have a small overlap between individual devices’ fields of view. In the example of figure 6.1, a person walks in front of two TOF cameras. The reference camera C0 is aimed at the upper body, while the second camera C1 points toward the legs. The resulting point cloud P0 + P1 clearly shows the full person walking. Occlusion removal can also be addressed by multi-camera systems, as illustrated in fig. 6.2. Using a single TOF camera results in large unmonitored areas on the wall behind a person close to the camera (fig. 6.2b). The occlusion is removed when a second TOF camera is added (fig. 6.2d), allowing to confirm that a single human is present in the cameras field of view. A typical application of occlusion resolution is human monitoring applications, where the number of humans present in a defined area must be reliably determined.



6.3 Registration based on intensity images : bundle adjustment Range maps produced by TOF devices are always produced with associated amplitude images. A first attempt at TOF data registration could use standard techniques developped for conventional intensity cameras. A classical approach based on a planar target was proposed by Tsai [118] and later 90



6.3. Registration based on intensity images : bundle adjustment



(a) Color image



(b) point cloud P0 expressed in C0 ’s ref. frame



(c) point cloud P1 expressed in C1 ’s ref. frame



(d) desired result P0 + P1 expressed in C0 ’s ref. frame



Figure 6.1: Point clouds registration for field of view extension.



refined by Zhang [130] and Bouguet [17]. Multiple view registration for intensity and color cameras is so commonly encountered that the method proposed by Bouguet [17] was integrated into the OpenCV library [123]. In this approach, the planar checkerboard target is imaged at different positions in the cameras’ fields of view. Reference feature points (usually corners) are extracted in the images (an example is shown in fig. 7.10 ). The geometry of the target object is precisely known, i.e. the number of squares in the checkerboard is known and the square dimension is well defined. Then, the perspective projection model for the camera can be inferred from the acquired images by bundle adjustment for the feature points. Note that this technique involves a significant amount of human operation in the calibration procedure, since the calibration pattern must be moved and matched in many positions inside the cameras fields of view prior to bundle adjustment. This photogrammetric calibration procedure provides camera intrinsic parameters such as focal length, position of the optical center and distortion, but also extrinsic parameters, namely the position of the camera with respect to the target pattern origin. If extrinsic parameters are matched for images of the same target pattern acquired by two devices C0 , C1 at different positions, the relative position of the two devices can be computed. It is important to note here that this alignment method is based only on intensity images produced by the TOF cameras : the TOF range map is not exploited in this alignment procedure. Unfortunately, Kahlmann & Ingensand [59] notes that the sensor lateral resolution is too low to use standard calibration targets for bundle adjustment for the SR-3000 camera. Nevertheless, Lindner & Kolb [75] successfully applied the OpenCV calibration procedure to register the range image of a PMD TOF camera
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Chapter 6. Registration of noisy range images



(b) point cloud P0 expressed in C0 ’s ref. frame



(a) Color image



(c) point cloud P1 expressed in C1 ’s ref. frame



(d) desired result P0 + P1 expressed in C0 ’s ref. frame



Figure 6.2: Point clouds registration for occlusions removal.



with a color image produced by a standard camera (in this case, the lateral resolution of the color imager is higher than the TOF sensor resolution). Experimental results for this method are presented in section 7.4.1.



6.4 Matched set of reference points Given two point clouds P0 and P1 , expressed in the coordinates systems of range imaging devices C0 , respectively C1 , we want to determine the rigid body transformation TC0 ,C1 allowing to express the point cloud P1 in the coordinates system of C0 . With at least three points matched across clouds P0 and P1 , it is possible to determine a transformation TC0 ,C1 , i.e. translation t and rotation R, which minimizes the distances between between the two point sets in a least square sense.



6.4.1



Least squares transform for two matched point sets



Arun et al. [3] propose and t by singular value decomposition (SVD) n to determine o n Ro (1) (0) of a 3 × 3 matrix. Let pi and pi be the N matched points in P0 , respectively P1 (i = 1, . . . , N ). The function to minimize is : e=



N  2  X



(0)



(1)



pi − R pi + t i=1
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(6.1)



6.4. Matched set of reference points Subtracting the centroids p(0) and p(1) of the point sets allows to separate the translation and rotation problems. With the centroids defined as : p(0) =



N 1 X (0) p N i=1 i



p(1) =



N 1 X (1) p N i=1 i



(6.2)



it is possible to define reduced coordinates q (0) and q (1) : (0)



qi



(0)



= pi



(1)



− p(0)



qi



(1)



= pi



− p(1)



(6.3)



ˆ the least squares solution minimizing eq. 6.1, we have : Calling ˆ t and R ˆ p(1) ˆ t = p(0) − R



(6.4)



and the error function to minimize can be rewritten as : e=



N 



2 X



(0) (1) 



qi − R qi 



(6.5)



i=1



which can be expanded : e
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N  X
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− R qi



T   (0) (1) · qi − R qi
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i=1



Minimizing e is therefore equivalent to maximizing : f
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N X



(0) T (1) qi Rqi



=
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T race (RH)
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where: H=



N X



(1) (0) T



qi qi



(6.11)



i=1



Arun et al. [3] use SVD decomposition of H to solve this problem. The SVD decomposition of H can be written as : H=UΛV



(6.12)



where U and V are 3 × 3 orthonormal matrices, and Λ is a 3 × 3 diagonal matrix with nonnegative elements [109]. Arun et al. [3] show that X = V UT is the orthonormal matrix which maximizes f . Usually X is a rotation, with det (X) = 1, and the least ˆ = X. Arun et al. [3] also discuss the case where squares solution to the problem is R



93



Chapter 6. Registration of noisy range images n o (0) X is a reflection, with det (X) = −1; this can occur only if the points pi are ˆ will be given by X0 = coplanar. In this case, one of the eigenvalues in Λ is zero; R 0 T 0 V U where V is V with a sign inversion in the column corresponding to the null eigenvalue. Finally, if all points {qi } are collinear, the solution X is not unique : there exists an infinity of rotations minimizing e. Fortunately, this case can easily be avoided by checking the input point sets {pi } prior to attempting least squares minimization, by requiring the matrix H to have rank 3.



6.4.2



5 spheres calibration object for SR camera



Registration based on reference point correspondences requires to image a known calibration object C0 ’s and C1 ’s view. Images of this calibration object should allow to define the required reference points in each view. In order to avoid complications arising when the set of points is coplanar (see sec. 6.4.1), the calibration object should be three-dimensional. At the same time, self-occlusion should be limited, in order to guaranty the visibility of reference points across the different views. For TOF cameras registration experiments, a calibration object was built from 5 highly reflective balls rigidly connected together (fig. 6.3a). Some balls have different diameters, in order to allow identifying each ball, independently of the object pose. The object defines a large volume, but is mostly empty, in order to limit self-occlusion. Ball centers should be used as reference points, as these points should not be affected by the object’s pose relative to the camera. The object is imaged simultaneously by two TOF cameras C0 and C1 , and the range images obtained r0 , r1 are used to compute two 3D point clouds P0 and P1 (fig. 6.3b,c) The n centeroof each n ballois estimated in both point clouds, allowing to produce the point (0) (1) sets pi and pi . Unfortunately, the quality of range map obtained for spherical objects is poor. This is caused by: • sparse sampling of the sphere surface : in some cases, only 20 pixels are imaging a given sphere; • low amplitude of the TOF return signal, since most of the camera active illumination is scattered away from the sensor by the spherical surface. In the current implementation, the extraction of the sphere centers is done manually. This process could be automated by using a least squares spherical shape detector, but the detector should be customized to account for the aberrations caused by light scattering on the sphere surface. With 5 matched sphere centers, the overdetermined system is solved, allowing to ˆ and ˆ compute all coefficients of R t. Experimental results obtained with this intuitive registration method are presented in section 7.1.



6.5 Iterative Closest Points (ICP) for registration Since its introduction in the early 1990s (Besl & Mckay [12], Chen & Medioni [21]), the Iterative Closest Points (ICP) algorithm has been widely used for 3D data registration. The procedure provides a solution to the registration problem of two point clouds under the assumption of a rigid body transformation, and is based on minimization of an error function defined from distance from point in one cloud to their closest counterpart in the other cloud. 94



6.5. Iterative Closest Points (ICP) for registration



(a) Calibration object (illustrative color image). 5 highly reflective balls, assembled into a threedimensional object. Ball centers are used as reference points.



(b) Point cloud P0 , measured from camera C0 . Each ball surface is sampled by 20 to 300 points in P0



.



(c) Point cloud P1 , measured from camera C1 . Each ball surface is sampled by 20 to 300 points in P1



. Figure 6.3: Simple calibration object and associated point clouds.
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Chapter 6. Registration of noisy range images



6.5.1



Algorithm principle



The algorithm takes two points clouds P0 and P1 as input, along with an initial transform T0 . The algorithm then produces an estimation Tend of the transformation that best registers P1 on P0 . The basic stages of the algorithm are: 1. Matching (pairing) of points between the sets P0 and P1 . Typically, each point (1) (0) pi of P1 , transformed by Tk , is matched to the closest point pnn,i in P0 :







2  



(1) (0) − p(0) pnn,i = argmin Tk pi m 



(6.13)



(0)



pm ∈P0



2. Error metric e(Tk ) assignment based on the point pairs. Typically, the total euclidean distance between paired points is computed: e(Tk ) = 



2   X 



(1) (0) − pnn,i 



Tk pi



(6.14)



(1)



pi ∈P1



3. Minimization of error metric (see for example sec. 6.4.1), and update of transformation: T(k+1) = argmin e(T ) (6.15) T ∈E + (3)



4. Termination check: the process is iterated until the error metric gets below a threshold thrabs , or until the variation from last iteration gets below a threshold thrrel , or until the number of iteration i exceeds a fixed maximum N . This workflow is illustrated in figure 6.4. A ready to use implementation of the ICP algorithm is available in the VTK library [67] vtkIterativeClosestPointTransform



6.5.2



Limitations of ICP methods



Unfortunately, since ICP methods rely on pairing of data in the two sets to register, they tend to fail when the overlap between the datasets is low. Chetverikov et al. [22] reports that advanced ICP algorithm still require around 50% overlap. Therefore, ICP methods do not seem appropriate for the case of FOV extension adressed in this work. Nevertheless, ICP can be used as a reference for specific datasets where the overlap is high, as was done in section 7.3.1.



6.6 Geometric primitives for registration To determine the rigid body transformation between two point clouds, 6 degrees of freedom need to be eliminated. Section 6.4 showed that a matched set of 4 noncoplanar reference points could be used to this effect. Nevertheless, to increase the reliability of the transformation found, it is desirable to involve as many points as possible in the determination of the transformation. ICP techniques (sec. 6.5) are not convenient for the problem considered here (field of view extension) since they require a large overlap between clouds. A promising approach to exploit as much information as possible from the point cloud is to extract geometric shapes describing accurately large parts of the point cloud. 96



6.6. Geometric primitives for registration



Figure 6.4: ICP algorithm workflow principle - excerpt from [106] Matched geometric primitives in different views allows elimination of some degrees of freedom. And, in contrast with ICP, using geometric primitives provides robustness even in conditions where the overlap area between the different views is small: the reliability of each primitive depends on the number of points on which it is constructed in its own cloud. In section 6.6.1, a non exhaustive list of usable geometric primitives is presented. Section 6.6.2 then introduces a method to extract plane primitives from a noisy point cloud.



6.6.1



Geometric primitives and degrees of freedom



Different geometric shapes will eliminate different DoF. Gelfand et al. [41] analyzed the geometric stability of ICP matching to compute the number of DoF left undetermined for the shapes presented in figure 6.5 . A plane primitive π involves 4 parameters: π : nx · x + ny · y + nz · z + d = 0 (6.16) T



where n = (nx , ny , nz ) is the plane normal vector and d is its distance to the origin. One condition imposed on the parameters is that n has unit length: knk = 1. Matching a plane across two views leaves 3 DoF undetermined (fig.6.5, left): one rotation



Figure 6.5: Geometric shapes and corresponding undetermined degrees of freedom (corresponding to ICP instabilities). Excerpt from [41]
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Chapter 6. Registration of noisy range images DoF corresponding to rotations in the plane and two translation DoF corresponding to translations in the plane. A sphere primitive S also involves 4 parameters, its center position x0 = (x0 , y0 , z0 ) and its radius r: S :



(x − x0 )2 + (y − y0 )2 + (z − z0 )2 − r2 = 0



T



(6.17)



Matching a sphere across two views leaves the three rotations DoF undetermined (fig.6.5, second from left). A cylinder primitive H involves 7 parameters: the cylinder orientation v, the position of its reference point x0 (axis point closest to the origin) , and its radius r. H :



2



kx − (x0 + (((x − x0 ) · v) v))k − r2 = 0



(6.18)



Since the cylinder orientation vector v has unit length (kvk = 1) and is normal to x0 (v · x0 = 0), a cylinder has only five DoF. Matching a cylinder across two views leaves one rotation DoF and one translation DoF undetermined (fig.6.5, center). Rabbani & van den Heuvel [99] used plane, cylinders, and spheres matching for registration of LIDAR data. In this work, we focus our analysis on plane primitives. The motivation for this selection is that shapes with varying normals such as spheres, cones and cylinders are harder to acquire reliably with a TOF camera and its directional illumination. Combinations of plane primitives can be used to eliminate all DoFs. von Hansen et al. [121] used planes patches were used by to align LIDAR data. A wedge, i.e. two intersecting planes (fig.6.5, right), leaves only one DoF undetermined, corresponding to translations along the intersection axis of the planes. A cube corner, i.e. three intersecting planes, allows to eliminate all degrees of freedom, as is shown in section 6.7. An experimental limitation in our work was that only a small number of plane primitives could be reliably extracted from TOF point clouds. Section 6.7 discusses registration when the same cube corner is imaged by both cameras. Section 6.8 presents an registration method based on a single plane, but upon which reference points can be defined. But first, section 6.6.2 introduces a method allowing to obtain plane primitives fitted to point cloud data.



6.6.2



Random Sample Consensus (RANSAC) for plane primitive extraction



The Random Sample Consensus (RANSAC) is a technique which allows to fit a specific model to a dataset even when a high amount of outliers are present. The basic idea behind RANSAC is to fit the model only to a small set of points, but to check the model validity against the whole dataset. The basic stages of the RANSAC algorithm for fitting a plane to a point cloud P are: 1. Initialize the model πbest and the model compliance value cbest to 0. 2. Randomly select a small set {pi } of N points in P. Typically, 3 < N < 10. 3. Fit a plane model πk to the set {pi }. 98



6.7. Registration from cube corner planes 4. Test compliance ck with the model πk on the full point set P. ck = 0;



∀ pi ∈ P :



if dist (pi , πk ) < thr



:



ck = ck + 1



(6.19)



5. Memorize best model: if ck > cbest then: πbest := πk and cbest := ck . 6. Iterate the process. A RANSAC algorithm for plane extraction is easily parametrized: the important parameters are the number of iterations N iter and the distance threshold thr which is used to determine whether a point complies with the model or not.



6.7 Registration from cube corner planes Section 6.6.1 stated that all DoF for registration can be eliminated by a matched set of three intersecting planes, that we will call abusively cube corner planes. This denomination is slightly abusive since it is not necessary for the planes to be orthogonal. The following discussion aims to prove this statement, and accurately describes the methods used for this registration. The proof will be based on the work by Faugeras & H´ebert [33], who studied registration from a set of N matched plane. Using the same notation as [33], we describe the geometry G of a scene through a set (P (ui )) i=1...N of regions approximated by N plane surfaces, ui being the parameter vector of the i-th primitive. For plane primitives, the parameter vector combines the normal vector ni and the distance to the origin di : ui = (ni , di ). A matching M between two descriptions G and G0 is a set of corresponding pairs (P (ui ) , P 0 (u0 i )). Since the parameters ui and u0 i are not expressed in the same coordinate systems, the rigid body transformation T linking those two systems must be determined. T should map each primitive P 0 of G0 into the corresponding primitive P in G. The transformation is determined by minimizing the consistency measure : X 2 kui − T (u0 j )k (6.20) g(M ) = min T



6.7.1



Decomposition of rigid-body transformation



The rigid body transformation T between two acquisitions of the same scene can be decomposed in a rotation R followed by a translation t, so that : T =t∗R



(6.21)



Under the assumption that the axis of rotation contains the origin of the reference coordinate system, this decomposition is unique. Applying this transformation to the plane P (n, d)) yields the new plane P1 (nT , dT )) where n1 = R n



and



d1 = n1 · t + d



Given a matching M for N plane pairs: M = (P (ni , di ) , P 0 (n0i , d0i )) consistency measure to be minimized (eq. 6.20) can be rewritten as :  X 2 2 g(M ) = min kni − Rn0i k + W · kd0i − di − ni · tk T =t∗R



(6.22) i=1...N



, the



(6.23)



i



where W is a weighing factor. As proposed by Faugeras & H´ebert [33], this sum is split into two terms, allowing to determine separately the best rotation R and translation t.
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6.7.2



Rotation estimation



Simple geometric consideration suffice to show that two non-parallel planes matches are sufficient for rotation determination. Using a single plane match does not constrain the degrees of freedom expressed by rotations and translations in this plane. Adding a second plane which intersects the first constrains all rotation degrees of freedom, leaving only one degree of freedom corresponding to translations along the intersection line of the two planes. From equation 6.23, the function f which must be minimized for rotation determination is : X 2 f= kni − Rn0i k (6.24) i



This minimization must account for the constraint that R is a rotation matrix, so that RT · R = I. This constrained minimization problem is not straightforward to solve, especially since the function f is not linear. Faugeras & H´ebert [33] have introduced an elegant solution to this problem by using the quaternion representation of rotations. The rotation R can be expressed as quaternion products, so that for every vector v in R3 , the relation R · v = q · (0; v) · q¯



(6.25)



holds, where q and its conjugate q¯ are unit-norm quaternions representing the rotation. In the following, we will abusively use the notation v to describe the corresponding quaternion (0; v). Then, equation 6.24 can be rewritten as : f



=



X



2



kni − q · n0i · q¯k



(6.26)



i



f



=



X



2



kni · q − q · n0i k



(6.27)



i



The function ni · q − q · n0i is linear in the coefficients of q, and can be represented by a 4 × 4 matrix Ai .   T 0 (ni − n0i ) (6.28) ni · q − q · n0i = q · Ai where Ai = o (n0i − ni ) (n0i + ni ) where the notation vo designs the 3 × 3 antisymmetric matrix obtained from the components of v:   0 v3 −v2 0 v1  vo =  −v3 (6.29) v2 −v1 0 Rewriting explicitly the norm in the function f allows to transform it into : X X f= q · Ai · ATi · q T = q · B · q T where B= ATi · Ai i



(6.30)



i



The minimization problem is now expressed as the minimization of q · B · q T under the constraint kqk = 1. This classical problem of linear algebra [109] is solved by finding the eigenvector qmin corresponding to the smallest eigenvalue of B. In practice, this can easily be achieved by means of singular value decomposition (SVD). 100



6.8. Master plane point cloud alignment



6.7.3



Translation estimation



Simple geometric considerations suggest that a minimum of three planes with a single intersection are required for translation determination Rabbani & van den Heuvel [99]. Following again Faugeras & H´ebert [33], we define the sum S to be minimized as : S=



N X



2



kd0i − di − ni · tk



(6.31)



i=1



where N is the number of matched planes. The sum can be rewritten using N × 1 difference vector D and the N × 3 normals matrix C  0    d1 − d1 n1 T 2  and C =  . . .  ... S = kD − C · tk where D= 0 dN − dN nN T (6.32) This classical least squares problem can be solved by the pseudoinverse method [109]. The best translation is then given by : tmin = C T · C



−1



· CT · D



(6.33)



If the plane list does not contain at least three independent planes, the rank of matrix C will be less than 3, so that the translation can not be determined. Experiments based on this registration methods are presented in sections 7.1.2 and 7.3.2.



6.8 Master plane point cloud alignment The basic idea of this registration method is to split the 3D registration problem in two problems easier to handle. We propose the following decomposition: 1. Match one plane across the datasets. This allows to eliminate 2 rotations and 1 translation DoF. Typically, RANSAC can be used to define the plane primitives π (0) and π (1) in both point clouds. For convenience, the point clouds can then be: • rotated so that this reference plane becomes aligned with the z-axis • translated to that the reference plane includes the origin. 2. Affine alignment in the reference plane. n This o alignmentnis based o on feature (0) (1) (0) points belonging to the matched plane: pi ∈ π and pi ∈ π (0) . Note that this operation is a 2D process. If the reference plane is transformed into the xy plane as suggested above, the z component can be entirely left out of the computations. The splitting described above allows to potentially leverage many elaborate alignment methods developped for 2D images. The workflow of master plane alignment is illustrated in figure 6.6. In the following discussion, we will only consider 2D affine alignment from a set of matched points. In the experiments presented in this work (sec. 7.3.3 and 7.4.3), the matched points are selected manually by a human observer. But we note that more advanced image processing techniques, such as correlation or SIFT [77], could be used to provide the point matches automatically.
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Chapter 6. Registration of noisy range images



Starting from unregistered point clouds: P0



P1



Align master plane with xy plane: R0 ◦ T0 (P0 ) + R1 ◦ T1 (P1 )



Align datasets in xy plane: R0 ◦ T0 (P0 ) + Txy ◦ Rxy ◦ R1 ◦ T1 (P1 )



Transform back into C0 ’s reference frame: −1 P0 + (R0 ◦ T0 ) ◦ Txy ◦ Rxy ◦ R1 ◦ T1 (P1 )



Figure 6.6: Workflow for master plane alignment procedure.
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6.9. Conclusion



6.8.1



Usage considerations



Master plane alignment requires to have a plane object imaged by both cameras. However, the overlap region may be small. Since the plane primitive is isolated in each point cloud, the robustness of the plane parameters used can be increased by points belonging to the plane, but which are not in the overlap region. This increased robustness is useful for noisy datasets. Another key property of this registration method is its speed : the registration is obtained in only a few minutes. The idea is to benefit from plane regions already present in the scene, such as walls, to guide the registration. Once an overlapping plane patch is found, human selection of matched points in the plane for affine registration can be performed in a few minutes or seconds. In comparison bundle adjustment registration requires to move an ad-hoc target to various positions inside the cameras fields of view. This data acquisition step alone takes more time than master plane registration. The reduction in time required for registration is especially beneficial when a multi-camera system is initially set up : the cameras can be quickly repositioned to test a specific configuration.



6.9 Conclusion The expected success of registration methods discussed above for registration of TOF data is summarized in table 6.1. The bundle adjustment or calibration object techniques allow for registration, even in situations with small overlap between the views. But the amount of data points actually involved in the registration is small : 5 (x, y, z) points for the calibration object, 48 pairs of pixel coordinates (i, j) for bundle adjustment. It remains to be seen whether the registration output from these techniques is sufficiently reliable when the input data is noisy, as is the case for systems based on TOF cameras. In contrast to these methods, ICP registration and cube corner planes registration involve a large number of data points in the registration, of the same order of magnitude as the total number of points in each cloud. This increases the registration stability when noisy input is considered. However, this improvement is only attained in configurations with large overlap between views (70% or more). Finally, the master plane method represents a compromise between those situations. It involves as many data points as possible in the computation of the master plane orientation, allowing to reliably eliminate 3 DoF. But it does not require large overlap, since the 3 remaining DoF are eliminated by using a small set of reference points in the overlap region of the plane surface. Moreover, this registration approach is fast, as it is not tied to a specific calibration object being brought into the scene. Chapter 7 illusTable 6.1: Expected success of registration techniques for SR data Technique Bundle adjustment (on intensity images) 5 spheres calibration object ICP registration Cube corner planes Master plane



Large overlap



! ! !!! !! !!



Small overlap



! ! % % !!
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Chapter 6. Registration of noisy range images trates the application of those different registration methods to real datasets, allowing to select the most appropriate method for the combination of TOF views.
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7



Registration experiments on noisy range images This chapter presents registration experiments performed on TOF data. Evaluation metrics are introduced in section 7.1. Then, the different registration methods discussed in chapter 6 are tested. Two Swissranger TOF cameras were used for data acquisition. To avoid interference , the first TOF camera was operated at f0 = 20MHz, while the second camera was operated at f1 = 21MHz. Section 7.2 presents results obtained with a simple calibration object. The other methods are tested on two datasets; the first one has large overlap (section 7.3), while the overlap is small (< 33%) for the second configuration (section 7.4).



7.1 Evaluation of registration error For the evaluation of registration results, two methods are used: • a qualitative evaluation, where the match between rendered point clouds is examined visually by a human observer. • a quantitative evaluation by nearest neighbor distance. Quantitative measures complement human observations, and can be used to evaluate alignment methods on datasets that may confuse a human observer.



7.1.1



Nearest neighbor distance metric



We have seen that the ICP algorithm works by minimizing the nearest neighbor distance across the point clouds (see eq. 6.14). The quantity minimized is the squared (1) sum of squared distances d(i)2 between each transformed point pT,i of P1 , and its
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Chapter 7. Registration experiments on noisy range images (0)



nearest neighbor pnn,i in P0 . The distance d(i) is given by: r



2



(1) (0) d(i) = pT,i − pnn,i 



(7.1)



The RMS registration error σreg is then given by σreg



N1 1 X = d(i)2 N1 i=1



(7.2)



where N1 is the number of points in cloud P1 . One issue worth mentioning here it that this measure is appropriate only in situations when the overlap between views is high. Since the problem we try to solve is field of view extension, this condition will not be satisfied in many test datasets. In this case, this metric can nevertheless be used, but only on matching subsets Ps,0 and Ps,1 of the point clouds. Those subsets can be defined by introducing a threshold τm (1) on the distance for matched points. If the nearest neighbor for a point pT,i of P1 is farther away than the threshold, this point isn’t included in the subset Ps,1 . Formally, a weighing coefficient wi is introduced [106]: v u N1 u 1 X 0 wi · d(i)2 (7.3) σ reg = t W − 1 i=1 where :  wi (d(i)) =



1 0



if d(i) < τm otherwise



W =



N1 X



wi (d(i))



(7.4)



i=1



An alternative proposed by Zhang [129] is to use the sum of the average the nearest neighbor distance µ and its standard deviation ς as the error measure : v u N1 N1 u 1 X X 1 2 t (d(i) − µ) (7.5) d(i) ς= µ= N1 i=1 N1 − 1 i=1 =µ+ς



(7.6)



In this case again, the terms can be weighted to limit the influence of outliers [106]: v u N1 N1 u 1 X X 1 2 0 0 wi · d(i) ς =t wi · (d(i) − µ0 ) (7.7) µ = W i=1 W − 1 i=1 0 = µ0 + ς 0



(7.8)



The threshold τm must be chosen appropriately for each scene; a good practice is to set τm to approximately twice the noise level in the individual point clouds.



7.1.2



Illustration first order metric on depth-from-focus microscope datasets



To illustrate nearest neighbor distance accuracy metric , a real microscope 3D dataset obtained by the depth from focus method is used. 3D renderings of this dataset are 106



7.1. Evaluation of registration error



Top view



Side view



Side view



Oblique view



Figure 7.1: Microscope scene for synthetic registration experiment
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Chapter 7. Registration experiments on noisy range images presented in figure 7.1. This dataset contains large plane regions, and is therefore appropriate for a registration procedure using cube corner planes. For this experiment, a synthetic rigid-body transformation was applied to the dataset : it was first T rotated around the axis w = (1, 3, 1) by an angle θ = 38◦ , and then translated by T T = (−5, 3, 4) . Table 7.1 show the parameters of the transformation in its first row. The second row contains the parameters obtained through registration from cube corner planes. The results are satisfying, but can be improved upon : figure 7.2(b) shows small discrepancies between the original dataset and the re-aligned data. This discrepancies can be further reduced by using the ICP method for alignment. The resulting parameters are presented in the third row of table 7.1. As can also be seen in figure 7.2(c), the final alignment is significantly improved. After ICP alignment, the nearest neighbor distance metric is  = 0.0401 mm. This example showed that the nearest neighbor distance metric is useful to determine the quality of a registration between two point clouds. The results correlate well with the qualitative evaluation obtained by visual comparison of the point clouds. In section 7.4 and 7.3, this metric is used to evaluate registration quality on real TOF datasets.



7.2 TOF data registration based on 5 spheres calibration object A first validation experiment was carried out by using camera configuration most favorable to point cloud registration : A single SR-3100 camera was used, and two range images were recorded sequentially with the same device and unchanged settings; the camera was translated upward by a small fixed amount between the two image acquisitions. This procedure maximizes the probability of successful registration since : no inter-device variability is introduced, the fixed pattern noise is the same for both range maps, and the geometrical matching is simplified (the optical axes are strictly parallel). Results of this experiment (fig. 7.3) indicate that a successful registration of two point clouds produced by a Swissranger camera is indeed possible : the two point clouds merge seamlessly. Further tests were carried out while removing some of those favorable conditions. Test configurations and registration results are summarized in table 7.3. It appears that the calibration experiments failed in all cases where the rotation matrix R was non trivial. This is most probably related to the fact that the sphere center coordinates are not determined with enough accuracy from the point cloud data. Such inaccuracies can lead to an erroneous rotation matrix R. Small rotation errors cause large discrepancies between the merged point clouds, since the scene extends far away from the calibration object. Table 7.1: Rigid body transformation parameters for alignment experiment on synthetically misaligned 3D microscope data.



Synthetic Cube corner planes ICP post-process. 108



0.30151 0.29920 0.29997



Rotation axis 0.90453 0.30151 0.90721 0.29571 0.90561 0.29981



θ 38.000 38.312 37.994



-5.0000 -5.2816 -4.9248



T 3.0000 2.8284 2.8844



4.0000 4.1720 4.2110



7.2. TOF data registration based on 5 spheres calibration object



(a) Synthetic scene



Nearest neighbor distance histogram.



(b) Cube corner planes reg.



Nearest neighbor distance histogram.



(c) ICP refined alignment



Nearest neighbor distance histogram.



Figure 7.2: Synthetic registration experiment Table 7.2: Illustration of nearest neighbor distance metrics - Microscope dataset



5.64 2.37



Cube corner planes registration 0.217 0.197



8.01



0.413



Initial configuration µ [mm] ς [mm]  [mm] =µ+ς



ICP postprocessing 0.0282 0.0119 0.0401
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Chapter 7. Registration experiments on noisy range images



(a) P0 , view 1



(b) P0 , view 2



(c) P1 , view 1



(d) P1 , view 2



(e) P0 + P1 , view 1



(f) P0 + P1 , view 2



Figure 7.3: Registration based on calibration object : for most favorable acquisition configuration (test case A), the range image registration is qualitatively good.



Table 7.3: Point cloud registration results for specific multicamera configurations, based on matching of calibration object formed by 5 spheres.



Test config.



Test case → Same camera Translation only Same frequency Registration successful
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A × × × ×



B ×



C × ×



×



D ×



E



× ×



F



7.3. Large overlap between point sets Nevertheless, we must note here that even in cases where the registration fails, the procedure allows to reduce the distance between the two point clouds, and provides a first approximation of the rotation matrix R, which would be very difficult to estimate manually. The translation parameters could possibly be interactively refined by a human supervisor to provide more accurate point cloud merging. However, this was not attempted since more advanced registration methods can be employed, as described in the next sections.



7.3 Large overlap between point sets Figure 7.4 shows the corner of a room imaged by a SR-3100 device C0 and a SR-3000 device C1 , located slightly closer to the scene, so that the field of view of C1 is totally included in C0 ’s field of view. Note that one of the walls is made of bricks (rectangular shapes are visible). This structured plane surface allows to ensure that the planes can easily be matched. This dataset will be used to compare three registration methods : ICP, cube corner planes and master plane.



7.3.1



ICP registration



Using the ICP algorithm provided in VTK [67] on this dataset allows to determine a rigid body transformation T which projects the point cloud P1 into the coordinates system of camera C0 . In this experiment, 300 ICP iterations were allowed. T can be expressed by the 4matrix :   0.888671 0.189498 0.417558 −262.392  −0.255927 0.960559 0.108753 193.048   (7.9) T=  −0.360481 −0.20351 0.902119 683.903  0 0 0 1 The registration results are good both visually: fig. 7.5 and numerically: table 7.4. The distance error  between the point sets was reduced from 432 mm to 36.9 mm. Note that although alignment metrics are good, some inconsistencies are visible for the brick wall : the gaps between bricks seem slightly misaligned.



7.3.2



Registration based on cube corner planes



Figure 7.4 shows a dataset containing three easily matched intersecting plans, and is therefore a good candidate for alignment using plane primitives. The first step in the matching process is the estimation of plane primitives for each view. This is done using the RANSAC algorithm presented in section 6.6.2. The RANSAC plane search used 3000 iterations. The threshold for considering that a given points belong to the plane was set to thr = 25mm. RANSAC search was performed successively three times, while points already assigned to a plane were removed from the point cloud. In both datasets, RANSAC first returned a plane corresponding to the brick wall, then a plane corresponding to the floor, and finally a plane corresponding to the remaining wall; see figure 7.6. Since three (intersecting) planes are matched across views, all degrees of freedom of the transformation can be determined from the plane coefficients. The final rigid body transformation T which projects the point cloud of the second camera (SR-3000)
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Chapter 7. Registration experiments on noisy range images



(a) SR-3100 C0 camera view



(b) SR-3000 C1 camera view



Figure 7.4: Scene with large overlap : corner of a room



Figure 7.5: Room corner scene - point clouds successfully registered using ICP algorithm.
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7.3. Large overlap between point sets



SR-3000



First plane



SR-3100



−



+0.7704x−0.2315y−0.594z+ 00781 = 0 08783 inliers



−0.03611x + 0.7576y 0.6517z + 01059 = 0 14193 inliers



−



+0.008164x + 0.8274y − 0.5615z + 818.2 = 0 09196 inliers



−0.9052x − 0.1375y 0.4022z + 01205 = 0 02364 inliers



−



−0.4919x − 0.3976y 0.7746z + 01125 = 0 05642 inliers



Third plane



Second plane



+0.2465x − 0.5223y 0.8164z + 01579 = 0 08513 inliers



−



Figure 7.6: RANSAC extraction of plane primitives for room corner scene; 3000 RANSAC iterations were performed, the inlier threshold was set to thr = 25mm.
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Chapter 7. Registration experiments on noisy range images into the coordinates system of the first camera (SR-3100) can be expressed by the 4matrix :   0.801337 0.33839 0.493306 −271.935  −0.387585 0.92183 −0.00273992 283.418   (7.10) T=  −0.455671 −0.189002 0.869852 714.036  0 0 0 1 The registration results are good: fig. 7.7. As was the case for ICP registration on the same dataset, the  error is below 50 mm. Table 7.4 shows that ICP registration performs slightly better, but plane based registration is a valid alternative registration approach for large overlap datasets.



7.3.3



Master plane registration



In this experiment, the brick wall was chosen as a master plane, since it is the first plane primitive returned by 3000 iterations of the RANSAC algorithm with a threshold set at thr = 25mm. Moreover, the intensity pattern of the bricks intersections allowed to easily define five reference points on the plane surface. The final rigid body transformation T which projects the point cloud of the second camera (SR-3000) into the coordinates system of the first camera (SR-3100) is expressed by the 4matrix :   +0.838137 +0.230656 +0.494292 −378.7  −0.320188 +0.941684 +0.103494 +199.3   (7.11) T=  −0.441595 −0.245009 +0.863113 +687.1  0 0 0 1 The registration results (see fig. 7.8) are good for the plane taken as reference, but show discrepancies between the two point sets for other regions. In particular, the position of the room side wall shows a clear gap between the two datasets.



7.3.4



Comparison of registration methods



Table 7.4 compares the error metric obtained on the large overlap dataset with ICP, cube corner planes and master plane registration. The lowest error is obtained with ICP, which marginally outperforms cube corner planes and master plane registration. The results can be compared to the noise level in the scene. Averaged point clouds Pavg,0 , resp. Pavg,1 are computed from averaging 50 consecutive range images. Then error metrics are computed between single point clouds P0 , resp. P1 , and the averaged point clouds; see table 7.5. It can be seen that the registration errors are up to eight times large than the noise level for this scene. A partial explanation for this large Table 7.4: Nearest neighbor distance metrics - Large overlap dataset - Comparison of ICP, cube corner planes and master plane alignment.



σreg [mm] µ [mm] ς [mm]  [mm] 114



Initial configuration 322 287 144 432



ICP registration 24.8 18.4 16.7 35.1



Cube corner planes 29.7 21.1 20.9 41.9



Master plane 47.9 33.1 34.6 67.8



7.3. Large overlap between point sets



Figure 7.7: Room corner scene - point clouds have been registered using cube corner planes.



Figure 7.8: Room corner scene - point clouds have been registered by matching the brick wall plane as a master plane.
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Chapter 7. Registration experiments on noisy range images Table 7.5: Nearest neighbor distance metrics - Large overlap dataset - Noise levels for each point cloud produced by the TOF cameras.



σreg [mm] µ [mm] ς [mm]  [mm] σavg [mm] see sec. 4.3.1



SR-3100 12.54 9.84 7.77 17.6



SR-3000 6.31 5.11 3.69 8.80



17.3



9.33



relative error can be found in degradation by multipath: the test scene is a cube corner, multipath effects cannot be neglected (see sec. 4.4.1). Since the camera viewpoints are different, multipath errors are different for each camera. Overall, the three registration methods performed similarly well on this large overlap dataset. Note that master plane registration provides a better estimation of the rotation in the brick plane wall: the gaps between the bricks are better aligned in figure 7.8 than they were in fig. 7.7 and 7.5.



7.4 Small overlap between point sets Figure 7.9 shows region near the door of a room imaged by a SR-3100 device C0 and a SR-3000 device C1 . The fields of view of the two devices overlap only partially: C0 is pointed towards the door and the wall next to it, while C1 is pointed towards the floor in front of the door. The overlap is approximately 33%. For registration errors computation, τm is chosen as 100mm. In order to reduce the influence of noise in the comparison, the range and amplitude data were averaged from 50 range images acquired sequentially. This dataset will be used to compare three registration methods: ICP, bundle adjustment on intensity images, and master plane.



7.4.1



Registration from bundle adjustment of checkerboard target



As a reference against other methods, we carried out a registration experiment based on the calibration toolbox provided by Bouguet [17], using a large checkerboard pattern (each square was 117 mm) as a calibration target for bundle adjustment. Figure 7.10 shows a set of calibration images, where the corners have been detected and highlighted. The toolbox used allows to determine intrinsic parameters of the camera, such as the focal length fo or the coordinates (cx , cy ) of the principal point. In tables 7.6 and 7.7 values obtained with this toolbox are compared to the manufacturer’s data for two SR-3X00 devices. In both cases, the agreement is good : the manufacturer’s data lies within the uncertainty domains of calibration values. We can note here that Table 7.6: Intrinsic camera parameters for SR-3100 (sn097027) Parameter fo [mm] cx cy 116



MESA 8.0 ±n.a. 85.0 ±n.a. 76.7 ±n.a.



calib. 8.04 ±0.23 83.5 ± 4.7 80.3 ± 5.4



7.4. Small overlap between point sets



SR-3000 - point cloud P1



Side view



Front view



SR-3100 - point cloud P0



Figure 7.9: Scene with small overlap : office door - Data was averaged from 50 images.



Table 7.7: Intrinsic camera parameters for SR-3000 (sn296012) Parameter f [mm] cx cy



MESA 8.0 ±n.a. 95.1 ±n.a. 56.3 ±n.a.



calib. 7.98 ±0.26 93.8 ± 5.2 51.6 ± 5.9
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Chapter 7. Registration experiments on noisy range images



SR-3000 corners



SR-3100 corners



SR-3000 corners



SR-3100 corners



Figure 7.10: Amplitude images used for calibration based on bundle adjustment - Extracted corners with tool by Bouguet [17] - Images 0 to 13
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7.4. Small overlap between point sets the SR-3000 device (sn296012) has an optical center far away from the CCD sensor center. When the intrinsic parameters are known, bundle adjustment is performed to compute the extrinsic parameters of the multi-camera setup. For each target position, the scale and pose of the target object (checkerboard) is used to estimate the position of each camera relative to the target. This estimation is repeated for all target images, allowing to compute a relative displacement of the different cameras that minimizes position errors. Figure 7.11 shows a rendering of the computed relative camera positions. Unfortunately, the extrinsic parameters obtained with this calibration method are not good enough for point cloud registration: see figure 7.12 and table 7.9. Note in particular that the number of matched points W is very low. It appears that the rotation between the point clouds is roughly correct, but the translation is erroneous. In consequence, the point clouds are ’parallel’, so that their intersection is very small. Although disappointing, those bad registration results were expected since • the reliability of the camera position estimation relative to the target is low. This is related to the low lateral resolution of the TOF sensor (176 × 144): corner feature points used to determine the scaling of the target in the image are not known precisely. • the camera model parameters computed from the amplitude images are (slightly) different from the parameters used in the SR-3000 driver software for the transformation of the range map into a 3D cloud of points.



7.4.2



ICP registration



Figure 7.5 illustrates a registration failure with ICP. Table 7.9 shows that the distance metric for matched points in the clouds P0 and P1 isn’ significantly different from the value obtained for the unregistered case. The amount of matched points W appears increased, but visual observations indicate that those matches are erroneous. This example clearly illustrates that ICP methods aren’t appropriate when the overlap between the points clouds to register is small.



7.4.3



Master plane registration



For each point cloud, the largest plane primitive is found using RANSAC plane detection. 3000 RANSAC iterations are performed, the inlier threshold is set to thr = 100mm. A set of 4 matched point pairs was manually defined in the master plane, which was the wall and door plane in this dataset. The alignment result is illustrated in 7.14. Although the overlap is small, alignment results appear satisfying.



7.4.4



Comparison of registration methods



Table 7.8 provides reference error metrics for individual point clouds in this small overlap dataset. Note that the threshold τm was set to 100mm. Table 7.9 compares error metrics for ICP registration (fig. 7.5), bundle adjustment (fig. 7.12) and master plane registration (fig. 7.14) on this dataset. Table 7.9 confirms the visual evaluation result: master plane registration outperforms the two other methods. W is very low for bundle adjustment. This is consistent with the observation of a 200 mm gap between the two datasets. ICP registration has a higher correspondence
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Chapter 7. Registration experiments on noisy range images



Computed camera positions



Figure 7.11: Bundle adjustment calibration toolbox results Table 7.8: Nearest neighbor distance metrics - Small overlap dataset - Noise levels for each point cloud produced by the TOF cameras. The threshold τm was set to 100mm.



W [1] σ 0 reg [mm] µ0 [mm] ς 0 [mm] 0 [mm] σavg [mm] see sec. 4.3.1



SR-3100 21740 46.5 39.5 24.5 64.0



SR-3000 21029 44.2 37.0 24.2 62.2



138



156



Table 7.9: Small overlap dataset - Nearest neighbor distance metrics, comparison. The threshold τm was set to 100mm.



W [1] σreg [mm] µ0 [mm] ς 0 [mm] 0 [mm]
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Initial configuration 2702 58.7 51.8 27.6 79.4



ICP registration 7228 62.4 56.6 26.2 82.8



Bundle adjustment 1164 62.7 57.7 24.7 82.3



Master plane registration 8457 42.4 36.6 21.3 57.9



7.4. Small overlap between point sets



P0 + P1 , Front view



P0 + P1 , Side view Figure 7.12: Scene with small overlap : office door - Amplitude based bundle adjustment does not provide the correct registration: for the wall and door region, a 200 mm gap is visible in the side view. Moreover, the front view shows that the door frame isn’t aligned correctly.
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Chapter 7. Registration experiments on noisy range images P0 + P1 , Side view



ICP registration



P0 + P1 , Front view



Figure 7.13: Scene with small overlap : office door - ICP registration does not provide the correct registration: the algorithm correctly minimizes the sum of nearest neighbor distances, but since the overlap is small (approx 33%), the result is incorrect. score W , but visual observation put in evidence that those registration were erroneous. 0 to 0 ), which are similar to values This can be observed in the other metrics (σreg obtained with the initial configuration. In contrast with these two methods, master plane registration decreases error metrics to levels very close to the noise observed for individual cameras.



7.4.5



Error estimation on segmented point subsets



In order to check the registration quality, a new object is introduced in the scene. In figure 7.15, this new object is a person. The error metrics measured with bundle adjustment and master plane registration are reported in table 7.10. The master plane registration technique clearly provides the best results. Figures 7.15 and 7.16 illustrate the registration results. In those illustrations, a segmentation algorithm was used to highlight the person walking in the scene. The segmentation algorithm is based on background subtraction: each point in the clouds is considered as belonging to the foreground subset if the displacement from its background range is larger than 9 times the standard deviation of the range measurement. Subsets Ps,0 and Ps,1 corresponding to the person are isolated and displayed. This experiment can be repeated for different positions of the person in the field of view. Figures 7.17 and 7.18 show another example of registration results for this scene with the bundle adjustment, resp. master plane, registration techniques. As before, the master plane registration technique clearly good results; see table 7.11. Table 7.10: Small overlap dataset - Nearest neighbor distance metrics, scene showing a person (example 1, see fig. 7.15).



W [1] σreg [mm] µ0 [mm] ς 0 [mm] 0 [mm] 122



Initial configuration 5660 56.03 49.8 25.8 75.5



Bundle adjustment 2663 65.77 60.5 25.7 86.3



Master plane registration 10307 37.9 31.8 20.6 52.4



7.4. Small overlap between point sets



P0 + P1 , Front view



P0 + P1 , Side view Figure 7.14: Master plane alignment of small overlap dataset - RANSAC plane selection: 3000 iterations, inlier threshold thr = 100mm. - 4 alignment points chosen in plane
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Chapter 7. Registration experiments on noisy range images



subset Ps,0 , 5072pts. subset Ps,1 , 4691pts. Ps,0 + Ps,1 Background data Pbg,0 and Pbg,1 shown as transparent surfaces for better readability. Figure 7.15: Bundle adjustment registration - Point subsets corresponding to a person, Example 1. Visually, the registration appears crude: the legs are mismatched in the two subsets.



subset Ps,0 , 5072pts. subset Ps,1 , 4691pts. Ps,0 + Ps,1 Background data Pbg,0 and Pbg,1 shown as transparent surfaces for better readability. Figure 7.16: Master plane alignment of small overlap dataset - Point subsets corresponding to a person, Example 1. Visually, the registration appears good.
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7.4. Small overlap between point sets



subset Ps,0 , 2726pts. subset Ps,1 , 4612pts. Ps,0 + Ps,1 Background data Pbg,0 and Pbg,1 shown as transparent surfaces for better readability. Figure 7.17: Bundle adjustment registration - Point subsets corresponding to a person, Example 2. Visually, the registration appears crude: the upper body is mismatched in the two subsets, as can be seen by comparing the elbow position.



subset Ps,0 , 2726pts. subset Ps,1 , 4612pts. Ps,0 + Ps,1 Background data Pbg,0 and Pbg,1 shown as transparent surfaces for better readability. Figure 7.18: Master plane alignment of small overlap dataset - Point subsets corresponding to a person, Example 2. Visually, the registration appears good.
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Chapter 7. Registration experiments on noisy range images Table 7.11: Small overlap dataset - Nearest neighbor distance metrics, scene showing a person (example 2, see fig. 7.16).



W [1] σreg [mm] µ0 [mm] ς 0 [mm] 0 [mm]



Initial configuration 4625 62.17 56.3 26.3 82.7



Bundle adjustment 3782 68.3 63.6 24.8 88.4



Master plane registration 9909 42.1 35.2 23.0 58.2



7.5 Conclusion The suitability of the registration methods discussed in chapter 6 for integration of SR point clouds has been tested. The results are summarized in table 7.12. The 5 spheres calibration object did not enable successful registration in practical experiments, since the determination of spheres centers from TOF data proved too unreliable. The results obtained with bundle adjustment from the camera calibration toolbox also proved too inaccurate for successful point cloud merging. Here, the reliability of camera extrinsic parameters determination was the main problem; this unreliability was probably caused by the low sensor resolution of SR cameras (176 × 144). ICP provides good registration results, but only for datasets with large overlap. The same drawback appears in cube corner planes registration. Finally, the master plane technique allowed registration of datasets even when the overlap was small. This technique assumes only that the overlap regions contains a plane region with an easily matched amplitude pattern. As this situation is often found in surveillance applications, this technique represents a good compromise between the required calibration effort and the quality of the final registration. Experiments have shown that the registration remains valid when new objects are added in the scene, thus allowing integration of point cloud data produced by the cameras in real-time, even if the registration is performed offline.



Table 7.12: Suitability of point cloud registration techniques to SR data Technique 5 spheres calibration object Bundle adjustment (on intensity images) ICP Cube corner planes Master plane 126
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Applications This chapter focuses on applications enabled by range image registration. The system we consider is a network of real-time range cameras, used for example in human activity monitoring for access control or safety applications. A custom software allowing simultaneous acquisition with multiple time-of-flight (TOF) cameras is presented. Registration procedures are used to combine the different TOF views into a unique 3D scene. Specific examples of usage of a TOF cameras network for access control are presented. In access control, a small security zone, usually close to a door, must be monitored. Section 8.3 illustrates occlusions removal, while section 8.4 illustrates field of view extension.



8.1 Network of TOF cameras The system we consider is a network of real-time range imaging cameras based on the TOF measurement principle. In the network, cameras are operated from different viewpoints. The viewpoints are not known a-priori, but adjusted in order to get the most complete representation of the scene (fig. 8.1). Such a network can be used in human safety applications, and must comply with stringent timing requirements. In the following sections, examples acquired with a minimal TOF camera network are presented. The network is minimal since it contains only two TOF cameras, but serves as a proof of concept for larger networks, which could be realized when TOF cameras become more affordable.



8.2 Software implementation A custom software application for simultaneous data acquisition with multiple TOF cameras had to be developped to realize a TOF camera network. The C++ software implementation is built on top of the SR-3000 TOF driver and application programming interface. The software is controlled through a graphical user interface (GUI) based on
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Chapter 8. Applications



Figure 8.1: Schematic of a multi-camera network. All TOF cameras operate simultaneously. Each TOF device produces ranges images from a different viewpoint. The fields of view overlap partially.



the wxWidgets cross-platform GUI library [107]. The GUI is divided in three main parts (see fig. 8.2): • The global controller, which keeps a list of the active cameras. This controller is used to launch a synchronous acquisition with all TOF cameras, but also to launch procedures for TOF data registration. Currently, three registration procedures are supported: – ICP registration, as described in sec. 6.5, – cube corner planes registration, as described in sec. 6.7, – master plane registration, as described in sec. 6.8, The global controller also allows to compute the nearest neighbor distance metrics, introduced in sec. 7.1.1. Finally, this interface allows to control the properties of the 3D display. In particular, the visibility of a specific camera data object can be toggled on or off. • A camera controller, supporting the SR-3000 camera series. Each active cameras has its own controller instance. The controller allows to change camera settings, such as operation frequency or integration time. The interface also includes displays for the various image data returned by TOF cameras, such as range, amplitude, or z distance. Scattering compensation or range image segmentation can be toggled on or off. Camera transformation matrices produces by registration procedures can be loaded. Finally, parameters can be set for the RANSAC plane extraction procedures (see sec. 6.6), to produce plane primitives used in registration. The features points used in master plane registration are manually defined by clicking on the image displays. • The 3D display, based on the VTK visualization toolkit [67]. This display combines the point cloud data from individual cameras into a single 3D scene. The properties of the display can be changed, for example to view only data by a specific camera, or to compare the current range image to previously recorded background data. This 3D rendering is particularly useful to evaluate registration quality. The main guideline during the development of this software was the necessity to allow real-time operation. This is required to enable interactive setup of a TOF camera 128



8.2. Software implementation



Figure 8.2: Screenshot of custom software for TOF camera network. Top-left corner: global controller. Bottom: 2 instances of the camera controller. Top-right: 3D display.
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Chapter 8. Applications network. In order to allow testing of different camera configurations, the registration of TOF views must be performed easily and quickly from a user’s perspective. Registration using ICP takes between 1 second and 10 seconds, depending on the number of iterations authorized for the algorithm. Cube corner planes registration is performed in less than one second, once the plane primitives are defined. The computation time required to define a plane primitive is approximately 200 ms. For master plane registration, the user must currently define point pairs from the 2D displays. This operation takes usually less than a minute. The computation time is smaller that one second. In its current version, the presented software serves as a proof of concept for a TOF camera network, and can be used as a helper tool to correctly set the positions of the different TOF devices for a given application. The software mains functions include: • simultaneous acquisition of TOF data (tested with up to 2 cameras); • simultaneous playback of recorded TOF data streams (tested with up to 5 data streams); • performance comparison of scattering compensation models; • evaluation of registration accuracy; both visually and by using the nearest neighbor metric; • range image segmentation. In our experiments, only two TOF cameras were available for data acquisition. Therefore, only pairwise registration was considered. Pairwise registration is usually sufficient during the setup of a multi-camera system. Higher accuracy approaches, involving global registration and an even distribution of the registration errors across the views, should only be used once the camera positions have been determined and are not expected to change anymore. In the examples presented below, registration was performed using the master plane method presented in section 6.8.



8.3 Occlusion removal In the context of access control, TOF cameras are used to quickly segment persons in a scene, since the range readings for the persons are significantly different from range reading in an empty scene. But, when multiple persons are allowed in the same scene, occlusions may occur. Occlusions also occur in the vicinity of doors. In the example of figures 8.3 to 8.5, access through a door is monitored. Figure 8.3 presents the empty scene. Since this scene is static, time averaging is used to reduce the noise level. Figure 8.4 presents a snapshot taken when the door is being opened. Note that the person opening the door is occluded in the view of the TOF camera directly in front of the door. The second TOF camera, placed at an oblique angle from the wall, allows to image (and potentially track) the person as soon as the door is opened. In figure 8.4, the person moves away from the door. In that situation, the door is occluded in the view of the TOF camera facing it. Based only on this range image, it is impossible to check that the door is securely closed. Additional data from the second TOF camera allows to perform this check. A second example of occlusion removal, in the field of safety systems, is illustrated below. Kohoutek[68] proposes to use a TOF camera in safety systems where humans and robots share the same workspace. To prevent injuries, robots should be automatically stopped if a human could be hit during their motion. This requires to check for 130



8.3. Occlusion removal



SR-3100 view oblique wrt. the door.



SR-3000 view normal to the door.



SR-3100 background point cloud
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SR-3000 background point cloud
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Figure 8.3: Access control: door scene. Empty scene. The SR-3100 has an oblique view to the door, while the SR-3000 is directly in front of the door.
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SR-3100 view oblique wrt. the door.



SR-3000 view normal to the door.



SR-3100 point cloud



SR-3100 point cloud



SR-3000 point cloud



SR-3000 point cloud



Combined point clouds



Combined point clouds



Figure 8.4: Access control: door scene. The door is being opened. The person opening the door is occluded by the door in the SR-3000 view, but can be seen in the SR-3100 view.
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8.3. Occlusion removal



SR-3100 view oblique wrt. the door.



SR-3000 view normal to the door.



SR-3100 point cloud



SR-3100 point cloud



SR-3000 point cloud



SR-3000 point cloud



Combined point clouds
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Figure 8.5: ] Access control: door scene. A person stands in front of the door. The person occludes a part of the door in the SR-3000 view, but this area is imaged in the SR-3100 view.
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Chapter 8. Applications human presence in a safety zone around the robot. However, a single viewpoint range imaging system, such as a single TOF camera, isn’t sufficient when occlusions occur. Figure 8.6 illustrates the scene considered for our example. In the bottom row images, a cardbox materializes a safety zone. Any human entering this zone should trigger the robot’s emergency shutdown. Figure 8.6b,c,e,f shows different views of the merged point cloud obtained from range images shot with two TOF cameras. In those images, the projection of the safety zone onto each camera sensor is illustrated by orange lines. When each camera is operated individually, an alarm must be sent for each situation where an object enters the zone delimited by these lines. In figure 8.7, another object occludes the safety zone for rightmost camera (see fig. 8.7a,d). This situation would result in a false alarm. When combining the signal from both cameras, this occlusion doesn’t cause a false alarm. The safety zone is now formed by the intersection of the projections for each camera.



8.4 Field of view extension Multiple TOF cameras arranged in a network can be used to increase the system field of view : the merged point cloud in fig. 8.7 describes a larger scene than what could be obtained with a single TOF camera. Figures 8.8 and 8.9 present another example in the context of access control. A door allowing access into a secure zone must be monitored by a TOF system. The maximal distance from the camera to the door is constrained to be less that 3 meters. In that case, a single TOF camera cannot provide an image of the full door frame. With a conventional CCD camera, the optics could be changed to a fish-eye objective to extend the field of view. But active devices such as TOF camera cannot be modified so easily. In that case, it is necessary to use two cameras to monitor the door. Figure 8.8 shows the empty door frame, with the door partially open. This static scene allowed to perform time averaging on 50 frames. Note that the field of view of the two TOF cameras is set so that the full door frame is visible at all times, thus preventing an unauthorized person from sneaking-in unnoticed. In figure 8.9, a person having entered through the door is visible. Combining both TOF point clouds allows to image the person entirely, when only partial views of upper body, respectively legs are visible in individual point clouds.



8.5 Conclusion Although the study of TOF camera network applications was limited by practical constraints (only two TOF cameras were available for the measurements), the experiments performed allow to validate this concept. Examples in the context of access control and human safety were provided. The software developped can be used as a tool assisting the setup of a multi-camera system based on TOF cameras. The implementation enables fast registration of two TOF views. In situations where scattering degrades the performance of the TOF cameras, scattering compensation algorithms can be used. The examples provided illustrate occlusion removal and field of view extension by a TOF camera network.
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8.5. Conclusion
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Scene with object Color image



Scene with object (e) Point cloud perspective view
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Figure 8.6: Test scene for occlusion removal. - The cardbox materializes a safety zone. Projection of the safety zone onto each camera sensor is displayed with orange lines in the point cloud representation.
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Combined point cloud - Perspective view



(a) Left point cloud - Perspective view



(b)



(c) Left point cloud - Top view



(d) Combined point cloud - Top view



Figure 8.7: Occlusion removal - Target cardbox is occluded in left point cloud (a, c). Using two cameras allows to remove occlusion (b, d).
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8.5. Conclusion



First view normal to the door frame.



Second view oblique wrt. the door frame.
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Figure 8.8: Access control: camera close to door. Averaged data for empty door frame. The SR-3100 is pointed towards the ceiling, while the SR-3000 is pointed towards the floor. The color represents depth measured from the SR-3100 camera.



137



point



Chapter 8. Applications



SR-3100 view oblique wrt. the door.



SR-3000 view normal to the door.



SR-3100 point cloud
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Figure 8.9: Access control: camera close to door. A person is moving in front of the door. The camera pointed towards the ceiling captures the upper body, the camera pointed towards the floor captures the legs. In the combined point cloud, the person is imaged from head to foot.
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Conclusion This thesis provides a contribution in the wide and steadily evolving field of 3D vision. Specifically, it considered improvements to two existing range imaging approaches: depth from focus microscopy and TOF cameras. The problem of vision for microassembly was studied, and the feasibility of an embedded depth from focus device for micro-assembly was analyzed. Concerning TOF cameras, the contributions of noise and deterministic error sources such as multipath and scattering in commercial systems were analyzed. A method for reduction of scattering related errors was proposed and tested. Finally, the problem of efficient registration of range images was studied with special focus on its application in surveillance systems based on TOF cameras.



9.1 Depth from focus device for micro-assembly The first part of this thesis focused on the miniaturization potential of a depth from focus microscope device for micro-assembly. The principle of depth from focus range measurement was presented. The essential optical parameters limiting accuracy were discussed. A prototype miniature system was built and allowed to check the validity of the theoretical model experimentally, by comparing the range image accuracy for both the miniature and standard size 3D microscope systems. Although the range accuracy is lower for the miniature system (20µm for our prototype), it remains interesting for some assembly applications. The current technological limitation in depth from focus miniaturization is camera motion: an image stack must be acquired while the camera is positioned at different altitudes relative to the scene, and the steps between camera positions must be precisely controlled. The motors used in the prototype described in this work are too massive to fit in an embedded system. A set of specifications for a micro-camera focus actuator was defined. But its implementation is still an open question. The study finally showed that processing time is not a limitation for depth from focus imaging. On modern computers, high resolution image stacks can be processed in a few seconds. If the view is restricted to a 256 × 256 region of interest, continuous
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Chapter 9. Conclusion operation at 10 Hz can be achieved. Perspective Although the presented study focused on miniaturization aspects, we identified other fields [83] where image processing can contribute to improve depth from focus imaging. One aspect is noise reduction in 3D microscopy. While currently, the sets of parameters used in this process have to be defined manually for each scene image, adaptive algorithms could be developped to automatically reduce noise, using an objective function based on the smoothness of the filtered data. The critical point in this development is to enable the smoothing of large noise fluctuations, while keeping the high spatial frequency information in regions with depth gaps.



9.2 TOF image error compensation The principles of operations of current TOF cameras were presented. Noise and deterministic error sources caused by multipath and scattering were discussed and compared experimentally for SR-3000 and SR-3100 cameras. Scattering was identified as a major error source for continuous wave TOF cameras. Regarding scattering, a mathematical model was proposed to describe its effects in TOF imagers: scattering was expressed by a point spread function (PSF) describing the parasitic optical couplings between different pixels. The PSF model was used to design scattering compensation algorithms involving deconvolution of the measured signal from the scattering PSF. Different implementation strategies were compared; timing constraints led to the selection of deconvolution by division in the Fourier domain as the preferred method for scattering compensation. This method is valid with an arbitrary scattering PSF; our experiments indicated that good results are obtained when the PSF is expressed as a sum of gaussian kernels. An ad-hoc optimization procedure was implemented to determine the best model parameters based on a segmented training scene. The scattering compensation implementation was tested on various real-world datasets, and showed in all cases a significant improvement. The improvements were most noticeable for SR-3000 cameras, where scattering is strongest. Provided that the scattering models are adapted, the same algorithm applies also to data produced by SR-3100 devices, where scattering is weakened by anti-reflective coatings inside the cameras; only the scattering model parameters have to be adapted for SR-3100 cameras. In many real-world data sets, errors related to scattering were reduced to the point where they became similar to errors caused by noise. Perspective The determination of best performing scattering model parameters showed strong variations depending on the device used, but also on the specific scene imaged. This prevented the determination of an universal scattering model for a specific camera series. More complex models for scattering may be required. For example, it may be necessary to include a second scattering PSF describe light coupling between pixels which are quadratic with respect to the light intensity. Note nevertheless that the extent of the PSF found to provide best results indicate that scattering effects spread far away on the sensor, so that some of the information carried by the incoming light is irremediably lost when it falls outside of the light sensor area. Finally, we note that the determination of models parameters, which is currently based on extensive comparison of scattering compensation results, could be improved upon. For example, genetic algorithms could be used to speed up the search of best performing parameters. 140



9.3. Registration of TOF images



9.3 Registration of TOF images This part of the thesis considered TOF camera networks used for the purpose of improving 3D views by removing occlusions or extending the field of view. It aimed to define efficient point cloud registration strategies, with special focus on application in surveillance systems based on TOF cameras. Different approaches were compared. Standard stereo calibration proved too unreliable on low resolution TOF data. ICP methods appeared limited since they do not handle well configurations with small overlap between the views. A method based on intersections of plane primitives was also considered and tested, but the scenes it can applied to are rare. Finally, an original alignment procedure was proposed, which we called master plane. The 6 degrees of freedom (DOF) alignment problem is split into two easier problems: 2 rotation (DOF) and one translation DOF are eliminated by matching a common plane region in the two point clouds; the remaining degrees of freedom are then eliminated by affine alignment in the common plane, based for instance on the intensity images for this region. This registration method provides convincing results for real-world TOF data sets. Typically, the alignment error of two views was found to be similar to the noise level of each single image. Perspective In order to provide a complete solution for the calibration of TOF camera networks, the method must be automated, and its robustness must be improved. If the proposed master plane registration method is used, the affine alignment in the plane could be based on automated alignment techniques developped for 2D images, such as convolution or SIFT matching. Increased automation could also take the form of an algorithmic search of plane matches when multiple plane primitives are found in a scene. Finally, while this work focused on plane geometric primitives and their combinations for registration, robustness could be improved by considering a larger variety of geometric primitives, such as spheres, cones and cylinders as alignment landmarks.
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Depth from focus - Optics This section presents the most prominent optical considerations to take into account when trying to develop a miniaturized depth from focus system corresponding to embedded systems specifications. The accuracy in depth determination will be at best of the same order of magnitude as depth of field. A general rule in optics is that image quality increases with the the aperture of the system. In most applications, the aperture is limited by the diameter D of the primary lens. For simplicity, we consider single lens systems in the following discussions. Specificities of multiple lens systems are addressed only when expressly required.



A.1 Image formation and depth of field definition The depth of field is defined as the maximum distance along the optical axis that a point can occupy such that the blur of its image does not exceed the size  of one pixel. This is illustrated in figure A.1, which represents a single lens image formation system. The system is characterized by : • f : lens focal length. The range of focal lengths required to image small objects is 0 < f ≤ 25 mm. • do : distance from the object to the lens. Generally, for inspection and assembly operations, f < do ≤ 5f . •  : pixel size. Note that this dimension from the sensor plays a crucial role in the focus analysis, so that sensor and optics cannot be considered separately. Typically pixels measure a few micrometers: 2µm <  < 10µm. • D : entrance pupil diameter, or equivalently k : ratio of the focal length to the f diameter (also called f-number f #): k = D The image formation condition relates object distance do to image distance di : 1 1 1 + = do di f



(A.1)



A.1. Image formation and depth of field definition



Figure A.1: Image formation system.



This condition must be satisfied to obtain the sharpest achievable image. In this case, the magnification M is determined by the ratio of object distance to image distance: M=



di do



(A.2)



The depth of field DoF can be expressed as: DoF =



do · f 2 · [2 ·  · k · (do − f )] 2



f 4 − 2 · k 2 · (do − f )



(A.3)



Only objects that lie within the depth of field will be correctly imaged by the vision system. This is a severe limitation for stereo-vision systems. At the same time, this condition can be exploited to reconstruct the 3D image of an object when scanned with a small depth of field (confocal microscopy, depth from focus).



A.1.1



Available magnifications for miniature prototype



As mentioned above, the single objective fitting for microscopic imaging with the Kappa CH-166 camera head has a focal length of 15mm. The standard position of this objective relative to the camera results in a magnification M = 0.36. Since higher magnification are desired, 3 special spacer elements were produced, to be added between the objective and imager. Adding a spacer element increases the image distance di ; since the focal length f is fixed, the image formation equation requires a reduction in object distance do . This results in an effective magnification increase, coming at the cost of a reduced working distance (between sample and objective). The attained magnifications with the 3 spacer elements are reported in table 3.5. The 4 discrete magnification values go from 0.36 to 1.85. Note that, the largest field of view is 6.7 × 5.1 mm. In the situation with highest magnification, the object distance do is relatively short: 40 mm. Higher magnifications would require to put the objective very close to the sample.
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Appendix A. Depth from focus - Optics Table A.1: Available magnifications for miniature imager prototype Spacers Field of view [mm] Magnification



0 6.7 × 5.1 0.36



1 3.4 × 2.6 0.72



2 2.2 × 1.7 1.10



3 1.3 × 1.0 1.85



A.2 Relation between aperture and depth of field In a miniature system, the weights and sizes of optical components such as lenses are limited. Equation A.3 can be rewritten to let the diameter D appear explicitly [125]: DoF =



2 · (M + 1) ·  · f · D D 2 · M 2 − 2



(A.4)



Equation A.4 clearly shows that a short depth of field is obtained with short focal length, high magnification, and large entrance pupil diameter. For depth from focus depth measurement, we are interested in having the shortest depth of field. But the entrance pupil diameter is limited by weight considerations in a local sensor. Similarly, reducing the focal length will reduce working distance for the sensor.The curves in figure A.2 show predicted depth of field when D,  and f are fixed, and the optical magnification M is varied to accommodate for different object size into the field of view X. In this example, the pixels size was set to  = 3µm and the focal length to f = 15 mm; the depth of field is plotted for two lens diameters, D1 = 7mm and D2 = 45 mm . For a magnification of 0.3× (corresponding to 9 × 9 µm pixel size projected in image plane), the depth of field is less than 200 µm for the 7 mm lens, whereas it would be lower than 30µm for a 45mm lens. This stresses the fact that using micro-cameras and micro-objectives increases the depth of field compared to standard sized components, for a given magnification. This effect induces a loss in performance for depth from focus systems, but could be an advantage in stereo-vision applications.



A.3 Relative depth of field In many practical applications, the magnification is not specified beforehand, but is adapted to the field that one image must cover. A relative depth of field indicator DoFrel is introduced to study the dependence of the depth of field DoF towards the lens diameter D. Note that this relative depth of field indicator involves the sensor size S S, which defines the field lateral extension (F ield = M ). DoF (A.5) F ield The relative depth of field has been plotted (fig A.3) for a sensor of size S = 2.5 mm, which corresponds to the dimension in the CH-166 micro-camera. Analyzing figure A.3 allows us to draw three important conclusions: DoFrel =



• in order to achieve a small relative depth of field ( DoFrel < 10−2 ), the magnification A must be high (A > 3); • the slope of the curves decreases for D > 10 mm, indicating that going from 7 mm to 10 mm diameter makes sense, but using lenses larger than 10 mm should be considered with caution if weight requirements are severe; 144



A.3. Relative depth of field



Figure A.2: Depth of field variation with magnification M .



Figure A.3: Relative depth of field variation with lens diameter D, for different magnifications M .
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Appendix A. Depth from focus - Optics • in order to achieve 1µm vertical resolution within a 1×1mm field (i.e DoFrel < 10−3 ), a lens larger than 36 mm would be required, even for very high magnification (see fig. A.4 ).



A.3.0.1



Depth of field expectations for miniature system



As the depth from focus method requires the shortest possible depth of field, figure A.4 illustrates physical limitations expected for miniature systems. The pixel size can not go lower than  = 3µm for video cameras. An objective with an aperture D larger than 10 mm would be incompatible with embedded system weight requirements. Besides, figure A.3 indicates that above 10 mm diameter, the effect of an increase in aperture is not highly effective. In theory, using objectives with a shorter focal length could allow to reduce greatly the depth of field (figure A.5). However, this would pose many practical problems due to the reduced working distance: in order to have A → ∞, we must have do = f . A microscope objective has a working distance equal to its focal length, but microscopes require complicated (and therefore heavy) illumination schemes. These considerations lead us to the conclusion that it is not be possible to fulfill all embedded system requirements with a depth from focus system. Using the available objective of focal length f = 15mm and aperture D = 7 mm for the CH-166 micro-camera, the highest realistic magnification is M ≈ 3 (i.e do ≈ 34 f ). This configuration would allow to reach a relative depth of field Dofrel < 10−2 , i.e. 10 µm vertical resolution for a 1000 µm field.



A.4 Depth of field - Experiments A small depth of field is wished when the depth from focus method is used. The microcamera used in the miniature system prototype has a larger depth of field than the reference macroscopic microscope system, as discussed in section A.1. Here we present some experimental results allowing to estimate the depth of field in the miniature system. Figure A.6 presents a subset1 of an image stack acquired with Kappa CH-166 micro camera. The camera was moved 16 mm from first image I0 (background in focus) to last image I511 (top in focus), resulting in a 3.13 µm camera altitude difference between two consecutive images. The dimensions of the visible field (in focus object plane) are 7.52×5.71mm. Observing the series of images, we estimate that the optical depth of field spans over approximately 64 images (fig A.7), which represents a depth of field of 200 µm. This is consistent with theoretical expectations (see fig. A.2). The 200 µm value for the relative depth of field (DoFrel = FDoF ield = 7500 µm ≈ 0.027) is also in good agreement with theoretical expectations(see fig. A.3). As mentioned earlier, the only practical possibility to increase vertical resolution is to increase magnification A. Having A = 3 would allow to to reach 1 µm lateral resolution, while the depth of field would be reduced to 6 µm. We can note here that the large z-range for this image stack causes severe telecentricity issues (compare visible field in I0 and I511 ). 1 17
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images out of 511



A.4. Depth of field - Experiments



Figure A.4: Relative depth of field variation with lens diameter D, for different magnifications M ; detail.



Figure A.5: Relative depth of field variation with lens diameter D for different focal lengths f .
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Appendix A. Depth from focus - Optics
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Figure A.6: Series of images with varying focus. Depth step : 3.13 µm. Visible field : 7.52mm ×5.71mm. Depth of field: ≈ 64 steps, i.e. 200 µm. 148



A.5. Telecentricity
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Figure A.7: Effect of 200 µm camera displacement



A.5 Telecentricity A.5.1



Magnification of blurred regions



Given the expected dimension of target objects in micro-assembly, telecentricity will be a major issue. This topic was only briefly touched in previous IMT works ([127],[53]), which were concerned with objects presenting a much smaller z-range. Figure A.8 illustrates the situation: when the object is moved relative to imaging system, a point P goes from P1 to P2 to P3 . Its image goes from I1 (blurry image on sensor) to I2 (sharp image) and I3 blurry image on sensor). The magnification is different for I1 ,I2 and I3 . This effect can be observed in figure A.9, were the linear extension of the observable background between first and last image in the stack is close to 10%. This effect is far less problematic when the height of the imaged region is small (fig A.10)



Figure A.8: Telecentricity: blurry regions experience varying magnification when object is moved.
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Appendix A. Depth from focus - Optics



(First image)



(Last image)



Figure A.9: First and last image in acquired image stack for large object (scene depth 6 mm). The width and the height of the (blurry) background were increased by approximately 10%.



(First image)



(Last image)



Figure A.10: First and last image in acquired image stack for small object (scene depth < 2.5 mm).
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A.5. Telecentricity



A.5.2



Telecentric objectives



Telecentric objectives are commonly used in machine vision applications. Such objectives include a pinhole positioned at the focal point on the image side, so that only light rays parallel to the optical axis are transmitted (fig A.11), effectively destroying the telecentricity effect. Those objectives have two major drawbacks: the intensity of light available at the sensor is greatly reduced, and the maximum dimension of the field is restricted to the lens diameter. Moreover, no telecentric objective exists for Kappa micro-cameras. A custom objective telecentric objective could probably be designed, but this exceeds the scope of this work. Such a design would require to establish a precise set of constraints regarding the objects to be imaged, in order to define design rules for all objective parameters ( focal length f , f-number k, working distance do , telecentric selectivity, etc.).



Figure A.11: Telecentric objective: rays that are not parallel to the optical axis are blocked.
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