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Meteorological Conditions Processing for Vision-based Traffic Monitoring Nicolas Hautière LCPC - DESE 58 boulevard Lefebvre, 75015 Paris, France [email protected] Jérémie Bossu LCPC - DESE 58 boulevard Lefebvre, 75015 Paris, France [email protected] Abstract To monitor their networks, road operators equip them with cameras. Degraded meteorological conditions alter the transport system operation by modifying the behavior of drivers and by reducing the operation range of the sensors. A vision-based traffic monitoring system is proposed to take fog and rain into account and react accordingly. A background modeling approach, based on a mixture of gaussians, is used to separate the foreground from the background. Since fog is a steady weather, the background image is used to detect, to quantify it and to restore the images. Since rain is a dynamic phenomenon, the foreground is used to detect it and rain streaks are removed from it accordingly. The different detection algorithms are described and illustrated using actual images to foresee their potential benefits. The algorithms may be implemented in existing video-based traffic monitoring systems and allow the multiplication of applications running on roadside cameras.



1 Introduction To monitor their networks, road operators equip them with sensor networks. Among them, optical sensors, especially cameras, are among the most convenient ones. They are contact-less and can run multi-purpose applications: incident detection, wrong-way driver detection, traffic counting, etc. Degraded meteorological conditions alter the operation of the transport system in two ways. First, it is a cause of accidents. Second, the operation range of optical sensors is reduced. Hence, a vision-based traffic monitoring system must take adverse meteorological conditions into account and react accordingly. In other words, it must detect, quantify and, if possible, mitigate the meteorological conditions
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so as to reduce the breakdown in the road transport system at its minimum value. This methodology has been followed so far for the problem of illumination assessment [33] and operation range assessment of optical sensors [22]. However, during the last decade, the problematic of vision and adverse weather conditions has been largely tackled [27][20][14]. However, the integration of these works in operating surveillance systems has not been addressed so far. In this paper, a visual surveillance system is proposed which takes into account fog and rain. A background modeling approach is used to separate the foreground from the background in current images. Since fog is a steady weather, the background image is used to detect and quantify it. Since rain is a dynamic phenomenon, the foreground is used to detect it. In this way, the proposed algorithms can be implemented in existing surveillance platforms.



2 Needs for Visibility Sensing According to [1], the road visibility is defined as the horizontal visibility determined 1.2 m above the roadway. It may be reduced to less than 400 m by fog, precipitations or projections. Four visibility ranges are defined: λ controls the relative importance of the vertical world with respect to the flat world. Finally, a clipping plane at d = λ/(c−vh ) is used to limit the depth modeling errors near the horizon line. In [19], invehicle methods are proposed to adjust automatically these model scene parameters. In the context of a fixed camera, the scene parameters can be set empirically, like in [25].



5 Hydrometeors Processing 5.1



Visual Effects



The constituent particles, called the hydrometeors, of dynamic weather conditions such as rain, snow and hail are larger than in fog and individual particles may be visible in the image. An ensemble of such drops falling at high velocities results in time varying intensity fluctuations in images and videos. In addition, due to the settings of the camera used to acquire the images, intensities due to rain are motion blurred and therefore depend on the background. Thus, the visual effects of rain are a combined effect of the dynamics of rain and the photometry of the environment. Stochastic models that capture the spatial and temporal effects of rain are proposed in [14].



Figure 11. (a) Original rainy image; (b) BG model; (c) FG model; (d) resulted rain streaks.



5.2



Detection and Quantification



[14] proposes a local method to detect rain streaks in images, which relies on two constraints. First, the intensities In−1 and In+1 must be equal and the change in intensity due to a hydrometeor in the nth frame satisfies the constraint: ∆I = In − In−1 = In − In+1 ≥ c



(14)



where c is a threshold that represents the minimum change in intensity due to a rain drop. Then, they retain the pixel if the intensity change ∆I is linearly related to the background intensity In−1 . Second, they search a temporal correlation in the rain streaks between neighboring pixels in the direction of rain. Another approach is proposed in [3] which uses global frequency information to remove rain and snow in image space. Once camera parameters are adjusted to see rain, background substraction can be used to extract rain streaks from traffic videos. Indeed, they can be considered as outliers of the Gaussian mixture. Figs. 11(a)&(b) shows a rainy image and its corresponding BG model. Fig 11(c) shows the FG model, where rain streaks are visible. However, other objects are present in it. Using a floodfill algorithm, large objects can be filtered. Then, the constraint (14) is applied. However, instead of comparing successive images, we check that the pixels in the filtered FG image have an intensity greater than the BG image, what gives similar results. Thereafter, only rain streaks combined with noisy features remain (see Fig. 11(d)). To filter the latter, rain streaks are assumed to be majority and to be almost vertically oriented. The gradients orientation is then computed on the rain streaks using Canny-Deriche filter [11] and assigned to a category [2]. A cumulative histogram is then computed.



The remaining task is thus to detect an eventual peak in the histogram which can be related to the rain/snow intensity. In a first approximation, it is modeled as a normal distribution. A chi2 test is thus performed to check this assumption. A sample result of histogram and normal law fitting is proposed in Fig. 12(a). In this figure, the peak corresponding to the rain intensity is high. It can thus be deemed that rain or snow is falling. If the chi2 test is negative, a bimodal distribution is assumed, where the second part of the histogram contains the orientation of noisy pixels. The latter come from small objects which remained after the filtering of the FG model. They should theoretically not have majority orientations. They could thus be modeled as a uniform distribution. The complete bimodal histogram is thus modeled as a uniformnormal mixture model whose parameters can be estimated using an EM algorithm [10]. However, in the structured scenes, like urban ones, the orientations of the noisy features is not random. In particular, the horizontal noisy features are quite numerous. Consequently, the use of two normal laws proves to be also relevant and is faster to solve using Otsu’s algorithm for example [29]. Additional work is still needed to validate the approach.



5.3



Mitigation



[6] proposed to mitigate the impact of wet roads on the operation of AID systems. [14] proposed to adjust the settings (lens aperture, exposure time) of a camera to reduce the visibility of rain streaks in images. In camera-based surveillance systems, the settings of the cameras are either fixed or automatically varied using an auto-iris lens. Instead of reducing the visibility of rain streaks in the images, an alternate process is to remove them from the BG model. In the previous paragraph, rain orientation was obtained thanks to a global information on the gradients orientation in the FG model. To remove rain streaks, a local but robust method must be used to estimate the orientation of the pixel blobs. In this aim, the geometrical moments of the blobs are com(a)



(b)



Figure 12. (a) Histogram of gradients orientation of the rain streaks and fitting of a normal law; (b) Mitigation of the rain in the FG model by filtering of the rain drops.



puted and their orientation is deduced [31]. The blobs with an orientation corresponding to the rain one are considered as rain components and are removed from the FG model. Following this principle, the rain streaks are put in green in Fig. 12(b) and the other moving objects are put in red.



6 Experimental Results The experimental results in this paper are not numerous. They are rather used to illustrate the potential of analyzing separately the BG and FG models in order to estimate the environmental conditions. Fog Currently, we do not have at our disposal video sequences of fog acquired by a roadside camera. Consequently, the described system, summarized in Figs. 2&3, has only been tested on a reduced scale model using a glass tank in which some scattering medium is injected using a fog machine. The sun is replaced by two strong light projectors. The sky is replaced by some scattering material put on the roof of the aquarium. For night tests, we used powerful LEDs to simulate a public lighting installation. Some remote control cars are used to create road traffic. The original video sequences with a moving car inside the tank are illustrated in Figs. 7(a) and 9(c). Meteorological visibility estimation is shown in Fig. 7(b). Night fog detection is shown in Figs. 8(c)&(d). Visibility distance estimation is shown in Figs. 9(b)&(d). Finally, contrast restoration is shown in Fig. 10. Hydrometeors The results concerning the processing of hydrometeors are obtained using a challenging video sequence in an urban context with a lot of moving objects. This video is illustrated in Fig. 11(a). Results are given in Fig. 11(b)(c)&(d) and Fig. 12.



7 Conclusion In this paper, a scheme is proposed which consists in processing the environmental conditions using outdoor video cameras. A first architecture of the system corresponds to a camera-based RWIS and can be used to warn the drivers about inclement weather conditions. A second architecture of the system corresponds to a pre-processing architecture which enables to mitigate the impact of weather conditions on the operation of surveillance applications. The different components are described. A MoG is used to separate the foreground from the background in current images. Since fog is a steady weather, the background image is used to detect and quantify it. Since rain is a dynamic phenomenon, the foreground is used to detect it. In this way, the proposed algorithms can be implemented in existing surveil-



lance platforms without revising the system architecture. Methods to detect, quantify and mitigate fog and rain are presented and illustrated using actual images. An additional method is used to estimate the visibility range. All these methods rely on the modeling of visual effects of rain and fog. In a close future, the technical validation of these methods and their integration in the SAFESPOT project applications is foreseen.
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