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ABSTRACT



We formulate in this paper several versions of ncccssaq conditions for general biltvcl programming pmblem. Tht icchnique u d is related to standard m e t h a of nonsmooth analysis. We mat mparatcly the following cases: Lipschitz case, difftttntiablc casc and convex case. Many typical txamplcs are given to show the eficicncy of theoretical results. In the last sw'tion, we formulate h e gtottal multilevel programming problem and we give necessary conditions of opdrndiry in the general case. We illusm~then the application of h e conditions by an example.
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Nous formulms dms cct articlc plusieurs versions dcs conditions n&cssairts d'optirndizd pout It problkmc de programmation bi-niveaux @ntsal. La technique udlis& est relik IUX mdthodcs dc 1*anaIyse norr lisse. L m cas s~ivrntsmnt ktudi6s: cas 'iipschiuicn, cas diffkrcntiable t t le caq canvtxe. De nombrcux exemples typiques sont dmds pour montrcr l'tfficacit6 dw r&sultatsthhiquts. Enfin, nous f~rmulonsle probl&me de programmation mule-niveaux gkngral t t nous donnons les conditions nkssaiscs d'oprimdirt dans le cas general, Nous illustrons par la suite I'applications de ccs dtrnikrcs par un excrnple. Mots cEts : Progammation bi-nivtaux, foncdon valeur, existence, conditions nhsaires, analyst non lissc, multiplica~eursd t Lagrange.
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Introduction



Marly papers have been devohd ta the bilevel programming problem in the last



decade. A11 of them recog~i7,ethat t h i ~type of problem is nonconvex and very



difficult to solve, see for example Refs. 1-6. In Ref. G it is shown why this pmblm has a nonconvex nature and



a very



small class of such problems which arc convex



(in the standard sense) is determined. In particular, the linear problem has meived mote attention and has been solved at 1-t



partially, since aorne problems have



been cncaun tercd when considering slgorit hms and implementations.



The value function tedlnique plays



a wntsat



sole in sensitivity analysis, con-



trollabili t y and even in establishing necessary w n d i tions, I n the p r i e n t paper however, we will use the value function to express the second level ol the (BLPP), an abreviation to: bi-level psogmrnming problcrn. The advantagr?of using the value



function is to transform the ( B L P P )to a one level programming problem containing this function in one of the inequality constraints. However, one diaadvnntagc



is the implicit hypothesis that the ( B L P P )has some kind of cooperation (see Ref. 6). Another disadvantage is that in mmt cases the value function can, have bad be-



havior with rmprct to dificrentiabilty. Moreover, the value function itself expresses a parameterized programming problem, which can be difficult to solve. In spite



of these disadvantage, the formulation considered here will show its efficiency in many typical exampks.



The basic contribution of the present paper consists in establishing a



sct of



practical necawuy conditions. The mential approach is in wsence similar to that



of Ref. 5 . However, the teclinjques used here are different and the results



are



more general, since in the general case no differentiability or regularity hypothesis is assumed. Moreover, in my knowledge no paper has studied necessary conditions



for the multilevel programming problem



( ( M L P P ) in abreviation). In order



to



clarify the theory m a n y examples are solved in detail. Most of them are taken ftom previous papera written in this subject. The first attempt to find nwxssary



conditions of optimality in thc nonlinear case is Ref 1. Wowtver, as pointed out



in Ref. 4, a lack of differentiabilty was the principal error in deriving necessary



conditions. A counkscxample to ahow that these necessary conditions



ari?



not



correct ia given in Ref. 4. This counterexample itself in studied here as Example



3.2 b show that effectively the necessary conditions given in the present paper me correct.



Tbis articlc i s organized as follows. In the present section, we formulate the problem j n the general case and then we: give a reformulation in terms of the value



function associated to the smond level. Sect ion 2 is a review of thr! existence theory developed in Ref. 6, which will



hc! useful



when we consider examples. Two



existence r a u l t s are given. Section 3 is devoted to developing necessary conditions of optimdity. Two cases are distinguished: the Lipschitz case where an example is s t u d i d in detail and the differentiable w e where an example is d s o given. In acction 4 we study the behavior of the value function.



Suflicient conditions for V ( - )



to be locally Lipschitz continuous or even dificrentiable set af



are given.



In each



case a



n t m s a r y conditions is given. In section 5 wc refom~llatethe problem in the



case where the second level of the ( B L P P ) is convex. In fact, we show that in this case the ( R L P P ) is equivalent to a single programming problem. Finally, section 6



as an appendix is reserved to the multilevd programming problem ( ML P P ) where set sf nmmsesy conditions



of optimal!ty is stated wit bout proof and an example



is given. Note that most examp?esgiven here are taken from previous papers to



confirm that praent results work and for



a



cornpzulraiaon purpose.



The bilevel programming problem (BLPP) in which following: BLPP) includm ( P I ) and



we are concerned



(P2), with



CP13 m jnFb,y), rEX s,t.



G ( x ,y)



1 0,



s.t. for eech fixed s in



(P2) min f (zlY 1, VEY 8.t.



g(x,yj 5 0.



X,g = y(s)



is a solution to the problmn:



is the



Herefuncliona



,...,gm,] :



I;; j : RnJ x x R"'



R"1



...,



I?" -+ R I G = [GI, G,,] : R n l x -,



R"1 and



seb



X C Rn9,YC



R''2



R"2



-, P



',g =



are given



and



n;,rn; ( i = 1,2) are integers with n; 2 1 and mi 2 0,



We agree that whenever rnl = 0 or r n = ~ 0, this means that



the corresponding



inequality conatrajnt is absent in the ( R L P P ) .



kt us recall some basic definitions related to the ( B L P P ) . Definition 1.1



( i ) Constraintregionofthe(RLPP):



(ii) Feasible set for the pecond level problem (PZ)for each fixed s in X :



(iii) The projection of



S on Rnl :



(iv) The rational reaction set of (P2)Tor x E



(v)



The inducible



set for



P:



the ( B L P P ):



(vif A pair ( x , j i ) is said t o be an optimal solution to the



( R L P P ) if



it is an



optimal solution to the following problem:



min F ( x , y ) . (r,v)~Q



For each f i x 4



t



in



X, we regard



t.o the second level problem



parameterized mathematical programming problem denoted by



(P2$ as an z-



(PC+))



That is, P ( x ) consiats in minimizing the function f ( z , g) over all y E S(z).We associate to this problcm s value function



V(Z) := inf{P(x))



inf f(s,y)



V :X



R U ( f m , -ca] defined by



if SCx) # fl, otherwise.



Note that Vt-3 may take the value -oo, 'because the problcm P ( z ) may not have a



~alution.The value +w is assigned to Vim) by the convention that the infimum



aver the empty set is .equal to +oo. In general, the function VE.1 is not differ-



entiable neither convex or Lipschitz even if the functions F, j,G,g arc. In spite



of this eventual bad behavior of V(n),this function e n a b l a us to wlotrnulate the



(BLPP)as a single programming problem. In



fact, we have the following result.



Lemma 1.1 As long as ( B L P P ) admit.s a solution, then (2.9)is a solution ro



the ( B L P P ) I f f (2, ij) is a solution to the following reduced bilevel programming



problem



(RBLPP) :



mjnP(z, =a Y), s.t. ( x , g ) €



x x Y,



J k Y) - V(xS = O1 G [ r ,Y) 5 0, g ( x , Y)



5 0.



Remark 1.1 Since by the defintion of V(.$,we have always f (z,y)



- VCx) > 0, for



dl ( 2 , y) satisfying y E S(z) and z E X,the cqudity constraint in [ R B L P P ) ,f (z,y)V ( x )= O i s in fact equivalent to thc inequality constraint j ( x , y') - Y ( x ) 5 O whenever y € S ( x ) , z E X.



Remark 1.2 We should note that it is implicitly assumed in the lemma that the ( B L P P ) is moperatif in the following sense. In t h e original formulation of



the problem, for each z fixed by the leader, thc follower may have more than



onc choice y = y(x) (i.e., O(z) is not a singleton) and none of those c m realize



the leader" optimality. The moperatif assumption results from the constraint:



f (3, Y)



- V l x ) = 0, since this one reflects the fact that the leader knows all vectors



y = y(s), solutions of the s c a d level problem PCx) for each fixed x in



X.In



geenerd, when this cooptratif hypothesis is not murned, every solution ta the



( B L P P ) is a solution



tr,



the ( I I B L P P ) , but the inverse is false



(gee example 5.2



kf.6). Nevertheless, if for each x in X,O(z) is at most reduced to a singleton. then the problems (BLPP)and ( R B L P P ) arc equivalent,



of



Remark 1.3 The set O ( x )of definition 2.1 (41,can he rewri t.ten in the cooperatif m4c



as:



0 ( ~= ){ Y E S(d : Pt can



be readily noted that when



mullifunction



rn~ =



f (2,P) < v ( x ) ) .



0, then



3 = G r ( O ( . ) ) ,the graph of the



O(-).



From now on, we auppose that the (BLPP)ia cmperatif in the sense explained



above. Therefore, we will not make any difference: between problems ( BLP P)and



( R R L P P ) except if



2



we mention the contrary.



Review of Existence



IE ia known that one way to solve real problems is to combine existence thmry with necessary



conditions. Two existence result5 will be given in this section. Necessary



conditions will be studied in thc next section. The following hypolhma remain in



force dong this section.



( H l ) F(.,-1, f(.,.),g(.,.)and GI., .) are l.s,c.an X x Y ;



(H3) there exisb co > 0 s.t. theset



is inctuded in a fixed compact subset B of X x Y. Let us note that hypothais (H3)i~ satisfied if for example X x Y is compact or



if X x Y is closed and B(cO)is bounded. The following exiatcnce thmrem is taken from Ref. 6.



Proposition 2.1 Under the hypotheses (HI)-(H3),tbc ( B L P P)ha3 at least one optimal solution.



The second



existence res~llttaken from Ref. 6, wjll be based on the following



hypot hscs which mplace (Ha).



(H4)The set ( ( x , y ) 6 X x Y : J ( x , y ) (H5)there exists



< V ( x ) ) is compact;



> 0 s.t, for each x E X,the following set



is conlained in a fixed mrnpact set A of Proposition 2.2 Suppose that



(Wl),(H4)and



m2



Y,



= O,inf(BLPP) < ca and that hypothmes



(H5)are satisfid. Then the ( B L P P ) bas



at least



one optimal



~olution.



3



Necessary Conditions of Optimality



We dready know that under some mperatif hypothesis (Renrark 1.2), the ( B L P P )



and the (RBl,PP) are equivalent (lxrnrna 1.1). U n d ~ rthis hypothesis,



we



will de-



velop necxssary conditions al optimdi ty. Many cmcs will be d i s l i n ~ j s h e ddepend-



ing on the behavior of the value function V ( . f .The methods that we will use are related ts nonsrnooth techniques. For the material wed here, woerefer the reader to



Refs 7-8. Hcrc we adapt to our problem the same method as thc one used in



Ref. 8. 1,et



US



define the two following functions:



H ( ( f , g ) ; ( x , y ) )= rn;rx{F(s,G)- F(z,y),h(5,6)} V ( 2 , $ ) E for each fixed ( z , y ) in



R"1



P I



x



Pa,



x R"1.



The role of t h e functions is to transform the (BLPP)to an cquivalcnt problem without incqulity or quality constraints. Actually, w~ have the following smult.



Lemma 3.1 If (2,y ) is a solution to the(BLPP),then (2,p) is also a solution



to



the iollo~vingproblem:



whcrse value is equal to 0. Conversely, if there exists a feasible pair (2,fi) for the ( B L P P ) , which is the tiniqtle solution to P ( % , y )then , it is also a i;olutio~ta



the ( B L P P ) .



Proof. The proof is straightfarwatd and thus is ornitkd.



Remark 3.1 Suppose that rn := inf(BLPP) is finite and definc the following function:



Then if ( r , y ) is chmsen s e t , rn 5 E ( x , y), it follows that



If in particular ( r , y ) is feasible for the ( B L P P ) ,then it is



a suitable choice



and



tbtreiorc replaciq (2,$1 by (e,y), (1) bcwmea



Note that we have equality in (2)



if and only if (z,y ) is a solution



to the (BLPP).



Consequently, the previous lemma can be refomolatcd in krms of the function



H, (., .) as follows.



h m m a 3.2 If (5,y') is a solution to the ( R L P P ) ,then ( 5 ,y') is also a solution



to



the following problem:



whose value i s 0 and vice.vcraa.



General Case



3.1



The diflmential notation used here and in next subsections arc the same as those of



Ref. 7. In order



to



formulate necessary conditions related to our problem, we



impose the following hypathcsm:



(HQ)F(p, .$ is Sipschitz on X x S',J(-, 1,. . . , mz) are Lipschitz on X x Y



(i = 1,. . . , m i ;j Lipschitz on X .



. ) , g ; ( . ,.), G,(-, -1



and V ( . ) i s



-



The assumption " V ( . )is Lipwbitz on X" may be satisfied under some conslsaint qualification that we will see in a later sextion.



I t follows from (H6) that the function h ( - ,.$is Lipschitz on X x Y and thcn



HI(.,



a);



( x , y)) is dm Lipschitz on



X



x Y. In differential calculus c o n m i n g the



I u t fllnctioo, we will n d the fo1lowing technical: lemma.



Lemma 3.3 For each fixed ( x , y ) E



where d denotn



X



x Y , we have the inclusion:



and co denotes the convex hull respectively. In addition,



if the functions F(s, .), A(., .) are regular at ( 2 ,$1, thcn we have cquali ty and t h e functions If((., -)';( 2 ,p)), Hm(.,



arc f e ~ u l a sat the same point.



Proof. The lemma follows immediately from Psop.2.3.12of Ref. 7.



CI



The principal m u l t of this section and on which some oncoming results are



based, is the following John-Fritz



necessary mnditions of optimality.



Theorem 3.1 Suppcwc that hypothesis (H63 is satisfied, Let (?,ij$bz a solution to the ( BLP P).Then there exist two scaf ars Ao E { O , 11, X and two vectors y f



Rml,v E Pas.C.



ihc following conditions arc satisfied:



(i) Lagrangim condition: ( Q , o ) E A * ~ F ( z ,g)



+ A ( af ( 2 , ~-) B v ( x ) ) + P ~ S Q Zg), + V B G ( $3~ ,+



Nx(" x f i ( 5 3 ;



(ii) &rnplemcntarity slackncsq condition: (P,gd?, #)} = 0,(p,G(f, $1) = 0;



(iii) Nonnegativity condition: /L



2 0 , Y Z0,A



> 0;



(iv) Nontrivjality condition:



.Ao + A



+ 1p1+ lvl > 0.



Before we prove this theorem, let note that the condit.ion (iv) is e~gentidin the sense that



if A"



0, then the conditions of optimality (1)-(3) are trivially satisfied



for A = 0 , = ~ 0 and u



.=



0. On the other hand, the condition (i) contains the



gencralizd gradient B V ( r ) ignored at lemt when we don't know the expression of



V(.)near 5 and



even if it is not the case, i t i s often difficult to compute a V ( f ) .



Note also that the notation [pl is the $ m e as



C z , pi.



P ~ 6 6 of f Theorem 3.1. According to h m m a 3.1, if the pais (5,j) is a solution to the ( R L P P ) , then it is also



a



solution to P ( E , $ ) .Consequently, it follows by



the application of Prop. 2.4.3 of Ref. 7 that



where 8 =



a(r,gj. Let I ( 3 , fi), J ( 3 ,I)denote respectively the sets of active inequality



constraints g;(.,-),



Gj(., at



(3,y),



j-e,,



S i n e h [ 5 ,I) 5 0,i t followa by T~mrna3.3 that



8H(@,$1; (2, &)Ic



m { aF(x,y)l dh(5,g))



if J ( 5 ,#) U J ( 5 r



W Z *gl



otherwise.



P) # 0 ,



(4)



B y using PTOP.2.3.12 of Ref, 7, we obtain



Now from (4) and ( 5 ) it follows that there exist scalars ,Ao 2 0,X 2 0 and two VtXtOrs p



= ( p l ,...p p , , ) 2 O , V =



a ~(2,(y); IZ,G)) c



X O ~ F ( Z$1 ,



( Y ~ , ~ . , 2VO ~s .~t . )



+ >(a,(?, S) - ~ v ( z ) ) +



By scaling the vector (A 0 , A , p , Y ) a c m q by A' out loss of generality that



when AD



0, we can suppose with-



h0 E ( 0 , l ) . Gnsequently, (8) and (7) give rmpectively



the conditions (iv) and (ii) and (6) together with (3) give the condition ( i ) , since



Nx



(3,g)



= Nx ( 5 ) x NY(#) ( ~ e ecorollary to Theorem 2.4.5 of Ref. 7).



0



Multiplier Sets. In the light of Theorem 3.1, the set of multipliers (A, p, v ) involved in necessary conditions (i)-(iii) can be divided into two categorim: Multipliers corresponding to Xo = 0 and those ccrrmponding to A' = l. This mcans that for each feasible pair (ZS., $1 for ( B L P P ) , we define:



M(2,&) r=



{(A, p , Y ) satisfying (i)-(iii) with A' = 01,



M1(z9ij):= { ( X , ~ , U ) satisfying (i)-(iii) with ,AQ = 11,



Thtatl two sets are called respectively the normal multiplier set and the abnwrnd rnultipljer sct



associated



to ( z , j j ) , Let O ( B L P P ) denote the set of optimal



solutions to [ B I , P P ) . Then we define the m11Itiplier set of index A' E ( 0 , l ) mociated to the ( B L P P ) by



Consequently, Theorem 3.1 can be rephrased as the rurscstion



Example 3.1 The example helow is taken from Ref. 2, Section 3.1 with a discussion b a d on the resuIts of the present paper, where in parEicular wc apply Prop. 2.1 together with Thcorem 3.1 not only ta chcck that a candidate is an optimal



solution, bat



to



find all eventual optimal solutions, In our opinion, this is the first



time this approach is adopted for this kind of problem.



The example given in Ref. 2 originally formulated in dimension Inl, n2)= (2,2), i s in f z t equivalent to a problem i n dimension



(1,l) because of the probabilistic



equality mnstrainb. In fact, the equivalent formulation is the fallowing:



+



max (4r- 3)y - (2s l),



O+jl



s.t. for



each fixed x , y = y ( z ) is a solution to



+ (2r +2).



max(1 - 4x)y



05~51



So we recognize this problem as a



I), j ( x , y) = -(I



( B L P P ) with: F ( x , y ) = -142



- 4s)y - (b+ 2 ) , X = Y



S = X x 'I = I0,1] x



- 3)y + (2s+



= IO,l]. We have for this problem



EO,1], which is a wmpact 4et. Consequently, hypotheses con-



cerning theexistence (HI)-(H3) arc satisfied except the 1.s.c. of the value function,



which will be verified next. For each fixed x in



X,the set of solutions 0(2$to the second



l ~ v e is l



Sincc the problem docs not contain a coupled inequality constraint in thc first



{a],



level, then 3 = GT.(O(.)) = [O, 1 1 4 1(1) ~ u {1/1) x [O, l ] ~1/4,1j ] x



which i s a



c l d nonconvcx set. Gnsequcntly, the corresponding value function is given by



The function VQ.) is continuous on X and s =



114



is the only point whew i t



is not differentiable (z = 114 is a corner, see fig.1). Nevertheless, V ( - )i s locally .



Lipschits



at



this point with a Lipschitz constant equal to 2.



Ry uaing for



ample Theorem 2.5,1 of Ref. 7, one can confirm that dV(l/4) = [-2,+2].



ex-



This



information about BV( 1/ I ) will be used when we examine necessary m d i tions.



Therefore,



we have



the multifunction 10,I ] -. 2 R , x



w



F ( 2 , O ( x 3 ) :=



w ~ ~ ~ ( $3,~ which ~ F (is xgiven , by



Note that



x = 1/4 is he unique point for which the multifunction F ( . , O ( - )takes )



its minimal vdue of 3 J2. However, for this poi nE, the follou*escan choose any point



of ihc interval O(1/4) = [O, I ] in order to optimize hia objcctivc.



On



the other



hand, the objective of the lcader is minimized only if the follower chooses the point y = 0 = (argminolvsr[2y



+ 3/21}, which is not assured if there is no cooperation



between the l d e r and the follower.



Figure 1: Graph of the function Vlx) Figure 1: Graph of the function If(.) I R ~US show now that effectively the point (f,@)= (1/4,0)is the unique aalu-



tion to this problem in the cooperatif case of course. Since the prsrblcrn dws not contain any coupled inequality constraint, then ~ " ( fg), , A0 E {0,1) i s a subset



of R+ = [O,+m[. First of d l , note that. we have



T h e computation of (z,$) and Ma(2,y). We have 0 < A



E_



M0(z,#)iff 3 ( € d V ( 5 ) s.t.



The following cases are dist inguighad.



Thcn ( I 1) leads to A = 0, which is not possible.



Then (11) leads to X = Cz = -&/4 f > 0) for some a candidate to be a solution to the problem.



and C2. So ( O , ] ) is



-



Cast! A3 3 = 1J4 (a0 5 ij 5 1).



Then (11) -sA(4ij - 2 - €1 = O with [ f 1-2, +2]. Since X > 0, then y = (2



+ ($14



E [O,11. So dl the points {(1/4, (2



+ ()/if)



: ( E I-2,211



are candidates to be solutions to the problcm. Case A4 114



< ii < 1 (*



ij = 0).



Then ( 1 1) gives A = 0,which is impossible. Case A5 5 = 1



I=> y = 0).



Then (11) l e d s to A =



J4 = -(i/3



(> 0) for some



C1 and C2. Thus the



point ( 0 , l ) is a candidate to be a solution to the problem.



Now among all found candidates,



we



will choose the best one(s). We acx that the



point (1/4, (2 -+ (3143 give the lowest value of 312 to F ( . ,.) by choosing ( = -2.



The computation of ( 5 , Q) and MI (2, $1.



W e have 0 < A E M ' ( 5 , g ) iff 3 ( E aV(3) s.t.



The same c a m as before are distinguished and lea$ to the conclusion that (1/4,0)



is the only point m o n g all candidates which gives tbe lowest value to



P(.,-). We



deduu? that ( 1 /4,0) i s the unique solution to the problem and the curreponding



multiplier wts arc



This example teachex us



M0(1/4, 0) =



[o, +Do[,



a good lesson:



That



is,



all the values of a V ( 5 ) are



involved in determining the solution to the problem ss wcll as the corresponding



multiplier sets. For instance, the value - 2 E aV(1/4) i s involved to calculate



MO(l/4,0)and the athsr valnm ] - 2,2) arc involved to calculak My



3.2



1/4,0).



Differentiable Case



We mean by the differentiable case the situation wherc all involved functions w m prising the function YE-)in the ( B L P P ) are differentiable in their arguments.



W e will see later a m e for which V ( . )is differentiable, Under tbcse hypotheses, Theorem 3.1 takes the following form. Theorem 3.2 Under the hypothese above, if ( 5 , ~is)a~olutioato the ( B L P P ) , then there



cxist two



scalars ,AQ E { O , l ) , A ,



two vectors jd



E Rm',v E Rm'



following conditions are satisfied: mi



(i)



O E A'v.P(z, g)



+ X(Q,j(2, #) - V V ( 5 ) )+ C p a V z g i ( ~Y) . 1=1



s.t.



t.he



To illustrate thr



application of this theorem, we give thc following example



taken from Ref. 4, wherc? this one was given to show that necr,saasy conditions of



optimality givcn in Ref, 1 are not correct.



Example 3.2 The data of thc exampleaccording to thestandard formof ( B L P P ) are: n1 = 1 =



n2,rnl =



3,m2 = O , F ( r , y ) = r - 4 y , f ( x , y )



[gl(sqy ) , g ~ [ ~ , ~ ) ~ g=3 [y ( ~-, 22,22 ~]



The region S is



of conatrainb is shown



= y,g(z,y) =



+ 5p - 108,2x - 3y + 41 and



X = Y = R.



in fig. 2. The projection of S on the x axis



P = [ I , 19). It is clear that for each



fixed x in



P,the second level has a unique



solution, namely O ( x )= ( ( 2 / 3 ) r$413) and then the corresponding value function is given by V ( x ]= ( 2 1 3 ) +4/3. ~



Thus VC.)is f i n e and V f ( x )= 213. Consequently,



the set 3 = Gr(Q(.) must bc convcx according to Prop. 4.1 (b) of Ref. 6. ladeed,



this last one is given by:



3=



{(z,y)



E [1,l9] x 12! 181 : g 3 ( x , y) = 0)



On the other hand, the function F ( - , . )is sr&zlly



(see fig.2).



convex. Therefore the present



problem has at most one solution. 11 i s an



m y matter to verify that existence hypothem (HI)-(H3) are satisfied



for this problem and then it has



R



unique solution.



Xow we confirm effectively that the point B(19.14)(sw fig.2) is the unique



solution by applying necessary conditions of Theurem 3.2. Let (x,y) be a solution



ta the problem and let (A, pl



.



pl, p3)



E ~ " ( 2j)? , (A0 E ( 0 , l ) ) the corresponding



m~~ltiplim ~ e t Then . the Lagrangian system is given by



Since the present problem is linear, then wc clrn suppose that Aa = 1 (see



Note that



Ref. 5 ) .



3 is the closed segmcnt [ A R ] .So the following cases are distinguished.



Case 1 (Z,$) E i n t [ A B ] . In tbis a w



= pt = 0 and (17) is an impossible system. Cons~quently,



the solution cannot be lacated in the inkrior of the segment [RBI.



Figure 2: Gmrnctry of Example 3.2 Cme2 ( 3 . e ) = R ( 1 , 2 ) .



Then



142



= 0 and the system (17) g j v a



= -15/12, which



is impossible.



Consequenbly the point ( I , 2) cannot he a solution to our problem. Case 3 Sf ,jj) =



Then



R(19,14). = 0 and the syskm E 7) has



EL



unique positive solution



provided that A 3 39/16. In conclusion, the point (19,14) is the unique solution to the problem and the



wrtedponding normal mu1tipIier i s



Differentiability of the Value Function and



4



Other Necessary Conditions Thc I~grangiancondition (1) in Theorems 3.1 and 3.2 is exprased in terms of



V(.)and the gradient VV(.)when respectively V ( . ) is Lipschitz and differentiable, We know already that VV(-) is 1.s.c. under bypaththc generalized p d i c n t of



(H7) and (H5)(see Ref. 6,Section 31, where hypothmis (H5) is given in Section 2 and hopothmis (H7)is the following:



(H7)



I(.,.) and g(e, .) are 1.s.c.



on



X



x



Y,



This enables us to consider its generalized gradient. In this section, we will express 8Y (.) in terms of Lagrangian multilpliers r e l a d to the semnd level of



( R L P P ) . Moreover,



Y(.) to be locally



we



give sufficient conditions (constraint qualificntions) for



1,ipschitz. Note that the advantage of this approach is the fact



that necessary conditions will be expresiied only in term5 of generalized gradients



of the functions defining the (RLPP)and



we



don't have to compute



ever, one disadvantage of this route is that thc multipliers: relatd to



&'(a).



Flow-



8 V ( . )would



increase the total number of unknown multipliers.



For each fixed z in X, the second level pmblcrn ( P ( x ) )(Section 1) is defined



by the value function



Note that we cxn wrhc by adding the variable r E V ( x )= jnf(f(z,y), : ( t , y ) E



X



x Y,g(x, y)



n""



5 0 and



- z + z = 0).



(18)



Then (18) can be rewritten



iu



Let us define



8(z) defines an additive perturbation in the q u d i t y constraint (i.c, i = O) of a standard mathematical programming problem. So we have p(0) = v ( z ) d , t(0)= Thus



avp). The purpose of r h m transformations i s to use Theorem 6.5.2 of Ref. 7 cuncerning dP(0) = a V ( 2 ) .Thy Lagrangian sasoeiatd to the problem defined by



P(o)is



given by



~ ~ R W x R x R m ' x R x R - + R ,



where d y x y



and



(0,



-) is the distance function associated to



I - I denote the Euclidean dorm in



x



Y defined by



the appropriate space. According to the



previous reference, we define the AD-multiplier set



fih((i, y)



auocinted to (2, y)



f~~qible for the problem to be the set of vectors (r, s) E P i x 22"' s.t,



(ii)



ri



2O



Now i = 0



( i = I, 2,.. . , ml);



(ez = 5 ) . Consequently,



we have



whcre I,, and I,, denote repectively identity matrices in



Pi



and WXn*. We



have also



iv,-(2) = N - x + ~ , l ( 0 )= Nmx(-5)= -NX(E).



Thus, let denote ~ A ( oy), simply by Mt(y), the multiplier set of index A E { O , l ] associated ta V ( 2 )= v(0).That is, if y is feasible lor the problem defined by V ( z ) , i.e., the problem P ( 3 ) , then



The problem P ( f ) is said



to



be normal at y feasible for P(Z)if M ; ( y ) = (0).



In the case where the functions f (-, . ) , g ( - ,.) are regular in the a e n s e of Clarke (see



Def. 2.3.4 of Ref. 73, then



we can



wriw for instance in the differentiable case



Let A f (O,1). Uredefine the A-multiplier set ~sociatedto ( P ( z ) )by



and the problem ( P ( 5 ) )is said to be normal if this last set i s reduced t o {O). Now by Thmrern 6.5.2 of Ref. 7 applied ro



Theorem 4.1 Supschits functions and



?(.I,



we



haw the fallowing result.



that hypothsis (H5) is satisfied and fl(-,-),g(.,-) are Lip-



Y i s closed. Then



we have



( i i ) If M : ( 6 ( 2 ) $ = {0), then Y(-3is Lipschitr, near 5 and



(iii) If for each j f O ( 2 ) ,llfi(#)= {sg), MZ(O(2)) = {0), then the usual derictional derivative V t ( Z ,.) exists and is given by V v E Rnl.



V'(5;v ) = int (s , v ) f



SE019



(iv)



If O ( 3 ) = {&I, M,"(g)= (0) and Mi($)= ($1, then V ( . )ia strictly differeatiable at 5 and i t s strict derivative is given by



The following theorem i s an immediate consequence of Theorems 4.1 and 3.1. Theorem 4.2



(i) Suppose that for each solution (5,#) to [ B L P P ) ,the problem



-



( P ( 5 ) )is normal at 5 E O(Z), i.e., M0(0(2))(0). Then V ( . )is Lipschitz near f and Theorem 3.1 is valid with



(ii) In particular, if in addition O(2.3 is reduced to a singleton {g), Mj(y') is also reduced



to a singleton



(93,



then Theorem 3+1still valid, where W ( x ) =



{VV(z)) = {s) and the Lagrangian condition ( I )



takcs



the following form:



In the case whese all functions involved in the ( BLPP) are differentiable, Theorem 3,2 m be stated as follows. Theorem 4.3 k t (2,g3 be a solution to the QBLPP) with Q(5) = {fj}. Suppme dso that @(ij)



= (0)and M;(g)== (s). Then there exists ,lo f (0,l ) , a scalar



A 2. O1 five vectors r, p E a"', v E Rml and



0.



F



Here IAl =



l i , p = (p',.



.. ,rP)m d Ipl =



P



P



lpiI =



m,



C ~ P ;



Ofcourse this theorem generalizes Theorem 3.1, which results by an example we cunsider the same problem suggested in Ref. 3.



Example 6.1 Thc problem is the folIowing:



taking p = 2. Aa



(P)



rnin



(-XI



oj=, 56



+



22



- x3),



s.t. for given x1,zz = z s [ x r ) solves:



min - 5 2 , Zl



2 0,



2x1 8.t.



+ - 10 5 0, 2 2



im given



z1,22, x3



= 2 3 ( 2 1 , ~ 2 ) solves:



min -zsl



132')



2x1 +x2



+ r 3



- 18 5.0.



I t is obvious that we have



Therefore, the inducible



set for



the present problem is given by



which is the closed segment [AB)(see fig.3) and thus 3 is convex. Since F' is linear



with the gradient vector VF' = ( - l , 1 , -1IT which is not colinem with IAB],then the p r o b l m must have 8 unique solution as we will see next.



The reformulation of (P)according to the previous lemma leads to the following problem:



k t (xt,x2,23) be a solution to problem



(P').Then from (23a) and r(23b) it fol-



lows that xs = S nmeasarily. Thus ( 2 3 ~ and ) (23d) are identical and using (23e),



(23f) we deduce that (P')is equjvalent to the minimization of - 3 q on thc interval [0,5], which has the unique solution



21



= 5; hence xz = O by (23b)or (23a).



Consequently, the point (5,0,8$ is the unique solution to



(P)zu wars pointed out



in Ref. 3.



I,et



US



now apply necessary mnditions of Thearcm 6.1 to confirm that ef-



(P).Indeed, let to Theorem 6. E there



fectively the point (5,0,8) is the uniquc solution ta problcm



(P).Then =cording E n 2 , p 2= qp?, p i } E R2,Cr3= ( p t 9 p ; p p : ) €



(Z1,T2,53) be a solution to problem



exist AQ E (0,I}, A = (A', A3) [I



and



E Np,q(5~), ti € N 1 0 , + ~ ( 5 2 t3 ) , E N0,+031(%3) s.t. the conditions (i)-(iv) aE the



theorem are satisfied. In particular, the Lagrangian condition is tbe following:



Since the problem is linear, wc can take A0 = 1 segment, three



(see



Ref. 5). Since 3 is



a



may be distinguished.



Casc 1: f E i n t [ A B ] .



Then



pi



= pz3 p33 ,- Ort1 = t2= G = 0 and (24) is impossible. Conse-



quent!~,no lrolubion r a n be found in



inl[AB].



Case 2: 3 = 8[0,10,8).



Then 1.1; = O,&



5 0,t2 = (3 = 0 and (24)



gives([ = p i + & +



which is impossible. Therefore, the point B cannot. be



3 (> O),



a solution



to the



problem. Casc 3: Z = /l(5,0,6).



Then pi = A'



pi



- 112 and



= 0,[1 =



,u: =



(3



= O,G 5 0 and (24) gives p: = ,13 +



Ez + 312 ( 2 0 for -3/2 5 c2 I0).



=



Figure 3: Gmmetry of Example 6.1 hnsequtntly, A ( 5 , 0 , 6 ) is the unique solution to problem ( P ) and Itha



cotrapanding normal multiplier set is
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