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Abstract— We consider the uplink of a backhaul-constrained coordinated cellular network. That is, a single-frequency network with N multi-antenna base stations (BSs) that cooperate in order to decode the users’ data, and that are linked by means of a lossless backhaul with limited capacity. To implement cooperation among receivers, we propose distributed compression: the cooperative BSs, upon receiving their signals, compress them using a distributed Wyner-Ziv code. Then, they send the compressed vectors to the central unit (also a BS), which implements decoding. In this paper, the achievable rate region of such a network is studied (particularized for the 2-user case). We devise an iterative algorithm that solves the weighted sum-rate optimization, and derives the optimum compression codebooks at the BSs. The extension to more than two users is straightforward.



I. I NTRODUCTION Inter-cell interference is one of the most limiting factors of current cellular networks. To overcome it, designers have resorted to orthogonal frequency channels, sectorized antennas and fractional frequency reuse. However, a more spectrally efficient solution has been recently proposed: coordinated cellular networks [1], [2]. They consist of single-frequency networks with base stations (BSs) cooperating in order to receive from the mobile terminals. Preliminary results on the uplink capacity of coordinated networks consider all BSs connected via a lossless backhaul with unlimited capacity (see [3] and references therein). Accordingly, the uplink capacity region equals that of the MIMO multi-access channel, with a supra-receiver containing all the antennas of all cooperative BSs. Such an assumption is optimistic for current cellular networks. To deal with a more realistic backhaul constraint, two main approaches have been already proposed: i) distributed decoding [4], consisting on a LLR exchange across neighbor BSs. The decoding delay is its main problem. ii) Quantization [5]: the BSs quantize their observations and forward them to the decoding unit via the constrained backhaul. Its main drawback is that it does not take profit of the signal correlation between BSs/antennas. In this paper, we study another approach for the network: distributed compression [6]. The cooperative BSs, upon receiving their signals, distributely compress them using a multisource lossy compression code [7]. Then, using the constrained backhaul, they transmit their compressed vectors to the central unit (also a BS), which de-compresses them using its own received signal as side information. The central unit finally



uses the reconstructed vectors, as well as its own signal, to decode the users’ messages. The optimum compression of multiple, correlated, sources to be decompressed at single central unit with side information is still unknown. To the best of authors knowledge, the scheme that achieves the tightest rate-distortion region for the problem is Distributed Wyner-Ziv lossy compression [8]. Such an architecture is the direct extension of Berger-Tung coding to the decoding side information case [7], [9]. In turn, Berger-Tung can be thought as the counterpart, for continuous sources, of the SlepianWolf lossless coding [10]. Distributed Wyner-Ziv is the coding scheme proposed to be used in the network. Our study focusses on the achievable rate region of a coordinated network with N + 1 multi-antenna BSs. The first BS, denoted BS0 , is the central unit and implements the users’ decoding. The rest, BS1 , · · · , BSN , are cooperative BSs which communicate with BS0 using a lossless wired backhaul of aggregate rate R. Each BS has Ni receive antennas, i = 0, · · · , N . In the network, we assume two multiple-antenna users, s1 and s2 , transmitting pre-defined, Gaussian, spacetime codewords over time-invariant, frequency-flat channels. Both users transmit simultaneously, in the same frequency band and with Nt antennas. Receive channel state information is assumed at the the decoding unit. Notice that our analysis complements the single-antenna results in [6]. The remainder of the paper is organized as follows: Sec. II briefly introduces distributed Wyner-Ziv compression. In Sec. III we state the problem and give an outer region on the 2user’s rate region. Sec. IV solves the weighted sum-rate optimization for the problem, using an iterative algorithm based upon dual decomposition and gradient projection. Finally, Sec. V depicts numerical results. Notation. We compactly write Y1:N = {Y1 , · · · , YN }, YG = {Yi |i ∈ G} and Ync = {Yi |i = n}. Block-diagonal matrices are defined as diag (A1 , · · · , An ), with Ai square n matrices. A sequence of vectors {Yit }t=1 is compactly denoted by Yin. coh (·) stands for convex hull. Finally, wedefine † RX|Y = E (X − E {X|Y }) (X − E {X|Y }) |Y . II. D ISTRIBUTED W YNER -Z IV C OMPRESSION Let Yin , i = 1, · · · , N be N zero-mean, temporally memoryless, jointly Gaussian vectors to be compressed independently at BS1 , · · · , BSN , respectively. Assume that they are the observations at the BSs of the sum of signals transmitted
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by user s1 and user s2 , i.e., X1n and X2n , respectively. The compressed vectors are sent to the central unit BS0 , which jointly de-compresses them using its received signal Y0n as side information, and recovers the BSs’ observations as Yˆin , i = 1, · · · , N . Distributed Wyner-Ziv compression [8] applies for such a setup as follows: Definition 1 (Multiple-source Compression Code): A compression code (n, 2nρ1 , · · · , 2nρN ) with side information at the decoder Y0 is defined by N +1 mappings, fni (·), i = 1, · · · , N , and gn (·), and 2N + 1 spaces Yi , Yˆi , i = 1, · · · , N and Y0 , where fni : Yin → {1, · · · , 2nρi } , i = 1, · · · , N



n gn : {1, ·, 2nρ1 } × · × {1, ·, 2nρN } × Y0n → Yˆ1n × · × YˆN .



by time-invariant, frequency-flat fading, are received at the N + 1 BSs under additive noise: 2  Yin = Hu,i · Xun + Zin , i = 0, · · · , N, (3) u=1



matrix between user u where Hu,i is the MIMO  channel  and BSi , and Zi ∼ CN 0, σr2 I is AWGN. The cooperative BS1 ,...,BSN , upon receiving their signals, compress them using a Distributed Wyner-Ziv code, and forward them to BS0 . As mentioned, we assume an overall backhaul constraint for communicating to BS0 , but not individual constraints; that is



N ρ ≤ R. Accordingly, the set of constraints in (2) are all i i=1  ˆ embedded into the global constraint: I Y1:N ; Y1:N |Y0 ≤ R (see [11] for the proof).



Proposition 1 (Distributed Wyner-Ziv [8]): Let the random vectors Yˆi , i = 1, · · · , N have conditional probability A. Achievable Rate Region     ˆ p Yi |Yi and satisfy the Markov chain Y0 , Yic , Yˆic → The set C of transmission rates at which messages ωu , u = 1 Yi → Yˆi . Let also Y0 and Yi , i = 1, · · · , N be jointly 1, 2 can be reliably decoded equals : Gaussian. Then, considering a sequence of compression codes ⎞ ⎛ (n, 2nρ1 , · · · , 2nρN ) with side information Y0 at the decoder, ⎜ the following mutual information satisfies ⎟   ⎟ ⎜ ⎜ ˆ where (4) C = coh ⎜ C Y1:N ⎟  n 1  n  1  n n ⎟ n N n I XU ; Y0 , gn Y0 , fn (Y1 ) , · · · , fn (YN ) |XU c = ⎠ ⎝ N p(Yˆ |Y ): i i i=1 n   ˆ I (Y1:N ;Y 1:N |Y0 )≤R ˆ ⎫ ⎧   I XU ; Y0 , Y1:N |XU c , ∀U ⊆ {1, 2} (1) ⎪ ⎪ R1 ≤ I X1 ; Y0 , Yˆ1:N |X2 ⎪ ⎪ ⎪ ⎪ ⎬   ⎨   as n → ∞ if: ˆ ˆ (5) C Y1:N = (R1,2 ) : R2 ≤ I X2 ; Y0 , Y1:N |X1 • the compression rates ρ1 , · · · , ρN satisfy ⎪   ⎪ ⎪ ⎪ ⎪ ⎪    ⎩ R1 + R2 ≤ I X1 , X2 ; Y0 , Yˆ1:N ⎭ ρi ∀G ⊆ {1, · · · , N } , (2) I YG ; YˆG |Y0 , YˆGc ≤ Where (5) comes out directly from (1) in Prop. 1, and i∈G (4) by noting that compression codebooks can be arbitrary • each compression codebook Ci , i = 1, · · · , N conchosen at the BSs. Notice that the boundary points of the nρi n ˆ sists of 2  random sequences   Yi drawni.i.d. from  n region can be achieved using superposition coding (SC) at the ˆ ˆ ˆ Yi p (Yi ) p Yi |Yi . t=1 p Yi , where p Yi = users, successive interference cancellation (SIC) at the BS0 , i • for every i = 1, · · · , N , the encoding fn (·) outputs and (optionally) time-sharing (TS). n the bin-index of codewords Yˆi that are jointly typical Equivalently to the single-user case (see [11, Proposition with the source sequence Yin . In turn, gn (·) outputs the 1]), the optimum choice of Yˆi , i = 1, · · · , N at the boundary codewords Yˆin , i = 1, · · · , N that, belonging to the bins can be shown to be jointly Gaussian with Yi , i = 1, · · · , N . selected by the encoders, are all jointly typical with Y0n . Therefore, the union in (4) can be restricted to the compression Proof: The statement is proven for discrete sources vectors satisfying Yˆi = Yi + Z c ; being Z c ∼ CN (0, Φi ) i i and discrete side information in [8, Theorem 2]. Also, the independent, Gaussian, ”compression” noise at BSi . That extension to the Gaussian case is conjectured therein. The is, the rate region remains as in (6), where c (R) =       −1 conjecture can be proven by noting that Distributed WynerΦ1:N : log det I + diag Φ−1 RY1:N |Y0 ≤ R , 1 , · · · , ΦN Ziv coding is equivalent to Berger-Tung coding with side Q = diag (Q1 , Q2 ) and Hs,n = [H1,n , H2,n ], for information at the decoder. In turn, Berger-Tung coding can n = 0, · · · , N . The conditional covariance RY |Y is 1:N 0 be implemented through time-sharing of successive Wyner-Ziv computed as [11, Appendix 1] : compressions [9], for which introducing side information Y0    † at the decoder reduces the compression rate as in (2). Hence, H H s,1 s,1    .   .  2 −1 the statement holds. Due to space limitations, we refer the † RY1:N |Y0 = Hs,0 Q  ..  I + σQr2 Hs,0  ..  + σr I. reader to [11] for the complete proof. Hs,N Hs,N III. P ROBLEM S TATEMENT To compute the boundary points of this rate region, we reLet the two users transmit simultaneously two independent sort to the definition given by Cheng and Verd´u in [12, Section messages ω1 and ω2 . The messages are mapped onto two zero- III-C], where bounding hyperplanes are used to describe it: mean, Gaussian codewords X1n and X2n , drawn i.i.d. from C = {(R ) : αR + (1 − α) R ≤ R (α) , ∀α ∈ [0, 1]} . (7) 1,2 1 2 random vectors Xu ∼ CN (0, Qu ), u = 1, 2, where Qu are 1 As mentioned, users’ covariance are fixed and not subject to optimization. not subject to optimization. The transmitted signals, affected



⎫⎞ −1



N † †  2 1 ⎪ R1 ≤ log det I + Q σ H H + Q H I + Φ H ⎪ 2 1,0 1 n 1,n r 1,0 1,n n=1 ⎪⎟ σr ⎜   ⎬    



−1 ⎟ ⎜ N † † Q2 2 C = coh ⎜ H2,n R2 ≤ log det I + σ2 H2,0 H2,0 + Q2 n=1 H2,n σr I + Φn ⎟ r ⎪ ⎪ ⎠ ⎝   ⎪   



Φ1 ,··· ,ΦN ⎪ −1 ⎪ ⎪ N ⎩ R1 + R2 ≤ log det I + Q2 H † Hs,0 + Q H † σ 2 I + Φn Hs,n ⎭ ∈c(R) ⎧ ⎪ ⎪ ⎪ ⎨



⎛



σr



s,0



R (α) is the maximum weighted sum-rate (WSR) of the network, considering the weights α and (1 − α) for user s1 and s2 , respectively. This WSR is achieved with equality at the boundary of the rate region [12], whose points can be attained considering SIC at BS0 (as previously mentioned). We solve the WSR in Sec. IV. First, we present two useful upper bounds on the rate region. B. Outer Regions Outer Bound 1: The achievable rate region (4) is contained within the region  



N † 1 H H R1 ≤ log det I + Q 2 1,n 1,n n=0 σr  



N † 2 R2 ≤ log det I + Q (8) H H2,n 2 2,n n=0 σ   r 



N † Hs,n R1 + R2 ≤ log det I + σQ2 n=0 Hs,n r



where Q = diag (Q1 , Q2 ) and Hs,n = [H1,n , H2,n ], for n = 0, · · · , N . Remark 1: It is the capacity rate region of the system when Yi , i = 1, · · · , N are available at BS0 directly without compression. Outer Bound 2: The following relationship between the sum-rate R1 + R2 and the backhaul rate R holds   1 † R1 + R2 ≤ log det I + 2 Hs,0 QHs,0 + R. (9) σr where Q = diag (Q1 , Q2 ) and Hs,n = [H1,n , H2,n ], for n = 1, · · · , N . Proof: See [11, Appendix III] for the proof. IV. W EIGHTED S UM -R ATE O PTIMIZATION Let solve the WSR optimization for α ≥ 21 (i.e., higher priority to user 1, which is decoded last at the SIC). With such a scheme, the maximum transmission rate of user 1 follows   (10) R1 = I X1 ; Y0 , Yˆ1:N |X2  Q1 † H1,0 = log det I + 2 H1,0 σr  N  −1 †  2 +Q1 H1,n σr I + Φn H1,n . n=1



On the other hand, the rate of user 2, which is decoded first, follows:   (11) R2 = I X2 ; Y0 , Yˆ1:N     = I X1 , X2 ; Y0 , Yˆ1:N − I X1 ; Y0 , Yˆ1:N |X2  Q † = log det I + 2 Hs,0 Hs,0 + σr  N   2 −1 † Hs,n σr I + Φn Hs,n − R1 , Q n=1
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n=1



s,n



(6)



r



where Q = diag (Q1 , Q2 ) and Hs,n = [H1,n , H2,n ]. The WSR, αR1 + (1 − α) R2 , which has to be maximized is convex on the compression noises Φ1 , · · · , ΦN . To make the optimization concave, we introduce the change of variables Φn = A−1 n , n = 1, · · · , N . Considering so, and introducing (10) and (11) in (7), the WSR optimization remains R (α) =



max α · R1 + (1 − α) · R2 (12)   s.t. log det I + diag (A1 , · · · , AN ) RY1:N |Y0 ≤ R A1 ,··· ,AN



Although the objective function has turned into concave on An  0, n = 1, · · · , N , the constraint now does not define a feasible convex set. Hence, the optimization is not convex in standard form. Our strategy to solve such an optimization is the following: first, we show that the optimization has zero duality gap. Later, we propose an iterative algorithm that solves the dual problem, thus solving the primal too. Lemma 1: The duality gap for the WSR optimization (12) is zero. Proof: Applying the time-sharing property in [13, Theorem 1] the zero-duality gap is demonstrated. See [11, Lemma 1] for the complete proof. A. The Dual Problem Let then solve the dual problem using an iterative algorithm. The Lagrangian for the WSR optimization is defined on λ ≥ 0 and A1 , · · · , An  0 as: Lα (A1 , · · · , An , λ) = α · R1 + (1 − α) · R2 (13)     −λ · log det I + diag (A1 , · · · , AN ) RY1:N |Y0 − R The first step is to find the dual function [14, Sec. 5] gα (λ) =



max



A1 ,··· ,An 0



Lα (A1 , · · · , An , λ)



(14)



In order to solve (14), we propose the use of an iterative algorithm: the gradient projection method (GP) [14, Section 2.3]. It iterates as follows: (14) and   let the maximization consider the initial point A01 , · · · , A0n  0. We update the values as [14, Section 2.3.1]  t  ¯n − Atn , n = 1, · · · , N At+1 (15) = Atn + γt A n where t is the iteration index, 0 < γt ≤ 1 is the step size, and    ¯ t = At + st · ∇An Lα λ, At , · · · , At A n n 1 N 0 , n = 1, ·, N (16) with st ≥ 0 a scalar and ∇An Lα (λ, At1 , · · · , AtN ) the gradient of Lα (·) with respect to An , evaluated at At1 , · · · , AtN . Finally, [·]0 denotes the projection onto the cone of positive semidefinite matrices. Provided that γt and st are chosen appropriately, the sequence {At1 , · · · , Atn } is guaranteed to converge to a local maximum of (14) [14, Proposition 2.2.1]. To demonstrate convergence to the global maximum, and therefore to gα (λ), it is necessary to prove that the mapping
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T (A1 , · · · , AN ) = [A1 + γ∇A1 Lα , · · · , AN + γ∇AN Lα ] is a block contraction2 for some γ [15, Proposition 3.10]. We were not able to mathematically demonstrate the contraction property on the Lagrangian. However, simulation results show convergence of our algorithm to the global maximum always. To make the algorithm work for the problem, we need to: i) compute the projection of a Hermitian matrix S, with eigen-decomposition S = U ηU † , onto the cone of positive semidefinite matrices, which is equal to [16, Theorem 2.1]: †



[S]0 = U diag (max {η1 , 0} , · · · , max {ηm , 0}) U . (19) ii) Obtain the gradient of Lα (·) with respect to a single An . First, we recall that An , n = 1, · · · , N are complex matrices and the lagrangian is real-valued. Hence, the gradient of the function with respect to An is equal to twice the conjugate of the partial derivative of the function with respect to such a matrix [17]: ! "T † ∂Lα (A1:N , λ) ∇An Lα (A1:N , λ) = 2 ∂An The Lagrangian is defined in (13). To obtain its partial derivative, we first make use of results in [11, Appendix V] to derive: #  $T  ∂ log det I + diag (A1 , · · · , AN ) RY1:N |Y0 (20) ∂An  ⎤T  ⎡ ∂ log det I + An RYn |Y0 ,Yˆ c n ⎦ =⎣ ∂An  −1 = RYn |Y0 ,Yˆ c I + An RYn |Y0 ,Yˆ c n



Such a mutual information is computed as:       I X2 ; Yˆn |Y0 , Yˆnc = H Yˆn |Y0 , Yˆnc − H Yˆn |X2 , Y0 , Yˆnc (25)   = log det An RYn |Y0 ,Yˆ c + I n   − log det An RYn |X2 ,Y0 ,Yˆ c + I n



where conditional covariances are obtained in (17) and (18), respectively. Therefore, the derivative of R2 is: !



The covariance RYn |X2 ,Y0 ,Yˆ c is derived from (18). Therefore, n the derivative of R1 remains [17]: ! "T −1  ∂R1 = RYn |X2 ,Y0 ,Yˆ c An RYn |X2 ,Y0 ,Yˆ c + I (23) n n ∂An   −1 −σr2 An σr2 + I . [15, Section 3.1.2] for the definition of block-contraction.



"T



 −1 = RYn |Y0 ,Yˆ c An RYn |Y0 ,Yˆ c + I n n  −1 −RYn |X2 ,Y0 ,Yˆ c An RYn |X2 ,Y0 ,Yˆ c + I .



∂R2 ∂An



n



(26)



n



Plugging (20), (23) and (26) into (20) we obtain the gradient of the function. Notice that for α ≤ 12 , the roles of users s1 and s2 are interchanged, being user 1 decoded first. The roles would also need to be interchanged in the computation of the gradients of R1 and R2 . Once obtained the dual function through GP, we minimize it to obtain:



n



where the conditional covariance is computed in (17). We can also derive that   ∂I X1 ; Y0 , Yˆ1:N |X2 ∂R1 = (21) ∂An ∂An   ∂I X1 ; Yˆn |X2 , Y0 , Yˆnc = ∂An where second equality follows from  the chain rulefor mutual information and noting that I X1 ; Y0 , Yˆnc |X2 does not depend on An . The mutual information above is computed as follows:     (22) I X1 ; Yˆn |X2 , Y0 , Yˆnc = H Yˆn |X2 , Y0 , Yˆnc   −H Yˆn |X1 , X2 , Y0 , Yˆnc   = log det An RYn |X2 ,Y0 ,Yˆ c + I n   − log det An σr2 + I
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Equivalently, we can derive for the derivative of R2 that   ˆ ∂I X ; Y , Y 2 0 1:N ∂R2 = (24) ∂An   ∂An ∂I X2 ; Yˆn |Y0 , Yˆnc = . ∂An



R (α) = min gα (λ) . λ≥0



(27)



To solve this minimization, we use the subgradient approach as in [18, Algorithm 1], which consists on following search direction −h, where   h = R − log det I + diag (A1 , · · · , AN ) RY1:N |Y0



(28)



Taking all this into account we build up the Algorithm 1 to solve the dual problem of the WSR, and thus the primal too. We can only claim local convergence of the algorithm, even though simulation results suggest convergence to the global maximum always. Algorithm 1 Two-user WSR Dual Problem 1: 2: 3: 4: 5: 6: 7: 8:



Initialize λmin = 0 and λmax repeat min λ = λmax −λ 2 ∗ Obtain {A1 , · · · , A∗N } = arg max Lα (A1:N , λ) from Algorithm 2 Evaluate h as in (28). if h ≤ 0, then λmin = λ, else λmax = λ until λmax − λmin ≤ 



R (α) = αR1 (A∗1:N ) + (1 − α) R2 (A∗1:N ).
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⎞⎞−1  †   1 −1 † † + σr2 I = Hs,n ⎝I + Q ⎝ 2 Hs,0 Hs,0 + Hs,j Aj σr2 I + I Aj Hs,j ⎠⎠ QHs,n σr ⎛



RYn |Y0 ,Yˆ c n



⎛



⎛ RYn |X2 ,Y0 ,Yˆ c = H1,n ⎝I + n



Q1 † H H1,0 + σr2 1,0







⎞−1   −1 † † Ap σr2 I + I Q1 H1,p Ap H1,p ⎠ Q1 H1,n + σr2 I



2: 3: 4: 5: 6: 7: 8: 9: 10:



A0n



Initialize = 0, n = 1, · · · , N and t = 0 repeat Compute the gradient Gtn = ∇An Lα (λ, At1 , · · · , AtN ), n = 1, · · · , N from (20). Choose appropriate st ˆt = At + st · Gt , n = 1, · · · , N , compute A ˆt = Set A n n n n † t † ¯ = U max {η, 0} U . U ηU , and project A n Choose appropriate γt   ¯t − At , n = 1, · · · , N Update At+1 = Atn + γt A n n n t=t+1 until The sequence converges {At1 , · · · , AtN } → {A∗1 , · · · , A∗N } Return {A∗1 , · · · , A∗N }
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Algorithm 2 GP to obtain gα (λ) 1:
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Fig. 1. The 2-user Rate Region, for different values of the backhaul rate R.



V. N UMERICAL R ESULTS Fig. 1 depicts the uplink rate region of a cellular network composed of BS0 and its first tier of six cells. The radius of each cell is 700 m, and all BSs have 3 antennas. Within the network, wireless channels are simulated with path loss, shadowing and i.i.d Rayleigh fading among antennas. We consider Line-of-Sight (LoS) propagation, with path-loss exponent α = 2.6, and shadowing standard deviation σ = 4 dB. The transmission bandwidth is set to 1 MHz and the carrier frequency is 2.5 GHz. The two users are equipped with 2 TX antennas each, and placed at the edge of the central
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