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Spatio-temporal graphical modeling with innovations based on multi-scale diffusion kernel BERNARD CHALMOND University of Cergy-Pontoise, France and CMLA, Ecole Normale Sup´erieure de Cachan, France ∗



Abstract- A random field of interest is observed on an undirected spatial graph over time, thereby providing a time series of dependent random fields. We propose a general modeling procedure which has the potential to explicitly quantify intrinsic and extrinsic fluctuations of such dynamical system. We adopt a paradigm in which the intrinsic fluctuations correspond to a process of latent diffusion on the graph arising from stochastic interactions within the system, whereas the extrinsic fluctuations correspond to a temporal drift reflecting the effects of the environment on the system. We start with a spatio-temporal diffusion process which gives rise to the latent spatial process. This makes a bridge with the conventional Wold representation, for which the latent process represents the innovation process, and beyond that with the stochastic differential equation associated to the Fokker-Plank dynamic. The innovation process is modeled by a Gaussian distribution whose covariance matrix is defined by a multi-scale diffusion kernel. This model leads to a multi-scale representation of the spatio-temporal process. We propose a statistical procedure to estimate the multi-scale structure and the model parameters in the case of vector autoregressive model with drift. Modeling and estimation tasks are illustrated on simulated and real biological data. Keywords: Spatio-temporal graphical model, Spatial statistic modeling, Multi-scale heat diffusion kernel, Graph Laplacian, Intrinsic and extrinsic stochastic fluctuations, Multi-scale decomposition. .



1. Introduction We are interested in stochastic processes in time and space domains, of which the state of a variable at every time point is determined by the states of variables in its spatial neighborhood, as well as the states of a set of variables at previous time points. This vectorial process is denoted t is observed on an undirected spatial graph G, t , t = 1, ..., T }=Y. ˙ At every time point t, Y {Y composed of n nodes. The analysis of complex spatio-temporal processes from experiments is an important issue in many areas where one tries to extract information useful for the characterization of the spatial and temporal variability, in order to discover or understand the physical underlying dynamics. This study started with the following paradigm. At each instant the system has a basal spatial activity that maintains fluctuations over time. Such fluctuations arising from inherently proba∗
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bilistic interactions within the system are typically called intrinsic or internal. Furthermore, there could exist other fluctuations, called extrinsic or external, reflecting the influence of the environment on the system. At the beginning of this study, there was also the knowledge of the ability of the diffusion kernel to represent the dependencies of stochastic observations on a graph. Our objective is to produce a representation of the process into spatial and temporal components, taking into account the fact that the fluctuations of the dynamical system are related to the intrinsic and extrinsic effects, the basal intrinsic fluctuations being described by a multi-scale diffusion kernel. Modeling of stochastic spatio-temporal processes has been widely studied. Most of these studies are based on a Markovian representation of autoregressive or diffusion type. In this context, modeling and estimation of the covariance matrix K of the innovation process have been left in the background in the literature. Regardless of the fact that this knowledge is incomplete, it is still unclear how to extract diffusion components from experimental results and to track structural changes. We revisit these basic models, and doing so, the intrinsic component is represented by a process whose innovations are based on the graph Laplacian of G, and the extrinsic component by a drift. It is from this point of view that are defined concepts of intrinsic and extrinsic fluctuations. Related works. The distinction between intrinsic and extrinsic depends on how are defined system and environment in the considered experiment. The main area where this concept has been studied is that of biological networks [11, 34, 8, 12]. Many recent studies have reported on the phenotypic variability of organisms related to an intrinsic stochasticity that operates at basal level of gene expression. This characteristic is related to the activity of differentiated subnetworks, called modules. These endogenous subnetworks are regulatory structures controlling processes that are intrinsic to the cell. In a recent study [6], we proposed a general method for detecting t . However, in this modules at fixed-time, that is to say, in the case of a single random vector Y study, the detection of modules was also performed on time series, but independently momentafter-moment without taking into account the time dependence. To avoid this simplification, we propose a spatio-temporal modeling that improves our previous approach. The classic autoregressive model is based on innovations whose covariance matrix K is not theoretically restricted to a diagonal matrix [4]. A straightforward estimate of K is given by the empirical covariance matrix of the residuals that result from the least-square fitting of the model to the data [4, 37]. This estimation, which is consistent, only asymptotically, has the drawback to confound spatial and temporal components. An alternative is to impose a modeling of K, which is a means for taking into account explicitly the spatial dependencies. In this way, a mono-scale Matern model is adopted in [15], based simply on the inter-node geographical distances, but without graphical connections. Another modeling is based on the stochastic differential equation associated with the FokkerPlanck Markovian dynamic, as considered in [2] for social network analysis. This model has been the source of many studies where finally the modeling is reduced to a first-order autoregressive model, and furthermore with K limited to a diagonal matrix [27]. This simple autoregressive model is also known under the name of Dynamic Bayesian Networks [32]. But again, the fact of ignoring spatial dependencies amounts to integrating them into the temporal dependencies,
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which prevents the distinction between spatial and temporal effects. The Markovian approach that is based on Gibbs distribution allows the modeling of the two components. It is an efficient technique to treat inverse problems in which the Markovian modeling is made on hidden random fields, and especially for Boolean networks [7, 39]. However, a main drawback to this approach is the difficulty to calibrate the hyper-parameters, which balance the different terms that compose the energy of the Gibbs distribution [5]. t , t = 1, ..., T }, [31] describes a For the simulation of biochemical dynamical processes {Y novel approach to reveal the existence of a meaningful manifold which approximates the slow dynamics of the process. They search for p < n new variables corresponding to the dynamically meaningful slowly varying coordinates. The method is based on a connectivity matrix T × T ti denoted A(τ ) whose elements are weights Ai,j (τ ) that depend on the covariance matrices of Y  and Ytj , and a scale parameter τ . By defining M(τ ) as the row stochastic matrix associated to A(τ ), the solution is given by the p first eigenvectors of M(τ ) that approximate the eigenfunctions of the Laplacian diffusion operator over the manifold. The difficulty here is the computation of A(τ ) due to the presence of the covariance matrices which are obtained in [31] by simulating the model, not to mention the difficulty of choosing τ and p as discussed in [23]. Although the initial model has no parameters, the method is in fact highly parameterized, because of the covariance matrices to estimate. Sketch of our contribution. The first-order vector autoregressive model is a Markov model, whose expression is : t, t−1 + W Yt = Φ1 Y



(1.1)



where Φ1 is a matrix of coefficients connecting the nodes activities at time t − 1 to those at time  t is a vectorial Gaussian noise with zero mean t, according to a temporal directed graph G. W 2 and covariance matrix σW In . The model (1.1) is stationary when Φ1 satisfies some properties. In  t } is simply there to maintain the dynamic of the temporal this case, the innovation process {W t }, but it does not contain any information specific to the intrinsic phenomenon, since process {Y  t is diagonal. at every time t, the covariance matrix of W As introduced above, we propose to take into account at each instant the basal state of the system, which is based on the dependence structure of the spatial graph G. To do this, we replace  t reflecting the spatial dependence. At first  t by a colored innovation Z the white innovation W 2  t by a covariance matrix K In of W glance, it would suffice to replace the covariance matrix σW such that Ki,j = 0 for any pair of connected nodes and Ki,j = 0 for the other ones. However, its estimation poses a dimensionality problem in the subsequent data analysis, since t far exceeds the number of time points T . The situation is quite the the number n of variables in Y opposite to classical time series analysis [16, 4]. A solution to significantly reduce the number of covariances to be estimated is to consider a parametric model for K. A well-known model is given by the diffusion kernel Kλ = exp(−λL) where L is the graph Laplacian of G and λ is a scale parameter [3, 21, 26, 37]. Kλ is a discretized version of the diffusion operator appearing in the solution of the heat differential equation in R2 . In doing so, the determination of Kλ boils down to estimate λ. The model (1.1) is thus replaced by :  t = Φ1 Y t t−1 + Z Y
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 t is distributed as a zero mean Gaussian vector with covariance matrix where the innovation Z Kλ . This short presentation has a more thorough justification. We show that the spatio-temporal model (1.2) arises from the composition of two diffusion differential equations : a spatial diffusion associated with the Laplacian L of parameter λ, and a temporal diffusion associated with the graph Laplacian L of G that makes that Φ1 is depending on a parameter τ . Denoting L and L their spatio-temporal version, the solution of this pair of differential equations is Y(λ, τ ) = e−τ L Y(λ, 0) Y(λ, 0) = e−λL W,  t } and Y(λ, τ ) the model of the process where Y(λ, 0) is the model of the innovation process {Z t }, which after simplification gives an expression similar to (1.2) : {Y t−1 (λ, τ ) + Y t (λ, 0) . t (λ, τ ) = Φ1 (τ )Y Y There is another point of view that brings up a drift term, alongside the diffusion process and this, in order to model the extrinsic component of the system. To do this we consider the classical stochastic differential equation associated with the Fokker-Planck Markovian dynamic [2, 31]. The discretized expression of this dynamic can be written : √ t + a(Y  , t)dt + b(Y  , t)W  t dt , t+dt = Y (1.3) Y  , t) is a diffusion term and a(Y  , t) is a drift term whose form depends on the appliwhere b(Y  t independent of t, the term cation. In the particular case where a(Y , t) is a linear function of Y    Yt + a(Y , t)dt can be rewritten Φ1 Yt , and therefore (1.3) becomes similar to (1.2). More generally (1.3) appears as a model susceptible to integrate a drift term related to the experiment, as we shall give an example. Beyond this first modeling, our contribution provides a multi-scale extension of the graphical innovation model, as well as a statistical estimation procedure with selection of the relevant scales. The benefits of the multi-scale approach have been demonstrated for issues related to our concerns in other areas. For instance, [1] shows that large social networks contain hierarchically organized community structures. One crucial step when studying the structure and dynamics of these networks is to identify communities. In computer vision, for shape comparison and shape matching, [33] proposes a scale-space representation of shape feature based on graph Laplacian. In our study, several scales are needed to correctly model the basal state. Therefore, we represent K by a weighted sum of diffusion kernels at different scales : r 



σj2 Kj where Kj = exp(−λj L) .



j=0



This model leads to a multi-scale representation of the spatio-temporal process in continuity with the one proposed in [6] for the detection of modules. A crucial point in modeling of dynamic systems is parameter inference from observed time series. Therefore in our article, the focus is also
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on estimation issues. The estimation of the parameters σj2 is obtained using an exact maximum likelihood principle. Without this exact likelihood, the multi-scale representation would be not consistent. In time-series analysis, log |K| is often ignored since for large T its influence on the likelihood is small. This is not true for the spatial context where we know that ignoring it can result in inconsistent estimators (see [9] Section 7.2.2, and [14] Section 5.3). In addition, the number of scales r and these scales λj are selected using a Bayesian maximum likelihood under a quadratic constraint. Modeling and estimation tasks are detailed in Section 2. In Section 3, we illustrate this modeling on simulated and real data. To do that, a statistical hypothesis testing based on a log-likelihood ratio is proposed in order to decide between two hypotheses H0 and H1 . This procedure is implemented in two distinct situations: firstly, a test of temporal dependence, and secondly a test for drift detection.



2. Models and method 2.1. Background : Random field and diffusion process We recall some classical results on random field models on graph that we call Graphical Random Fields (GRF) 1 . Consider a real random vector Y = (Y (1) , ..., Y (n) ) on an undirected graph G = (V, E). This field is indexed by the nodes V = {v1 , ..., vn }. The set of undirected edges E ⊂ V × V is such that every edge (i, j) is identical to (j, i) which is denoted i ∼ j. The dependency structure between the random variables {Y (i) } depends on the topological structure given by E. This dependency structure is here limited to a covariance structure modeled by a diffusion kernel [21, 26, 3, 10], as follows.  by a random field model on G, denoted Y  (λ), whose covariance We seek to represent Y structure depends on a scale parameter λ > 0. This model is obtained by equalizing the variations due to a change of scale, with the spatial variations :  ˙ dλ [Y (j) (λ) − Y (i) (λ)] (2.1) Y (i) (λ + dλ) − Y (i) (λ) = j∈V : j∼i



that is written in vector form :  (λ + dλ) − Y  (λ) = −dλ L Y (λ) , Y L=D−A.



(2.2)



L is the Laplacian of the graph G. A is the binary adjacency matrix  (or connectivity matrix) defined by the edges : Ai,j = 1i∼j , and D = diag{di } where di = j Ai,j is the degree of node i, i.e. the number of edges connected to i. L is a symmetric positive semi-definite matrix. Ai,j can be extended to weights different from 1. (2.2) is the discretized version of the heat differential 1 A graphical random field is indexed by any graph, undirected and/or directed. This term includes Markov networks and Bayesian networks.



Spatial Statistics



http://dx.doi.org/10.1016/j.spasta.2013.11.004



Preprint



6



B. Chalmond



 (0) at scale λ = 0 2 : equation that requires to choose an initial state Y 



d  dλ Y



(λ)  Y (0)



 (λ) , = −L Y given .



(2.3)



The solution of (2.3) is :  (λ) = Kλ Y  (0) , Y Kλ = e−λL ,



(2.4)



∞ M i where exp (M ) = i=0 i! . Kλ is called diffusion kernel. The result (2.4) is also valid for directed graphs.  (0). With the first one, we consider Y  (0) = Y  that provides a Consider two choices for Y  representation of Y at different scales, and this, in order to highlight specific structures of Y . This follows directly from the smoothing properties of the diffusion (2.4) :   (λ) = Kλ Y Y  Y (i) (λ) =



Kλ (i, j)Y (j) .



(2.5)



j∈V : j∼i



 (λ) is interpreted as a scale-space random field on V × R+ . Y The second choice concerns the generation of random fields with covariance matrix Kλ . This requires that the graph is undirected, since in this case, the exponential of the symmetric matrix  (0) = W  and therefore : L provides a semi-definite positive matrix. Here we consider Y  (λ) = Kλ W  , Y



(2.6)



2 where the W (i) are i.i.d. and verify IE(W (i) ) = 0, Var(W (i) ) = σW . The covariance matrix of 2 3  (λ) is then σ exp(−2λL) . The equation (2.3), with the initial state W  , allows to construct Y W  a random field Y (λ) with covariance matrix exp(−2λL) where the scale parameter λ rules the range of the spatial dependence. The more λ is large, the more the off-diagonal effects in Kλ increase.



2.2. Spatio-temporal GRF 2.2.1. Diffusion modeling and intrinsic innovations  was observed at fixed-time, i.e. at a given time t. Now Previously, the graphical random field Y we examine the situation where the field is observed over time, providing a time series of random T }. Note Y = (Y   , ..., Y   ) the concatenation of the T vectors Yt . Y can be seen 1 , ..., Y fields {Y 1 T as a graphical random field on a spatio-temporal graph G = {V, E} where V = ∪Tt=1 Vt with 2 3



Spatial Statistics



In the classic case of diffusion in R2 , λ is a time parameter. To lighten the writing we shall note Kλ instead of K2λ .



http://dx.doi.org/10.1016/j.spasta.2013.11.004



Preprint



Spatio-Temporal Graphical Modeling



7



Vt = V for every t 4 . There are two types of edges : spatial edges E and temporal edges E, as follows :     T   E=E E = ∪Tt=1 Et ∪t=1 E t , (2.7) where Et ⊂ Vt × Vt and E t ⊂ Vt−1 × Vt . The edges (i, j) ∈ Et are undirected : i ∼ j, whereas the edges (j, i) ∈ E t are directed in the direction of time : j → i. The question here is the modeling of the random field Y by a spatio-temporal model. To do this, we extend the heat equation (2.3), assuming that there are two scales, a spatial scale λ and a temporal scale τ , and this with an initial state given by a random field W consisting of i.i.d. 2 : random variables with zero mean and variance σW ⎧ ∂ ⎨ ∂τ Y(λ, τ ) = −L Y(λ, τ ) ∂ (2.8) Y(λ, τ ) = −L Y(λ, τ ) ⎩ ∂λ Y(0, 0) = W. L and L denote respectively the Laplacian of the spatial graph (V, E) and the Laplacian of the temporal graph (V, E). Recalling (2.4), we obtain successively for each of these two scales : i)



Y(λ, τ ) = e−τ L Y(λ, 0)



ii)



Y(λ, 0) = e−λL W.



(2.9)



(2.9-ii) is the model (2.6) applied sequentially to each time t. At time scale τ = 0, this equation  t , t = 1, ..., T }. Both equations (2.9) t (λ, 0) = e−λL W provides T independent random fields {Y lead to a model of type Moving Average (MA), known as the Wold representation when the process is not limited in time. t (λ, τ )} defined in (2.9-i) is a process of type MA whose innoProposition 1. The process {Y  vation process is {Yt (λ, 0)} :  t−j (λ, 0) . Yt (λ, τ ) = Θj (τ )Y (2.10) j≥0



t (λ, τ )}. Moreover, we assume the process t } is modeled by the model {Y The time series {Y  t }. We model Z  t by Y t (λ, 0) :  {Yt } is maintained by a process of latent innovations, denoted {Z t (λ, τ ) , Yt ≡ Y t ≡ Y t (λ, 0) . Z t (λ, 0) and {Θj (τ )} correspond to the spatial Hence we have a parametric model in λ and τ . Y t (λ, 0) models the intrinsic part of the and temporal diffusions, respectively. At fixed-time, Y  process Yt . 4
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Proof. To prove the property (2.10), it suffices to show that e−τ L is a lower matrix in (2.9-i). Without loss of generality, assume that connections are time-invariant : Et ≡ E and E t ≡ E , ∀ t .



(2.11)



Define the respective adjacency matrices A and A of these two sets of edges. A is a n × n symmetric matrix such as Ai,j = 1i∼j . A is a matrix of dimension n × 2n since it runs on ˇ 0], where A(i, ˇ j) = 1j→i two consecutive instants. It is composed of two blocks : A = [A, with j ∈ Vt−1 , i ∈ Vt , and 0 is a matrix identically zero. Relative to E and E, the adjacency matrices are A = diag[A, ..., A] and A = diag [A, ..., A]. A is a diagonal symmetric matrix and A is a lower triangular matrix, the main diagonals of the matrices 0 lying on the main diagonal of A. Finally, by denoting D and D the diagonal matrices of the adjacency degrees, the graph ˇ j), the r.h.s. of (2.9-i) Laplacians are written L = D − A and L = D − A. Denoting ai,j = A(i, is then written : ⎛ ⎡ ⎤⎞ .. ⎡ . ⎤ . .. ⎜ ⎢ ⎥⎟ ⎜ ⎢ ⎥ ⎥⎟ ⎢ −a1,1 ... −a1,n d1 0 ⎜ ⎢ ⎥ ⎥⎟ ⎢ ⎢ ⎟ .. ⎜ ⎢ ⎥ ⎥ .. .. t−1 (λ, 0) ⎥ ⎜ ⎢ ⎥⎟ ⎢ Y . . . ⎜ ⎢ ⎥ ⎥⎟ ⎢ ⎜ ⎢ ⎥ ⎥⎟ ⎢ −an,1 ... −an,n 0 dn ⎢ ⎢ ⎟ ⎜ ⎥ . ⎥ exp ⎜−τ ⎢... ...⎥⎟ ⎢ ⎥ −a ... −a d 0 1,1 1,n 1 ⎜ ⎢ ⎥ ⎥⎟ ⎢ ⎜ ⎢ ⎥ ⎥⎟ ⎢ Y  . . . t (λ, 0) .. .. .. ⎜ ⎢ ⎥ ⎥⎟ ⎢ ⎜ ⎢ ⎥ ⎥⎟ ⎢ ⎟ ⎜ ⎢ ⎥ ⎣ ⎦ −an,1 ... −an,n 0 dn ⎝ ⎣ ⎦⎠ .. .. . . Since the matrix A is lower triangular, the matrix exp (−τ L) is too. As a result, the process t (λ, 0)}. Since the t (λ, τ )} defined in (2.9-i) is a process of type MA where innovations are {Y {Y innovations are i.i.d., this model can be seen as a generalization of the Wold representation [4]. The n × n matrices Θj (τ ) are extracted from the t-th block row of the matrix [exp (−τ L)], as this is illustrated below. At this point, we can ask if some confusions could exist between spatial and temporal interactions. One knows that a recurrent network with feedback loops cannot be represented by a DAG because such a graph excludes the possibility of representing feedback loops in the graphical structure. However, if the interactions between the variables are not instantaneous, the recurrent network can be unfolded in time to obtain a directed, acyclic network (see Figure 1 in [19]). Our spatio-temporal model has both spatial and temporal connections. In order that the temporal DAG cannot be interpreted as an unfolded graph, we assume that spatial and temporal interactions occur at two distinct time scales. In other words, intrinsic interactions are instantaneous, compared to extrinsic interactions between two successive instants t and t + 1, which are much more slower.



Spatial Statistics



http://dx.doi.org/10.1016/j.spasta.2013.11.004



Preprint



Spatio-Temporal Graphical Modeling



9



2.2.2. Two simplified models • MA(1) modeling- Limited to the order 1, (2.10) provides the MA(1) spatio-temporal model :  t + Θ1 (τ )Z  t−1 , t = Θ0 (τ )Z Y  t ∼ N (0, Kλ ) , with Z



(2.12)



where the innovations are assumed to be Gaussian. As an example, when exp(−τ L) is approximated by its one order Taylor expansion : exp(−τ L) ≈ InT − τ L = InT − τ D + τ A , we obtain the approximation Θ0 (τ ) ≈ In − τ D , Θ1 (τ ) ≈ τ Aˇ .



(2.13)



• AR(1) modeling- We rewrite the MA model as an autoregressive model, by using several known properties (see [4]). Formally, the AR(p) model is : t (λ, τ ) = Y



p 



t−j (λ, τ ) + Z  t (λ, 0) , Φj (τ )Y



j=1



 t (λ, 0) are independent to the past, which is the case by construction. where the innovations Z t (λ, 0) and {Φj (τ )} correspond to the spatial and temporal diffusions, As for the MA model, Y respectively. In fact, one knows that for the AR(p) model, there exists an equivalent MA representation whose matrices Θ’s are related to Φ’s as follows: Θj =



j 



Θj− Φ , ∀j = 1, 2, ...



(2.14)



=1



By recalling (2.12), and for sake of parsimony by restricting to p = 1,  provides Φ1 (τ ) = Θ−1 0 (τ )Θ1 (τ ). Thus, an AR(1) representation of Yt is : t−1 + Z t, t = Φ1 (τ )Y Y 0 = Z 0, Y  t ∼ N (0, Kλ ) . with Z



5



the system (2.14)



(2.15)



For every i ∈ Vt , the set πi = {j ∈ Vt−1 : Φ1 (τ )i,j = 0} represents the parents of i. The autoregressive model (2.15) generalizes the Dynamic Bayesian Network model [32] for which  t. the innovations are simply the white noise W 5
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(2.16)



By replacing the Laplacian L by its normalized version LN = D−1/2 L D−1/2 whose diagonal elements are equal to 1, (In − τ D) becomes In (1 − τ ) and the new expression of Φ1 (τ ) in (2.16) is : τ N ΦN (2.17) Aˇ . 1 (τ ) = 1−τ 2.2.3. SDE modeling and extrinsic drift Our analysis, which began with the heat differential equation, will now continue with a stochastic differential equation (SDE). The heat equation is relating to the diffusion parameters λ and τ , while the SDE is relating to the time parameter t. This SDE is associated with the Markovian dynamic of Fokker-Planck [2] :  (t) = a(Y  , t)dt + b(Y  , t)dU  (t) , t ∈ R+ , 6 dY  , t) is a drift function, b(Y  , t) a diffusion matrix, and U (t) is a Brownian process. Its where a(Y sampled version is written as √ t+dt = Y t + a(Y  , t)dt + b(Y  , t)W  t dt , Y (2.18)  , t) = (Φ1 (τ ) − In )Y t and b(Y  , t) = Kλ , we  t ∼ N (0, In ). Formally, with dt = 1, a(Y where W  retrieve (2.15). In this case, a(Y , t) for which (Φ1 (τ ) − In ) does not depend on t, is not strictly speaking a drift. • A drift example - The advantage of the model (2.18) is the presence of a drift term which provides a means to model the extrinsic part of the system. We now present an example that will t } on a graph of size n = 3 such that for be processed further. Consider a random process {Y (2) every observed time series, the trajectory {yt } tends to be between the two other trajectories (1) (3) {yt } and {yt }, with a high probability. After a particular time tI < T , called intervention (1) (2) (1) time, the roles of Yt and Yt are reversed and therefore the trajectory {yt }t>tI tends to (2) (3) be between the trajectories {yt }t>tI and {yt }t>tI as illustrated in Fig.5. The effect of the (1) (2) intervention is an observable drift on the trajectories of {Yt } and {Yt } when t > tI . The simulated data in Fig.5 have been obtained using the ad hoc model : (1)



(1)



+ (Yt



(2)



(2)



+ (Yt



(3)



(3)



− (Yt



Yt+1 = Yt Yt+1 = Yt Yt+1 = Yt



(2)



+ Yt )cI 1t>tI + Zt



(3)



(1)



(1)



+ Yt )c + Zt



(1)



+ Yt )cI 1t>tI + Zt



(3)



(2)



(2.19)



(2)



(3)



,



where the drift function is (2)



 , t) = [(Yt a(Y 6
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(1)



+ Yt )cI 1t>tI , (Yt



(3)



(1)



+ Yt )c, −(Yt



(2)



+ Yt )cI 1t>tI ] ,



In this equation, Y (t) is momentarily a function of time, it should not be confused with the spatial model Y (λ).



http://dx.doi.org/10.1016/j.spasta.2013.11.004



Preprint



Spatio-Temporal Graphical Modeling



11



(1)



(3)



with c < 0 and cI > 0. In (2.19), Yt and Yt are assumed to be negatively correlated, and the other two correlations are negligible. The correlation structure is taken into account in the  t }, while time dependence and drift are taken covariance matrix Kλ of the innovation process {Z  , t) = t with  ˙ Aˇt Y into account simultaneously in the function Yt + a(Y ⎡ ⎤ 1 cI 1t>tI cI 1t>tI ⎦ , c 1 c Aˇt = ⎣ −cI 1t>tI −cI 1t>tI 1 N . Aˇt is an adjacency matrix as Aˇ in (2.17). Stationarity of an AR(1) process requires that the eigenvalues of Φ1 (τ ) are smaller than 1 in absolute value, [4]. In the case of the drift (2.19), we consider as in (2.17) τ ˇ Φ1 (τ, t) = (2.20) A , 1−τ t 7



in which τ allows to prevent that the process explodes after tI , 8 .



2.3. Multi-scale modeling 2.3.1. Multi-scale GRF model at fixed-time Let us return to the situation of section 2.1. The outstanding issue at the end of the previous  (λ) of Y  modeling step (2.5) is the choice of λ. In other words, what is the smooth version Y  the most representative of some features of Y ? In fact, several scales may explain this profile. Therefore, the main idea consists of considering several scales Λ = {λ1 , ..., λq } [18, 35]. Fig.1  as a sum Y of q independent illustrates this representation. In this goal, we approximate Y random fields :  = Y + Y  /0 Y = =



q  j=1 q 



 /0  /j + Y Y



(2.21)



 /j + σ0 Y  /0 , σj Y



j=1



 /j denotes the component at scale λj , for j = 1, ..., q, and Y  /0 a residual white noise where Y process corresponding to λ0 = 0. The covariance matrix Kj of each unweighted component 7



 t ) = 0 and Cov(Y (1) , Y (3) ) < 0, before tI we have in Let’s comment (2.19) in terms of expectation. Since IE(Z t t (1)



the second equation μt equations, after tI , if



(3)



≈ −μt



(2) (μt



(3) + μt )



(2)



(2)



and thus μt+1 ≈ μt



≈ 0, μ denoting the expectation of Y . In the first and third



< 0 and



> 0 then μt



(2) μt



(1) (μt



(2) + μt )



(1)



(3)



and μt



tend to decrease if |c| and cI < 1. (1)



tends to increase and pass above the trajectory of μt . It implies in the second equation that 8 Fig.5 has been obtained as follows : K is mono-scale with K 1,1 = K3,3 = 0.9, K2,2 = 0.1, K1,3 = −0.9, and for the drift cI = −c = 0.9, τ /(1 − τ ) = 0.5. The trajectories were smoothed to improve readability.
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 /j is the diffusion kernel Kj with scale λj , (2.4). Therefore the covariance matrix of Y /j is Y Kj = σj2 Kj . The positive weight σj is all the more great as the scale λj significantly contributes  . Thus, the multi-scale diffusion kernel K ¯ σ¯ ,Λ of Y  is defined by to the random field Y  σ,Λ + K0 ¯ σ¯ ,Λ = K K = =



q  j=1 q 



Kj + K0 σj2 Kj + K0



(2.22)



j=1



=



q 



σj2 e−λj L + σ02 In ,



j=1



where σ denotes {σ1 , ..., σq } and σ ¯ = {σ0 , σ}. This is related to the additive spline models introduced by Wahba [38] chap.10, and later reintroduced under the name of multiple kernel [22] 9  /j } are unknown and have to be estimated. . The parameters (Λ, σ ¯ , q) and the components {Y  In this goal, we assume that Y is distributed according to the Gaussian law  ∼ N (0, K ¯ σ¯ ,Λ ) . Y



(2.23)



2.3.2. Multi-scale GRF decomposition at fixed time Component estimation is closely linked to the scale selection problem. Previously, Λ = {λ1 , ..., λq } denotes the scale domain in which there are q0 ≤ q unknown relevant scales. Given q0 and the parameters σ ¯ (their estimation will be described in a further section), the following Proposition expresses the scale components. Proposition 2. Assume the model (2.22) is over-parameterized, i.e. the decomposition Y in (2.21) depends only on q0 ≤ q unknown scales. Hence, given an observation y , the Bayesian estimation provides the scale components : yˆ/j = Kj U Dν−1ˆb , ∀j = 1, ..., q ˆb = (σ 2 D−1 + Iq )−1 U  y , 0 ν 0



(2.24) (2.25)



where Dν is the diagonal matrix of the q0 largest eigenvalues ν1 ≥ ... ≥ νq0 of the covariance matrix of Y : q   σ,Λ = Kj , (2.26) K j=1



 (Λ) = K ¯ σ¯ ,Λ Y  , which is the extension of (2.5) to the vectorial case, satisfies the heat Note that the model Y ∂    /j does not match the previous smooth version equation ∂λ Y (Λ) = −LY (Λ) for every j. In fact, the component Y 9



j



 (λj ) in (2.5), since the sum Y
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 σ,Λ U = U Dν . The Bayesian and U is the matrix of the associated orthonormal eigenvectors : K  estimation is done with respect to the prior distribution B ∼ N (0, Dν ).  where B  is a Proof. Firstly, since the columns of U are independent, we can write Y = U B q0 -random vector. Then, the previous spectral equation allows to rewrite  =K  σ,Λ U D−1 B  Y = U B ν



=



q 



 Kj U Dν−1 B



=



j=1



where



Y /j



=



 Kj U Dν−1 B



q 



 /j , Y



j=1



,



(2.27)



 implies the covariance which provides in particular the components (2.24). Secondly, Y = U B matrix  = UK  σ,Λ U  = Dν . Cov(B) (2.28)  consists in maximizing For a given observation  y , the Bayesian estimation of the occurrence of B  ∼ the log-likelihood log p(b | y) = log p(y | b) + log p(b) + Cte. Given the Gaussian laws B /0 2  N (0, Dν ) and Y ∼ N (0, σ0 In ), this amounts to compute ˆb = argmax − 1 y − Ub2 − b D−1b , ν σ02 b



(2.29)



which provides the expression ˆb in (2.25). • Scale selection - To determine an estimate qˆ of q0 , we perform a diagonalization of the covari σ,Λ of which we retain only the qˆ largest eigenvalues according to the criteria ance matrix K qˆ ν qi=1 i = 1 −  , i=1 νi



(2.30)



where  is a positive parameter chosen close to 0, typically  = 0.01 or 0.05. This criterion is related to that used in Principal Component Analysis [17, 30]. It means the dispersion of Y can be approximatively represented by qˆ linearly independent components with an information loss determined by . ˆ These scales are associated From qˆ, we can then achieve the selection of relevant scales Λ. 2 with the qˆ largest σj , i.e. the scales whose components are the most involved in the dispersion  . As may be seen experimentally, the estimates σ ˆ have values of Y ˆj2 associated to scales in Λ\Λ close to 0. This selection therefore allows a pruning of non-significant scales, which evokes the Ridge regression [17].
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2.3.3. Multi-scale decomposition of spatio-temporal GRF (2.21) is extended to obtain the multi-scale representation of the time series : t = Y =



q  j=1 q 



/j  /0 Yt + Y t



(2.31)  t/j σj Y



 t/0 σ0 Y



+



, t = 1, ..., T ,



j=1



or in matrix form



⎡ ⎤  /j Y Y1 q 1  ⎢ ⎢ .. ⎥ ⎢ .. ⎣ . ⎦= ⎣ . j=0 T  /j Y Y ⎡



T



or simply Y=



q 



⎤



⎤  /j Y 1 ⎥ ⎢ . ⎥ ⎥= ⎥ σj ⎢ ⎦ ⎣ .. ⎦ , j=0  /j Y



Y/j =



j=0



⎡



q 



T



q 



σj Y/j .



j=0



With these notations, (2.31) is rewritten  + Y/0 = Y=Y =



q  j=1 q 



Y/j + Y/0 σj Y/j + σ0 Y/0 .



j=1



 /j , ..., Y  /j ) obeys (2.9) or equivalently Property 1. For j = 1, ..., q, each component Y/j = (Y 1 T t/j } is such that Cov(Zt/j ) = Kj = e−λj L . (2.10). Its innovation process denoted {Z  is :  σ,Λ,τ of Y The covariance matrix K  σ,Λ,τ = K



q  j=1



Kj =



q 



σj2 Kj ,



(2.32)



j=1



where Kj and Kj are cross-covariance matrices denoted Kj = Cross-Cov(Y/j ) and Kj = Cross-Cov(Y/j ) and depending on (σj2 , λj , τ ) and (λj , τ ), respectively 10 . Therefore, we have ()



to determine the expression of Kj . This expression depends on the lag-covariance function Γj



10 (σ, Λ) refers to multi-scale, and τ to time scale. Thus, the covariance matrices K , K σ,Λ and Kσ,Λ,τ respectively λ denote the mono-scale spatial matrix, the multi-scale spatial matrix and the multi-scale spatio-temporal matrix.
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 t/j Y  /j ] of Y/j , as we now illustrate in the case of autoregressive model 11 . = IE[Y t+ • AR(1) model Proposition 3. For the AR(1) model, the following spatio-temporal factorization, made up of a D ’temporal’ matrix Φτ and a ’spatial’ matrix K σ,Λ , can be written in the form :  σ,Λ,τ = K D K σ,Λ Φτ .



(2.33)



 /j , ..., Y  /j ) is modeled by (2.15) : Proof. Recalling Property-1, each scale component Y/j = (Y 1 T  /j Y t



/j



/j



  = Φ1 (τ ) Y t−1 + Zt ,



/j



t ∼ N (0, Kj ). For this process, Kj is organized in blocks of size n × n (see [4]) satisfywith Z ing : ()



(0)



Kj [t, t + ] = Γj = Γj Φ1 (τ ) , for ≥ 1, (0)



with Γj



(0)



= Φ1 (τ )Γj Φ1 (τ ) + Kj ,



Kj [t, t − ] = Kj [t, t + ] . Therefore, Kj can be expressed as : Kj = KD j Φτ . Φτ is a Toeplitz block-matrix whose -th upper diagonal is filled with Φ1 (τ ) : Φτ [t, t + ] = Φ1 (τ ) , and Φτ [t, t− ] = Φτ [t, t+ ] for the lower diagonal. KD j is the T -diagonal block-matrix (0)



(0)



KD j = diag[Γj , ..., Γj ]. Recalling (2.32), we get the matrix factorization ⎛ ⎞ q q   D D  σ,Λ,τ = σj2 Kj = ⎝ σj2 Kj ⎠ Φτ = ˙ K K σ,Λ Φτ . j=1



j=1



 are • An approximated calculation - From (2.27) the spatio-temporal scale components of Y formally (2.34) Y/j = Kj UD−1 ν B , ∀j = 1, ..., q,  σ,Λ,τ . To avoid where (U, Dν ) comes from the spectral decomposition of the covariance matrix K  the computation of the full spectral decomposition (U, Dν ) of Kσ,Λ,τ , we reformulate the expression of the components Y/j by taking advantage of the factorization property (2.33). Recall 11 () Γj



This formulation can be extended to the non-stationary case in which (σj , λj ) depends on time t, and hence also ()



For this, it suffices to denote this dependency as (σj (t), λj (t)) and Γj,t , what we will not do to avoid overloading the formulas.
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 = UB (see Proof of Proposition 2). Instead of considering that the expression Y/j is based on Y  =U B  where this representation, we consider Y  = Φτ U˙ U D ˙ ˙ ˙ K σ,Λ U = UDν .



(2.35)



 is a basis of decomposition ”intermediate” between the spatial basis U ˙ and We conjecture that U D −1  σ,Λ U˙ D ˙ ν B,  and therefore =U B  = Φτ K spatio-temporal basis U. The new basis (2.35) implies Y with (2.32), we have ˙ ˙ −1  (2.36) Y/j = σj2 Φτ KD j U Dν B , ˙ but not the spatio-temporal basis U. which requires only to compute the spatial basis U,  =D ˙ ν , the generalization of (2.29) amounts to compute for every Finally, by imposing Cov(B) time-series y :  −1 ˙ν  ˆ = argmax − 1 y − Φτ U˙  bD b2 −  b, b 2 σ 0  b



(2.37)



   −1 U  = Φτ U. ˙ −1   y with U ˙ In fact, this generalˆ = (σ02 D which provides the expression b ν + U U)  ization is incomplete because unlike (2.28), Cov(B) is not a diagonal matrix as we can see from  =U B  since U  is not an eigenvector basis of K  σ,Λ,τ . Y



2.4. Parameter estimation • Random Fields at Fixed-Time - We consider the multi-scale spatial model (2.22)-(2.23) for which the weight parameters σ ¯ associated to a given set Λ, have to be estimated. Let y be an  . The unknown weights {σ 2 }q are estimated using the maximum likelihood occurrence of Y j j=0 ¯ for a given Λ. Assumprinciple. Let L(¯ σ |Λ) = log(pσ¯ ,Λ (y )) denote the exact log-likelihood of σ ¯ σ¯ ,Λ ), the log-likelihood is expressed up to an ing the probability density pσ¯ ,Λ is Gaussian N (0, K additive constant : ¯ σ¯ ,Λ | − y K ¯ −1 y . (2.38) L(¯ σ |Λ) = − log |K σ ¯ ,Λ The maximum likelihood estimate is computed under the constraint of positivity of the parameters σ ¯: σ ˆ (Λ) = argmax L(¯ σ |Λ) under the constraint σ ¯ >0. (2.39) σ ¯



For moderate sizes of n, the non-linear programming algorithms using gradient descent tech¯ σ¯ ,Λ | and niques are operational. For larger dimensions, the computation of the determinant |K −1 ¯ the inverse Kσ¯ ,Λ becomes a challenging issue. We experimented in the context of images on irregular grid an alternative method based on Monte Carlo computation [28], which avoids direct calculation and can be adapted to our case, (see also [13, 20] for other techniques). This computation is beyond the scope of our article.
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¯ σ¯ ,Λ and the spatio-temporal kernel is K ¯ σ¯ ,Λ,τ , • Random Field Time Series - The space kernel is K the latter depending on the new parameter τ . The simultaneous estimation of all parameters (¯ σ , τ ) is a heavy task. As in (2.39), it would require to maximize the likelihood −1



¯ σ¯ ,Λ,τ | − y K ¯ σ¯ ,Λ,τ y , L(¯ σ , τ |Λ) = − log |K 



¯ σ¯ ,Λ,τ = K  σ,Λ,τ + σ02 InT , as defined in Section 2.3.3. In practice, (¯ where K σ , Λ) is estimated at fixed-time using (2.39) 12 , then given this estimate and the spatio-temporal model, τ is estimated from the observed time-series. So for the AR(1) model, thanks to the independency of the  t , the maximum likelihood principle leads to compute the following estimate : innovations Z τˆ = argmax L(τ |σ, Λ) , τ



L(τ |σ, Λ) = −



T  t=2



yt − Φ1 (τ )yt−1 2 −1 .



(2.40)



Kσ,Λ



  t . In  σ,Λ = q σ 2 Kj is the multi-scale covariance matrix (2.26) of the innovations Z where K j=1 j our experiments, Φ1 (τ, .) is given by (2.17), or (2.20) in which it depends also on t. • Summary - The procedure for estimating the parameter set {¯ σ , Λ, τ, q, b} and the component set {y/j , j = 1, ..., q} is summarized as follows. Given an observed time series y and a domain Λ : 1. Compute at fixed-time σ ˆ (Λ) using (2.39). ˆ 2. Given , from Kσˆ ,Λ compute qˆ using (2.30) and then extract Λ. ˆ and σ ˆ . 3. Compute τˆ using (2.40), Λ ˆ (Λ) ˆ using (2.37) and {ˆy/j , j = 1, ..., qˆ} using (2.36). 4. Compute b



3. Experiments Fig.1 illustrates the multi-scale decomposition at fixed-time of a field yt that represents gene expressions of Bacillus Subtilis. The underlying graph G comes from the regulatory network of the bacterium. In steady-state, gene expressions are assumed to be governed by the model (2.23). We see the structuring effects of the method in terms of gene grouping as this had already been shown for other regulatory networks [10]. The following experiments are intended to illustrate the sensitivity of the method to highlight some temporal effects. This study is based on the use of statistical hypothesis testing [24]. 12
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3.1. Time effect testing Fig.2 relates to data simulated according to the AR(1) model (2.15). The graph G = (V, E) is structured into subgraphs called regulons (Fig.2-a, see also Fig.3). Each regulon has a main node, called regulator, connected to other nodes and regulators (Fig.2-b). The temporal graph (V, E) translates the connexions between the regulators. Fig.2-c shows an observation yt of the random field, and Fig.2-d depicts the profile of the first four observations y1 , ..., y4 . To highlight the effect of the temporal component, we consider the hypothesis test [H0 : τ = τ0 versus H1 : τ = τ0 ], where H0 imposes a restriction on τ . For instance, τ0 = 0 allows to test the significance of the one-lag AR model. The classical procedure of hypothesis testing requires a specific statistic of which we know the distribution under H0 . The well-known likelihood ratio statistic is LR = 2 log( ˆ1 / ˆ0 ) = 2(Lˆ1 − Lˆ0 ) where ˆi is the maximized likelihood under Hi . Under H0 , this asymptotically has a χ2 distribution with degrees of freedom equal to the number of restrictions imposed under H0 . In the case of large sample size, H0 is rejected if LR is greater than a χ2 critical value. For instance, to test the significance of a p1 th-order AR coefficient matrix ˆ 0 |/|K ˆ 1 |) where K ˆ i is the estimate against a lower p0 th-order, the likelihood ratio is LR = log(|K of the covariance matrix of the innovation process under Hi [4, 16].  σ,Λ is not required since this matrix depends only on In our case, the full estimation of K  σ,Λ , the likelihood ratio is σ that is given by the Step 1 of the Summary. Therefore, given K simply LR = 2 (L(ˆ τ |σ, Λ) − L(τ0 |σ, Λ)). In our simulations, T can be chosen large. However, in the case of small sample size, the χ2 approximation becomes too coarse. Critical values can be obtained using a Monte Carlo procedure, which is close to the popular bootstrap.  drawn from the distribution Let {zb , b = 1, ..., B} be a set of B independent samples of Z b  N (0, Kσˆ ,Λˆ ), and {y , b = 1, ..., B} the associated time-series generated under H0 using the AR model. For each time-series we compute the likelihood ratio LRb , which provides a sample of the LR statistic under H0 . From the histogram of this sample, the critical value is then computed for a given p-value. Unfortunately, the computational cost of this procedure is a major drawback. We now deal with real data. The graph G = (V, E) in Fig.3 is a small subgraph extracted from the regulatory network of B.Subtillis. This graph is composed of four regulons, respectively identified by four colors. A time series y1 , ..., yT of gene expressions has been acquired on G over T = 11 time points. Fig.4 shows the simplified gene expressions for this time series, as obtained in [6]. This treatment was done independently at each time t using a procedure that does not take into account time dependence, indeed it is based on (2.24). At each time t, the nodes are grouped into modules such that the expression profile of each module differs from that of its neighbors, relative to the Laplacian neighborhood structure L, as can be glimpsed in Fig.2-d. This procedure is an extension of the Lindeberg’s blob detection algorithm [25] to non regular graphs. The modules are organized around the local extrema of the scale components obtained as follows: /j argopt λj (Lyt )v , j,k,v  ∈Nvk



where Nvk ⊂ V denotes the neighboring nodes of v of order k, (k = 1, ..., κ). k = 1 means the nearest neighbors (NN), k = 2 means the nearest neighbors of v to which their NN are added,
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and so on. The expression of the regulons fluctuates over time and therefore the shape of the detected modules also. In [6], a hypothesis was advanced which postulates that regulon expressions from time tI = 7 were influenced by a change in the nutritional environment of the bacteria, what should imply that the module configurations become quite stable from this instant. Nevertheless by examining Fig.4, we see that this hypothesis is contradicted between t = 7 and t = 11, at time t = 8. By repeating the same procedure as in [6] but using the model with time dependence (2.15, 2.36), the module configurations at time t = 8 become similar to the configurations at times t = 7, 9, 10, 11. This result is not so surprising since it is well known that Markovian dependence can highly improve the sensitivity of the detection of low signal, especially if it is surrounded by salient signals.



3.2. Drift on image sequence Fig.5 shows a SDE simulation for the drift (2.19). This drift has the effect of swapping the relative values of the variables Y (1) and Y (2) after the time tI . These variables are respectively identified by green and red colors. Hypothesis testing carried out on [H0 : cI = 0 versus H1 : cI = 0] is used to decide on the presence of a drift. The log-likelihood in (2.40) is rewritten L(τ |σ, Λ, cI ) where cI recalls that Φ1 (τ, t) depends on cI when t > tI . The likelihood ratio becomes LR = 2(L(ˆ τ |σ, Λ, cI )− L(ˆ τ |σ, Λ, 0)). This test can be generalized in order to estimate also tI . For this, LR is computed for each times tI = tmin , ..., tmax . From the resulting series {LR(tI )}, we select tˆI = arg maxt LR(tI ) and then we decide that tˆI is an intervention time if LR(tˆI ) is greater than a given critical value. We now briefly present the application that has motivated the introduction of the model (2.19). Fig.7 shows a time-series of T = 20 images acquired from a cell in suspension submitted to a dielectric field in a micro-fluidic device [29, 40, 36]. Dielectric field cage (DFC) technology has been demonstrated as a useful tool for manipulation of living cells in suspension. DFC can be used to spatially position non-adherent cells. It is also possible to perform cell fusion. If two cells are put into contact, the application of a high intensity electric pulse can lead to membrane rupture and subsequent fusion of cells. In this context, there is need for a quantitative analysis of membrane dynamics. On the images shown in Fig.7, the nodes of a graph G describing the structure of the membranes are overlaid. The fluorescent signals acquired on the n = 13 nodes over time compose a spatio-temporal GRF, which is represented by a SDE model of type (2.19). The structure of this graph is organized as above around three regulons. We see in Fig.6 that the mean intensity of the red regulon tends to become predominant compared to that of the green regulon. The model (2.19) is therefore appropriate for modeling the effects of the intervention on the three regulators, these effects being diffused over the whole graph. A detailed presentation of this work will be given in a future article.
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4. Concluding remarks At the beginning of this study, we had the multi-scale graphical model that we developed for module detection at fixed-time. Subsequently, our experiments have raised the issue of modeling a temporal process whose dynamics is maintained by an intrinsic latent process governed at every instant by the previous spatial model. Here, we show that this extension follows naturally from the spatio-temporal heat differential equation, its solution being a Wold representation whose innovations consist of the latent process. This property allows us to revisit classic models in conjunction with the Wold representation and also to add a drift term. A procedure is then described for estimating both the model parameters and the multiscale components of the process. This provides a general framework for obtaining a parametric representation of the phenomenon under consideration. In particular, this allows to perform quantified analyses on the basis of the estimated parameters as we have illustrated from statistical hypothesis testing. Some remarks can be made on two main assumptions underlying the model, namely, the knowledge of an invariant graph and the stationarity. The choice of the graph depends on the task at hand. However, temporally rewiring networks could be needed for capturing the dynamic interactions between variables. This difficult problem is accentuated by the small size of the time series. Stationarity is also required. Nevertheless, the drift component introduces a temporary change that a stationary model without drift would interpret as a non-stationarity. In our model, At is a time-dependent matrix. This is also the case in [32] in which a time-varying dynamic Bayesian network is proposed for modeling the varying directed dependency structures, but without drift. Furthermore, in this article the time-varying graph is seen as a non-stationarity. Finally, a delicate point is worth noting. It concerns the efficient computation of estimates, although the raised issues are old, as the inversion of Toeplitz matrices.
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Figure 1. Multi-scale decomposition at fixed-time of gene expression of Bacillus subtilis, as presented in [6]. Nodes size and color are related to their degree. (thanks to Cytoscape viewer [www.cytoscape.org]) (a) Original data. (b) Multi-scale decomposition profiles. (c) Scale component for λ = 2. (d) Scale component for λ = 16.
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Figure 2. Simulated data. (a) Graph G, (colors identify regulons). (b) The regularors of regulons and their connections. (c) An observation  yt of the graphical random field. (d) Profiles of the first four observations  y1 , ...,  y4 of a time series, (the nodes are arranged in an arbitrary order while respecting the grouping around the regulons, as this is showed by the color segments at the bottom of the figure. These segments locate the regulons).
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Figure 3. A small graph extracted from that of Fig.1. It is organized around 4 regulons.
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Figure 4. Module detection on a time-series of length T = 11. As in [6], this treatment was done without taking into account time dependence. In this case, the detection at time t = 8 is different from that at times t = 7, 9, 10, 11. On the contrary, with the spatio-temporal model, this difference does not exist anymore.
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Figure 5. Drift simulation. The drift has the effect of swapping the relative positions of the variables Y (1) (green) and Y (2) (red) after the intervention time tI = 25.
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Figure 6. Time series of the mean value of the three regulons computed on the graphs G in Fig.7.
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Figure 7. Time series of images, and overlaid graph G describing the structure of the membranes. This graph is organized around three regulons (red, blue and green).
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