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Abstract- In the context of unsupervised classification of multidimensional data, we revisit the classical mixture model in the case where the dependencies among the random variables are described by a DAG structure. This structure is considered at two levels, the original DAG and its macro-representation. This two-level representation is the main base of the proposed mixture model. To perform unsupervised classification, we propose a dedicated algorithm called EM-mDAG, which extends the classical EM algorithm. In the Gaussian case, we show that this algorithm can be efficiently implemented. This approach has two main advantages. It favors the selection of a small number of classes and it allows a semantic interpretation of the classes based on a clustering within the macro-variables. Keywords: Mixture model, DAG structure, Bayesian network, EM algorithm, Class selection, Semantic clustering .
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1. Introduction
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Let X be a random vector with values in Rn for which we have a N -sample X = {x1 , ..., xN } with n < N . Our goal is the clustering of X . This task is approached through a mixture model but with a particular constraint that makes the specificity of our contribution. First, the dependency structure among the n components X j of X is subject to a structure represented by a DAG, in other words X is a Bayesian network. This structure induces a partition Jm of X into 1 + M random vectors called macro-variables : X = M , where X Jm = m=0 X j1 jm (X , ..., X ) and Jm = {j1 , ..., jm }. Fig.1 depicts an example with n = 8, M = 3 and J0 = {1}, J1 = {2, 3}, J2 = {4, 5}, J3 = {6, 7, 8}. Second, each macro-variable X Jm depends on a hidden class variable C m with values in m K = {1, 2, ..., νm }. Each occurrence in Km is the number of a class called elementary class. Therefore X is dependent on the hidden multi-class variable (C 0 , C 1 , ..., C M ) whose values are m in ⊗M ˙ K0 ⊗K. Each (1+M )-tuple of K0 ⊗K refers to a set of elementary classes called m=0 K = composite class as it is illustrated in Table 1. The (1 + M )-tuples can be interpreted as pathways connecting the elementary classes through the macro-variables. In the following, without loss of generality, to lighten the notation we assume that the macro-variable X J0 has only a single m elementary class : ν0 = 1, and therefore the analysis is focused on K = ⊗M m=1 K . The objective is to find the most probable pathways among K. In this aim, we considerer the mixture model  pθ¯(x) = αk pθ¯k (x | k) , k∈K
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where the probability distribution pθ¯k (x | k) is that of the Bayesian network conditional on the composite class k, and θ¯k denotes the set of parameters defining this distribution. In Section 2, we describe this mixture model and we give a version of the EM algorithm, called EM-mDAG, for performing unsupervised classification. One of the main role of the EMmDAG algorithm is to reveal probabilistic relationships among the hidden elementary classes. Its implementation is done in the Gaussian case. Simulations illustrate the method and confirm a specific property. The EM-mDAG algorithm is able to select a small number of significant composite classes in K, or in another words a limited number of columns in Table 1. The clustering procedure is not performed independently on each macro-variables but on the whole set. Therefore, the composite classes are described by the elementary classes, which allows an a posteriori interpretation based on the semantic of the elementary classes. This is a major advantage for some application domains as for instance, in image classification or analysis of flow cytometric data as we introduce it in Section 3. Table 1. Composite class numbering for M = 3 and ν0 = 1, ν1 = ν2 = 2, ν3 = 4. This table gives the exhaustive list of the 2 × 2 × 4 = 16 composite classes, where each column is an (1 + M )-tuple representing a composite class. m=0 m=1 m=2 m=3



: : : :



1, 1, 1, 1,



1, 1, 1, 2,



1, 1, 1, 3,



1, 1, 1, 4,



1, 1, 2, 1,



1, 1, 2, 2,



1, 1, 2, 3,



1, 1, 2, 4,



1, 2, 1, 1,



1, 2, 1, 2,



1, 2, 1, 3,



1, 2, 1, 4,



1, 2, 2, 1,



1, 2, 2, 2,



1, 2, 2, 3,



1 2 2 4
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X1 o...o



X2−X3 o...o



X4−X5 o...o



X6−X7−X8 o...o



(b)



Figure 1. Two-level structure. (a) DAG structure. (b) Macro-DAG structure with its macro-variables X J1 = (X 2 , X 3 ), X J2 = (X 4 , X 5 ) and X J3 = (X 6 , X 7 , X 8 ); Jm is a macro-node if all its nodes have the same parents. The small circles depict the elementary classes.
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2. Models and Method 2.1. Basic knowledge • Conventional mixture model for non supervised classification. Let a random vector X = (X 1 , ..., X j , ..., X n ) with values in Rn . Its probability distribution pφ (x) is a mixture of ν distributions {pθk (x)} if pφ (x) =



ν 



αk pθk (x) with



k=1



ν 



αk = 1.



(2.1)



k=1
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pθk (x) is defined by a parametric law of parameters θk , as for instance the Gaussian law. The parameter set is denoted φ = {α, θ} where α = {αk } and θ = {θk }. This mixture model can be interpreted in the context of unsupervised data classification. Let C be the hidden variable, which is an indicator variable of classes with values in {1, ..., ν}. Then, (2.1) is rewritten as pφ (x) =



ν 



P (C = k) pθk (x | C = k).



(2.2)



k=1



The classification is to assign a class (or a cluster or a group) to every observation x, 1 . When φ is given, the MAP decision rule consists to choose the class ˆ k(x) = arg max Pφ (C = k | x). k



(2.3)
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Otherwise, things are more complicated because k(x) and φ have to be simultaneously estimated. On the basis of maximum likelihood, the EM algorithm allows this estimation from a sample X = {x1 , ..., xN } of X. The general formulation of the EM algorithm, which is also valid for our particular case, reads as follows. If φ() is an estimation of φ, then an updated estimation is : φ( + 1) = arg max Q(φ|φ()) , φ



Q(φ|φ()) = IEC|X [log pφ (X , C) | φ()] ,



(2.4)



where C = {C1 , ..., CN } is a series of i.i.d. variables related to C. Q is an expected loglikelihood with respect to pφ() (C | X ). The EM algorithm is an iterative procedure. From an initial estimate φ(0), it computes successively φ(0) → ... → φ() → .... The marginal likelihood series {pφ() (X ),  = 0, 1, ...} is non-decreasing. • Bayesian network. The previous classical formalism is the primal version for mixture modeling in the context of classification [11]. The EM algorithm also applies to more complex situations where the Xi are not i.i.d. variables, but are dependent through hidden variables Ci that are governed by a 1A



class is defined by its number and its parameters. More often, we confound ”class” and ”class number”.
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Markov chain [3] or a Markov random field [5]. In this article, we remain in the case where X is a sample from i.i.d. variables, but we consider a Markov structure for the dependence of the components X j . This Markovian structure is based on a DAG denoted G = (V, E). The node set V = {1, ..., j, ..., n} denotes the variable numbers. The edges E ⊂ V × V are directed : (j  , j) ∈ E is denoted j  → j. The set ¯j = {j  : j  → j} denotes the parents of the node j. The DAG structure has a fundamental property due to its acyclic nature : there is a numbering of the nodes such that ¯j ⊂ {1, 2, ..., j − 1}. With this property and that of Markov, we get the factorization   ¯ p(x) = p(xj ) p(xj | xj ). j: ¯ j=∅



j: ¯ j=∅



To lighten the notation, from now, we assume that there is only a single node with no parent : n 



(2.5)
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¯



p(xj | xj ).



t



p(x) = p(x1 ) ¯



The set B = (X, G, {p(xj | xj }) is called Bayesian network [16]. When the distribution p(x) is non homogeneous, a mixture model as (2.2) can be considered in which pθk (x | C = k) denotes a Bayesian network conditional on the hidden class C. This mixture model has been investigated in [22] with a particular interest for DAG structure estimation.



2.2. Mixture model, composite class and Bayesian network 2.2.1. Composite class model
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Given a DAG structure, a subset Jm of V is a macro-node if all its nodes have the same parents, or if it has no parent. This definition induces a partition of V into 1 + M macro-nodes : V = J0  J1  ...  JM . We assume that there is only a single macro-node with no parent, here J0 . In Fig.1, M = 3, and J0 = {1}, J1 = {2, 3}, J2 = {4, 5}, J3 = {6, 7, 8}. The edges E in turn induce a set of macro-edges E between the macro-nodes V = {Jm }. G = (V, E) define a new directed acyclic graph called macro-DAG. Let J 1 , ..., J M be respectively the parents of J1 , ..., JM in G. By construction, each J m is composed of a single macro-node. In Fig.1, J 1 = J0 , J 2 = J1 , J 3 = J1 . ¯ Given a set of specifications {p(xj | xj } for B, a Bayesian network B = (X, G, {p(xJm | ¯ J M xJm }) can be defined for the macro-variables {Xm }m=0 . The difference with B is essentially that B is a vectorial process whose factorization formula is written as p(x) = p(xJ0 )



M 



p(xJm | xJ m ).



(2.6)



m=1



The factorization (2.6) assumes that the probability distribution is homogeneous, whereas it is not the case in our context. The distribution is depending on a hidden class variable C, which implies that p(x) is a mixture of distributions, as follows. Firstly, we consider that each macro-variable X Jm , m ≥ 1, is characterized by νm classes, called elementary classes, whose parameters are denoted θm = {θ1m , ..., θνmm }. As we said in
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Introduction, we assume that X0J has a single class : ν0 = 1. If we forget for a while the DAG structure, then each macro-variable taken independently of the others, is defined by a mixture model for which (2.1) is rewritten as Jm



p(x



)=



νm  k=1



P (C m = k) pθkm (xJm | C m = k).



(2.7)
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Secondly, we consider the indicator variable of composite class C = (C 1 , ..., C M ) with values in the set of M -tuples K = {k = (k1 , ..., kM )} where km ∈ {1, ..., νm }, as represented in Table 1. The classification is to assign a composite class to each observation x. This involves selecting an elementary class km for each macro-variable. An immediate solution would be to perform M independent classifications, based on (2.7) but this approach would have the disadvantage of not considering the DAG structure. Therefore we must address the classification as a whole. Considering the DAG structure, a composite class k is not only defined by the parame¯ ters θk = {θkmm }M m=1 of its elementary classes, but also by the dependency parameters θk = m M Jm Jm ¯ {θkm }m=1 that define the specifications p(x | x , k) of the Bayesian network X conditionally to C = k. These parameters are related to the parameters θk . For each composite class, the factorization formula (2.6) based on the macro-DAG is written as pθ¯k (x | k) = p(xJ0 )



M 



m=1



pθ¯km (xJm | xJ m , km , k m ) ,



(2.8)
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where k m denotes the parent of km in k. In the expression pθ¯km , only the classes km and km in k are active 2 . Finally the mixture model is written as  αk pθ¯k (x | k) . (2.9) pθ¯(x) = k∈K



Initially in (2.7) the definition of elementary classes has been made independently within each macro-variables. Now, the Markov dependence (2.8) introduces dependencies among these classes. The parameter setting of the mixture model (2.9) differs from the classical mixture model (2.1). Two M -tuples may have common components. For example, all components of (1, k2 , ..., kM ) and (2, k2 , ..., kM ) are identical, except the first. Thus, since two M -tuples may have common components, two components of the  mixture may have common parameters. In fact, there is one parameter setting per class, totaling m νm settings, while there are |K| = m νm composite classes. Fig. 2 illustrates these definitions for M = 3 and ν1 = 2, ν2 = 2, ν3 = 3. Among the 12 potential composite classes, there are 5 significant composite classes denoted K0 = {kBlue , kRed , kPink , kGreen , kCyan }, that is, αk = 0 for all k ∈ K\K0 . For instance, the blue comBlue posite class is defined by the M -tuple (k1Blue , k2Blue , k3Blue ) where km is the elementary class number relative to the m-th macro-variable. Its parameters are θkBlue = {θkmBlue }M m=1 . Since in m



2 To



lighten the notation, we omit the parameters in



p(xJ0 )
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the coding kBlue = (1, 2, 2) and kRed = (1, 1, 1), we have k1Blue = k1Red . However, the Blue and Red distributions with respect to the first macro-variable are not strictly identical, although they are in the same elementary class. 2.2.2. EM-mDAG algorithm The ultimate objective is to assign a composite class to every observation x :  x → k(x) = arg max Pφ (C = k | x) . k∈K



=



N  i=1



θk



k∈K



k∈K



pr in



i=1



t



¯ In an equivalent manner to (2.4), the estimation Therefore, it is necessary to estimate φ = (α, θ). of φ is based on the log-likelihood by maximizing the Lagrangian function     N    ¯ = L(α, θ) log αk p ¯ (xi | k) + λ αk − 1 , 



log







k∈K



M 



αk



m=1



pθ¯km (xJi m



|







xiJ m , km , k m )







+λ











αk − 1



(2.10) ,



k∈K



 where λ denotes the Lagrangian parameter associated to the constraint k∈K αk = 1. At the iteration  of the EM algorithm, the re-estimation formula of α is written as in the classical case : αk ( + 1) =



1  pφ() (k | xi ) , N i



(2.11)



where the a posteriori probability of the composite class k is defined by



αk () pθ¯k () (xi | k) αk () pθ¯k () (xi | k) =  . pφ() (xi ) k∈K αk ()pθ¯k () (xi | k)



pr e pφ() (k | xi ) =



(2.12)



This variant of the EM algorithm has a peculiarity. A same parameter θ¯kmm can be present in several composite classes. In the classical case (2.1), the gradient of the Lagrangian function with respect to θk concerns only pθk while in (2.10), the gradient with respect to θ¯kmm relates to several components pθ¯k , as it is detailed in the following proposition whose proof is given in Appendix. ¯ + 1) of the linear Proposition 1. The re-estimation formula of θ¯ is given by the solution θ( system N 







i=1 k=(k1 ,...,kM ): km =τm



pφ() (k | xi )



∂ Jm Jm log p | x , τ , k ) = 0, ¯ ¯ ¯m (xi m m θ i m τm ¯ θ=θ(+1) ∂ θτ m τm = 1, ..., νm ; m = 1, ..., M.



(2.13)
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2.2.3. Gaussian case, linear dependency model and DAG • Linear dependency model and DAG. Under the Gaussian assumption, conditionally on the elementary classes, the law of the macrovariables are m X Jm |km = ˙ [X Jm | km ] ∼ N (μm km , Γkm ) ,



(2.14)



and with respect to the DAG, the transition laws between these variables are [X Jm |km | xJ m , km ] = [X Jm | xJ m , km , k m ] ∼ N (μm,x , Γm,x ). k |k k |k m



m



m



(2.15)



m



We assume the linear regression model m



m



m ,k m



=



Γm km |km



xJ m + bm k



m ,k m



.



,



pr in



Γm,x km |km



= Am k



t



μm,x k |k



(2.16)



Therefore, the respective parameter settings of (2.14) and (2.15) are respectively m θkmm = {μm km , Γkm } , , bm θ¯kmm = {Am k ,k k m



m



m ,k m



, Γm k



m |km



}.



Note that the linear regression model (2.16) depends on the direction of the DAG. Am k Jm



Jm



m ,km



char-



acterizes the regression of X on x and not the reverse. Note also that the regression model is multidimensional in output since X Jm |km is a random vector in R|Jm | .
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• Re-estimation formulas. These formulas result from (2.13) by taking into account the Gaussian log-density 1 log pθ¯km (xJi m | xiJ m , km , km ) = cst − | log Γm | km |km m 2 1 i i − (xJi m − μm,x ) (Γm )−1 (xJi m − μm,x ). km |km km |km km |km 2



After differentiating with respect to the three components of θ¯kmm , which are {Am , bm , km ,km km ,km m Γk |k }, (see Appendix A.15 in [19] for the formulas of differentiation of functions of matrices), m m we get the following solution. Proposition 2.



The solution of (2.13) gives :  −1 J m |km



Jm |τm , X J m |km ) V



( + 1) = Cov(X ar(X ) , Am τm ,km Jm |τm   X J m |km ) , bm ( + 1) = IE(X ) − Am ( + 1)IE( τm ,km τm ,km



where . denotes an empirical estimate.
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These expressions are the conventional ordinary least-squares estimates for the multivariate linear regression model (2.16). However, the empirical estimate of the moments (expectations, covariance matrix and variance-covariance matrix) must be weighted by weights w derived from the DAG and coming from pφ() (k | xi ) in (2.13). At the iteration , the weights are τm wi,k () = N  i=1



pφ() (k | xi ) k:km =τm



pφ() (k | xi )



.



The re-estimation formulas are therefore rewritten as follows : N 







i=1 k:km =τm



− Am τ



( + 1)



N 







(2.17)



i=1 k:km =τm



τm wi,k () xiJ m ,



pr in



m ,km



τm wi,k () xJi m



t



bm ( + 1) = τm ,km



Jm |τm  and similarly, by denoting μ ˆJm |τm = IE(X ), we have



Am τ



m ,km



( + 1) =



N 







i=1 k:km =τm



×



N 



τm wi,k () (xiJ m − μ ˆ J m |τ m )(xJi m − μ ˆJm |τm )







i=1 k:km =τm



−1



τm wi,k () (xiJ m − μ ˆ J m |τ m )(xiJ m − μ ˆJ m |τ m )



(2.18) .



Finally, we have also



N 



 



 τm wi,k () xJi m − μm ( + 1) τm ,km



pr e ( + 1) = Γm τm ,km



i=1 k:km =τm







( + 1) . xJi m − μm τm ,km



(2.19)



Note that the programming of the re-estimation formulas (2.17, 2.18, 2.19) is relatively difficult because two data structures interfere : the dependency structure derived from the DAG, and the list structure of the composite classes like in Table 1. • Elementary class parameter estimation.  i ) = ( For all xi , the estimated composite class k(x k1 (xi ), ...,  kM (xi )) has been computed. We are also interested by the parameters θk of the elementary classes { km (xi )}M m=1 that help to interpret the leaves of the decision tree. The law (2.14) ignores the DAG, contrary to the m ¯ law (2.15). However, the parameters θk = {μm km , Γkm } are related to the parameters θk = m,x m {μk |k , Γk |k }. A direct way to explicit this relationship is given by the well-known form m m m mulas that express the mean and the covariance matrix of a conditional Gaussian distribution,
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from those of its marginal distributions. (see [25], Chap. 15). In the case of [X Jm |km | xJ m , k m ] in (2.15), they are written as m μm,x = μm km + Γk k |k



(Γkm )−1 (xJ m − μkm ) ,



Γm k



(Γkm )−1 Γkm



m



m



m |km



m ,k m



m = Γm km + Γk



m ,k m



m



m



m ,km



m



.



m In fact, to avoid the difficulty of solving the system with respect to μm km and Γkm , we consider more simply for all km = 1, ..., νm and m = 1, ..., M :



1  Jm x 1km (xi )=km , N i i 1  Jm Jm  = (xi − μ ˆm −μ ˆm km )(xi km ) 1 km (xi )=km . N i



μ ˆm km =



(2.20)



t



ˆm Γ km



pr in



• Initial solution. The solution at the first step of the EM-mDAG algorithm is obtained by performing M independent classifications using the conventional EM algorithm. Therefore, for each macro-variable, we have νm clusters in R|Jm | whose labels are { km (xJi m ), i = 1, ..., n}. From there, the initial solution θ¯kmm ,km (0) at iteration  = 0 is computed using ordinary linear regression for every pair of clusters (km , km ) for which there are observations :  (xJ m ) = k } = ∅. {i :  km (xJi m ) = km , k m i m
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Starting from this initial solution, the role of the EM-mDAG algorithm is to re-organize the clusters in order to extract from K a set of composite classes of high likelihood. 2.2.4. Property of the EM-mDAG algorithm



The experiments show that the EM-mDAG algorithm has the property to keep a small number of αk different from zero when there is a limited number of significant composite classes K0 ⊂ K : αk = 0 , ∀ k ∈ K0 .



(2.21)



This selection ability is not so surprising. Firstly, X is not observable along k when k ∈ K0 , which means that its conditional distribution is not defined for this k. There exists at least one couple (km , km ) in k whose observability of [X Jm |X Jm , km , km ] is undefined. At every step  of the algorithm, there are several couples (km , km ) such that no observation xi is simultaneously present in the clusters km and km :  (xJ m ) = k } = ∅. {i :  km (xJi m ) = km , k m i m



Secondly, the Markovian dependency introduced by the specifications p(xJi m |xiJ m , km , km ) has for effect to reorganize the initial clustering while maintaining a well-contrasted partitioning. This is a well-known property of the Markovian approach.
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3. Examples 3.1. A simulated example
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The random vector X of dimension n = 8 is governed by a mixture distribution based on 5 Gaussian components whose expectations are given in Table 2. As we see in this table, X is composed of M = 3 macro-variables having respectively ν1∗ = 2, ν2∗ = 2, ν3∗ = 3 elementary classes (the superscript ∗ means ”ground truth”). Table 2 is equivalent to Table 1, but focusing on the 5 significant composite classes K0 . Fig.2 shows the occurrences of the macro-variables resulting from a simulated sample of X of size N = 1000. The simulation did not use a DAG structure but only the mixture distribution (2.2). Therefore, the DAG based mixture model appears as an a priori constraint that forces the clustering to be organized according to the DAG structure. This situation reflects the reality of the applications, as it is illustrated below. For the treatment, we consider the DAG structure as in Fig.1, but with the over-parameterization ν1 = 2, ν2 = 3 and ν3 = 4. Therefore, the clustering is performed using |K| = 24 potential composite classes, and not 12 classes as suggested by the ground truth. Among them, the significant composite classes are denoted {kBlue , kRed , kPink , kGreen , kCyan }. Table 2. In column, expectations μk of the 5 composite classes K0 for data simulation with M = 3, ν1∗ = 2, ν2∗ = 2, ν3∗ = 3. The labels of these classes are Bl(ue), Re(d), Pi(nk), Gr(een) and Cy(an). Here c = 1.5, see Fig. 2. Bl Re Pi Gr Cy 0, 0, 0, 0, 0



X2 : X3 :



-c, -c, +c, +c, +c +c, +c, -c, -c, -c



X4 : X5 :



-c, +c, +c, -c, -c -c, +c, +c, -c, -c



X6 : X7 : X8 :



-c, -c, +c, +c, +c -c, +c, +c, +c, +c -c, -c, +c, +c, +c



pr e



X1 :



3.1.1. Specificity of the data



The simulation shown if Fig.2 was inspired by the cytometry data analysis domain (see Section 3.2.2), but with much more overlapping of the elementary classes. Clearly, the first macrovariable X J1 = (X 2 , X 3 ) shows two groups that it is possible to manually split, giving rise to two elementary classes denoted X 2 + and X 3 +. Each group is a mixture that the other two macro-variables help to identify. The macro-variable X J2 = (X 4 , X 5 ) highlights the components Pink / (Green, Cyan) of the group X 2 +, while the macro-variable X J3 = (X 6 , X 7 , X 8 ) highlights the components Red / Blue of the group X 3 +. However the overlapping of the mixture components in the groups X 2 + and X 3 + does not allow a partitioning of these groups as easy as for X J1 . Therefore we must address the classification as a whole. The previous highlighting



12



B. Chalmond



is a specificity of the data that can be expressed for the group X 2 + by the null hypothesis :  = p(x2 , x3 | kRed ) p(x2 , x3 | kBlue ) H02+ : 6 7 8 Blue p(x , x , x | k ) = p(x6 , x7 , x8 | kRed ) , and for the group X 3 + by :  p(x2 , x3 | kPink ) = p(x2 , x3 | kGreen ) = p(x2 , x3 | kCyan ) 3+ H0 : p(x4 , x5 | kPink ) = p(x4 , x5 | kGreen ) = p(x4 , x5 | kCyan ) . 3.1.2. Data analysis



pr in



t



Fig.3 shows the initial solution of the EM-mDAG algorithm at step  = 0. This solution results from M = 3 independent classifications by applying the classical EM algorithm on each macro-variable. This initial solution is unsatisfactory. The macro-variables X J2 = (X 4 , X 5 ) and X J3 = (X 6 , X 7 , X 8 ) are strongly blurred by several small composite classes that are artifacts. The final solution of the EM-mDAG algorithm is shown in Fig.4. The representation in terms of mixture components is close to the original in Fig.2. The macro-variables X J2 and X J3 respectively highlight the components of the groups X 2 + and X 3 +, although the fifth class is split into two neighbor classes, what is due to the over-parameterization. Indeed, by reducing this over-parameterization to 2 × 3 × 3 = 18 classes, this splitting is removed. The reduction is based on the Bayesian information criterion (BIC) [10]. For every model of classes K, the BIC is defined by  0 ) = 2 log(likelihood ) − (number of parameters in the likelihood) × log(N ) , BIC (K



(3.1)
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 0 is the set of selected classes among K as defined hereinafter, and the likelihood is (2.9) where K  0 . Given any two estimated models, the model with the greater value of BIC is defined upon K the one to be preferred. The hypothesis testing technique brings an help to the analysis of the results. First, despite the selection property of the algorithm, some very small classes can be present. They can be detected by using the classical Bernouilli test that tests the nullity of the corresponding αk as it has been done in Fig. 4 for the class k = 2. Doing so, we get a selection of the significant composite  0 . Second, in the case of simulation, the true values αk are known, and therefore the classes K chi-squared statistic  (N α ˆ k − N αk )2 D2 = N αk k∈K



can be used as a measure of goodness-of-fit (see [25], Chap. 11). D2 is asymptotically distributed as a χ2 -distribution with degree |K| − 1 under the null hypothesis. The null hypothesis H0 is that the classifier is distributed as a multinomial law with parameters {αk }. We reject H0 if D2 > χ2α for a given error of first kind α. In Fig. 4, this hypothesis is not rejected when the classes k = 4 and k = 5 are merged. Third, the set of hypotheses {H02+ , H03+ } is tested. Let us focus on the first hypothesis of 2+ H0 . As we said at the end of Section 2.2.1, with respect to the first macro-variable m = 1, the Blue and Red distributions do not seem to be identical, although they are in the same elementary
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class (Fig. 2). Therefore, to compare these two distributions, we have to estimate the parameters of the Gaussian vectors [X 2 , X 3 | kBlue ] and [X 2 , X 3 | kRed ]. Their expressions are a rewritten of (2.20). In general, and especially for m = 1 and k = kBlue , kRed , we have : 1  Jm μ ˆm x 1k(x  i )=k , k = N i i  Jm  ˆm = 1 Γ (xJi m − μ ˆm −μ ˆm  i )=k . k k )(xi k ) 1k(x N i



pr in



t



The statistical procedure to compare these two distributions is standard. Briefly, we first test the null hypothesis Γm = Γm , using the Box’s M-test ([20], Section 7.3), which is based on kBlue kRed the statistic  12 (nBlue −1)  m  12 (nRed −1)  m ˆ ˆ |Γ | | |Γ Blue k kRed , M= m m ˆ ˆ |Γ | |Γ | ˆ m | is the barycenter of (|Γ ˆ m |, |Γ ˆ m |) where nBlue denotes the size of the sample Blue and |Γ kBlue kRed with the weights ((nBlue − 1), (nRed − 1)). Then, if the null hypothesis of equality of covariance matrices is not rejected, we test the null hypothesis of equality of means μm = μm , using kBlue kRed the statistic ([20], Section 5.4) : T2 =



nBlue nRed ˆ m )−1 (ˆ (ˆ μm − μ ˆm ) (Γ μm −μ ˆm ). kRed kBlue kRed nBlue + nRed kBlue
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Fig.5 and Fig.6 show respectively the classifications obtained with the usual EM algorithm successively performed on the basis of 24 classes and 5 classes. Note that these classes are not based on the previous elementary classes, and therefore their numbering in the histograms are arbitrary. It is therefore not possible to use the chi-squared statistic. However, from a qualitative point of view we see that with 24 classes, the number of non-empty classes is large and therefore the classification is greatly erroneous. With 5 classes, which is the optimal number of classes, the classification provided by the EM algorithm is similar to the EM-mDAG classification based on the over-parameterization 2 × 3 × 3. However, the DAG based classification has the advantage of requiring fewer parameters. In the presented example, the number of parameters (2.16) is about 126 whereas in the classical model it is 220, as it is detailed in Section 4.



3.2. Illustration



3.2.1. Image classification



In this context, the classification relates to a certain type of picture represented by a random vector X whose dimension is reduced by extracting a vector of features X. We have a sample {X1 , ..., XN } of X and therefore a sample of features X = {x1 , ..., xN }. The objective is the classification of the images via the clustering of X . Here, the image classification task is done over a sample, that is to say that the feature vectors xi are independent occurrences of X. This classification is distinct from ”pixel based image classification” where the aim is to assign each pixel of a single image to a class with regard to a feature space [15]. In this task, xi is a
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vector of features associated with the pixel i, and therefore the vectors xi are dependent, or at least their classes. These classes are then the latent variables of a spatial model forcing the estimated classes to be spatially coherent with their neighborhood [6]. The image type considered in our example is characterized by a network of valleys, as shown in Fig.8. This types of network is present in numerous applications as for instance in industry [2] and biology [14]. It is now recognized that a small number of features, from low level to high level, may be sufficient to achieve classification or detection (see [7] among many others). Fig.7 shows n = 7 features, which are displayed following the order of the DAG from top to bottom. Note that the complexity of the features increases with the depth of the tree, from curvature to shape. Considering two elementary classes per macro-variable : ν0 = ν1 = ν2 = ν3 = ν4 = 2, and a sample of size N = 200, the EM-mDAG algorithm selects four significant composite classes among the 16 potential classes as illustrated in Fig.8. Again, the decision tree provides a semantic interpretation to the selected classes (see Fig.8). For example, the category ”isotropic network” corresponds to the elementary classes (X 1 +), (X 2 +, X 3 −), and (X 4 +, X 5 −) that means : great change in the direction of the minimal principal curvature at the valley bottoms, great number of closed loops in the valley network, low average length of the open lines, high connectivity of the closed loops, low average eccentricity of the closed loops.
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A brief comparison. Since a decade, semantic classification has been investigated for recognition of natural scene categories [23, 12, 21]. Although we are mainly interested by data analysis in life sciences, in which the classification constraints are substantially different, we briefly compare our model with the Bayesian hierarchical model proposed in [12]. This method assumes we have a list of pre-defined categories (montain, forest, city, street, office, ...), and a sample of images for each category. In our case, these categories that correspond to the selected composite classes, do not require to be provided in advance since they are identified by the EM-mDAG algorithm (Fig.8). The hierarchical model [12] is based on low-level features that are lossy compressed, using a finite number of features. This corresponds to our features X j although they are not compressed. At an intermediate level, the model [12] includes hidden variables (called themes, such as ”rock” for the ”montain” category), whose list is given. In our case, these hidden variables that correspond to the elementary classes, do not require a list provided in advance since they are identified by the EM-mDAG algorithm. In summary, in our approach, the highlighting of a semantic description stems from the unsupervised classification, which allows to select composite classes (categories) that are interpretable thanks to the elementary classes (themes). Note, however, the difference in functionality between these two methods, since the method [12] categorizes an image by breaking it into a sequence of patches, whereas in our case we process a single patch. 3.2.2. Cytometric data classification



A N -sample X of tens and even hundreds of thousands of cells is observed by flow cytometry. For each cell i = 1, ..., N , the instrument provides a measurement vector xi of dimension n. This sample is a mixture of several cell populations. The goal is to group these measurements so that each class corresponds to a well-identified cell type [18, 8].
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The analysis, which is based on a dependency tree as illustrated in Fig.1-a, is usually accomplished by sequential manual partitioning, called ”Gating”, of the sample X from the top to the bottom of the tree (Do not confuse with the gating network of the Hierachical Mixtures of Experts, [13]). Rather than watching simultaneously the n dimensions, that is to say the cloud X in the space Rn , the biologist works in subspaces of smaller dimensions, 1, 2 or 3, according to associations of variables X j , here called macro-variables, as shown in Fig.1-b. At the top of the tree, only one coordinate of the cloud X is analyzed. This is the variable X 1 corresponding to high values CD45+ of the biological variable CD45. In this example, to simplify, the tree height was reduced by starting the tree with X 1 = CD45+ instead of (CD45−, CD45+). To determine the two groups CD45− and CD45+, a threshold τCD45 is manually selected for separating the small and large values of CD45. Conditionally on the elementary class X 1 = CD45+ , the procedure continues along the tree structure, as follows. Three elementary classes are extracted from the 2-D distribution of the sample {(x2i , x3i )}N i=1 and denoted (X 2 +), (X 2 −, X 3 −), (X 3 +) as illustrated in Fig.9 and Fig.10-a, On each group, this operation is repeated on the following macro-variables in dimension 2 for (X 4 , X 5 ) conditionally on (X 2 +) as illustrated in Fig.10-b, and in dimension 3 for (X 6 , X 7 , X 8 ) conditionally on (X 2 −, X 3 −). This conditional and sequential procedure can be represented by a DAG and then modeled by a Bayesian network. The main advantage of using the EM-mDAG is its ability to global classification while keeping the biological dependency structure, which is necessary for identifying the cell types. With the Gating procedure, once the clustering of the macro variable X Jm has been made, it is not called into question after the clustering of the following macro-variables X Jm , m > m. This sequential and independent clustering corresponds to the initialization step  = 0 of the EM-mDAG algorithm. From this initial solution, the EM-mDAG algorithm seeks an overall optimal classification in Rn by an iterative update of the classification, while maintaining the dependency structure tree. Note that the EM-mDAG algorithm allows that the elementary classes are overlapping (Fig.2), whereas the Gating procedure requires they are sufficiently separate to enable manual segmentation (Fig.10).



4. Discussion 4.1. DAG selection



In practice, the DAG based mixture model is used as an a priori constraint that forces the clustering to be organized according to the DAG structure, in order to allow a semantic interpretation of the classes. The design of the DAG is usually specific to the application domain, and may depend on many factors. In the previous two examples, the DAGs are very different in nature. In image classification, the DAG selection is the result of a modeling procedure that consists in extracting image features that are relevant for class interpretation. The DAG structure is built from top to bottom, by organizing the features from low-level up to high-level. In our network classification example, the low-level feature X 1 , which measures the direction change at the valley bottoms, is the first contribution to the discrimination of the two types of networks, e.g. isotropic/oriented. The intermediate-level features X 2 and X 3 , which compute respectively the
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number of closed loops and the length of the opened lines, contribute more precisely to the discrimination. Finally, the high-level features X 4 and X 5 (connectivity and eccentricity of the loops) and X 6 and X 7 (straightness and orientation of the opened lines) refine the discrimination. Therefore as in Fig. 7, the DAG structure is the following : from low-level to intermediate-level X 1 → {X 2 , X 3 }, and from intermediate-level to high-level X 2 → {X 4 , X 5 } and X 3 → {X 6 , X 7 }. In flow cytometry, things are more difficult to say in few words. The measurements xi are associated with cell staining by n fluorochrome - conjugated antibodies (or CD markers). In image classification the choice of the variables {X j } is a major difficulty, since we do not have a set of predefined set of potential variables in which relevant variables could be selected, but we have to create such a set. On the contrary, in flow cytometry we have a set of a limited number of CD markers. Given a particular immunophenotyping to achieve, the markers are selected from biological considerations in order that cell properties of interest can be observed. Before the experiments, the makeup of a CD marker panel is usually fixed by the laboratory. As for image classification, a hierarchical organization of the selected markers is considered, which we represent by a DAG. Then, combinations of markers (our composite classes) allow for identification of specific cell types. For example in Fig. 9, the CD-marker panel {X j }8j=1 = {CD45+,CD3,CD19,CD4,CD8,CD14,CD16,CD56} allows to identify the cell types : Th-cell, mono cell, NK cell and B cell, [9, 17]. 4.2. Model complexity
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In (3.1), the information criterion BIC is the sum of two terms: fit and complexity, [24]. Complexity is related to the number of parameters in the model. In the simulated example we said that, given the optimal number of classes, the classification provided by the EM algorithm is similar to the EM-mDAG classification. However, the DAG based classification has the advantage of requiring fewer parameters. For each elementary class km ∈ {1, ..., νm } of the macro-variable X Jm and for each elementary class km ∈ {1, ..., ν m } of its parent X J m , there is a specification pθ¯km (xJm | xJ m , km , km ) m ¯ the number of , bm , Γm }. By denoting |θ| where km = {km , km } and θ¯m = {Am km



km ,km



¯ we have : free parameters in θ, ¯ = |θ|



M  



m=1 km



=



km |km



|θ¯kmm |



M  



m=1 km km



=



km ,km



M  



|Am | + |bm | + |Γm | km ,km km ,km km |km |Jm ||J m | + |Jm | + |Jm | |(Jm + 1)|/2 .



m=1 km km



On another hand, for the conventional mixture model (2.2), ν the total number of parameters in the ν Gaussian components pθk (x | C = k) is |θ| = k=1 |θk | = ν(n + n(n + 1)/2). To
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4.3. Comparison with other approaches



t



¯ and |θ| with respect to the compare this model with our composite class model, we compute |θ| ground truth. In the simulated example, from the ground truth ν1∗ = 2, ν2∗ = 2, ν3∗ = 3, we get ¯ = 126. The simulated data have been obtained by considering only 5 significant composite |θ| classes K0 among the 12 composite classes. Although this information is hidden to the EMmDAG algorithm, we considerer the conventional EM algorithm with ν = 5 classes, which is ¯ = 126. optimal for it. In this case, |θ| = 220, which is much greater than |θ| Jm Jm The Markov specifications pθ¯km (x | x , km , k m ) are the core of the EM-mDAG algom rithm and similarly the class distributions pθk (x | C = k) are in the core of the EM algorithm. Both are used to compute the re-estimation formulae at each step of their respective algorithm, (see (2.12, 2.17, 2.18, 2.19)). Therefore, the complexity model should be useful to quantify the complexity of the algorithm.
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For image classification, a qualitative comparison has been made in Section 3.2.1. In this domain, quantitative comparison is an ill-posed issue because of the choice of the input variable X, which is extracted from the image X : different choices may lead to similar classifications. On the contrary, for cytometric data classification, quantitative comparison is well posed due to the tight relationship between the chosen CD marker panel X and the cell types, as briefly explained above. In cytometry, references [4, 8] demonstrate the practical advantage of using the Gaussian mixture model relative to the traditional gating approach. It is shown that the performances of this automated approach can compete with manual expert analyses, and furthermore has the added benefits of speed, objectivity, reproducibility, and the ability to evaluate several subpopulations in many dimensions simultaneously [9]. The mixture model approach was recently improved in order to deal with large data sets and compared with the top-ranked approaches [1]. The EMmDAG approach, which is a generalization of the EM algorithm, shares several properties arising from these comparisons.



5. Concluding remarks



We have presented a mixture model dedicated to the case where the dependencies among the components of the multidimensional random vector are governed by a DAG structure. The mixture model takes advantage of a two-level structure, which is composed by the DAG itself and its macro-representation. A dedicated EM algorithm has been efficiently implemented for the Gaussian case. This algorithm is able to select a small number of composite classes. This selection ability is important because it allows to circumvent the difficulty of choosing the exact number of elementary classes for each macro-variable. In fact, one of the main role of the EM-mDAG algorithm is to reveal significant relationships among the hidden elementary classes, some of them becoming empty during the procedure. This property echoes a remark made in [12], where the authors note in their conclusion the importance of further exploring the relationship between the ”themes”.



18



B. Chalmond



Appendix A: We give the proof of Proposition 1 that we recall : The re-estimation formula of θ¯ is given by the ¯ + 1) of the linear system solution θ( N 







pφ() (k | xi )



i=1 k=(k1 ,...,kM ): km =τm



∂ Jm Jm log p (x | x , τ , k ) = 0, m ¯ m m θτm i i ¯ θ(+1) ¯ θ= ∂ θ¯τmm



(A.1)



τm = 1, ..., νm , m = 1, ..., M.
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Proof. Consider θ¯τmm where τm is a particular class number in {1, ..., νm }. From (2.10), we get ⎤ ⎡



k=(k1 ,...,kM ): km =τm



⎤
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Recalling the factorization formula (2.8), the gradient can be written as M  N    ¯ ∂L(α, θ) ∂ Ja Ja = pφ (k | xi ) ¯m log pθ¯ka (xi | xi , ka , k a ) , ∂ θ¯τmm ∂ θτm a=1 i=1 k:k =τ m



=



N 



m







i=1 k:km =τm



pφ (k | xi )



∂  Jm Jm log p (x | x , τ , k ) , m ¯ m m θτm i i ∂ θ¯τmm



which leads after a shortcut to the system (A.1).
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Figure 2. True labeling. There are only 5 composite classes. Simulation was performed with ν1∗ = 2, ν2∗ = 2, ν3∗ = 3 for a sample of size N = 1000. The first macro-variable X J1 = (X 2 , X 3 ) shows two groups that it is possible to manually split, giving rise to two elementary classes denoted X 2 + and X 3 +. Each group is a mixture that the other two macro-variables help to identify. The macro-variable X J2 = (X 4 , X 5 ) highlights the components cyan-green and pink of the group X 2 +, while the macro-variable X J3 = (X 6 , X 7 , X 8 ) highlights the components blue and red of the group X 3 +. However the overlapping of the mixture components in the groups X 2 + and X 3 + does not allow a partitioning of these groups as easy as for X J1 .
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Figure 3. Initial solution of the EM-mDAG at step  = 0. M = 3 independent classifications was achieved by applying the classical EM algorithm on each macro-variable. Compared with the ground true in Fig.2, this representation is strongly blurred. The final solution of the EM-mDAG algorithm is shown in Fig.4.



A macro-DAG structure based mixture model



23



macro−variable X4−X5



0



0



pr in



5



t



macro−variable X2−X3 5



−5



−5 −5



0



5



−5



0



5



macro−variable X6−X7−X8



300 250



4



200



2 0



pr e



150



−2



100



−4



2



0



−2



−4



−4



−2



0



2



4



50 0



0



5



10



15



20



25



Figure 4. EM-mDAG based clustering at step  = 20. As in Fig.2, the macro-variables X J2 = (X 4 , X 5 ) and X J3 = (X 6 , X 7 , X 8 ) respectively highlight the components of the group X 2 + and X 3 + of the macro-variable (X 2 , X 3 ), although the fifth class is split into two neighbor classes numbered k = 4 and k = 5 in the histogram.
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Figure 5. Standard EM algorithm for 24 classes. The number of non-empty classes is large and therefore the classification is greatly erroneous.
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Figure 6. Standard EM algorithm for 5 classes. The classification does not meet the specificity of the data. The macrovariable X J2 = (X 4 , X 5 ) does not highlight the mixture components of the group X 2 + of (X 2 , X 3 ), because of the presence of the ”red” class.
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(a) Curvature field of an image. X 1 : Direction change in the minimal principal curvature at the valley bottoms.
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(b) X 2 : Number of closed loops in the valley network.



(d) X 4 , X 5 : Connectivity and average eccentricity of the closed loops, respectively



(c) X 3 : Average length of the open lines.



(e) X 6 , X 7 : Average straightness and average orientation of the open lines, respectively



Figure 7. DAG of the feature set. The DAG structure is binary. The node parents are : ¯ 2 = 1, ¯ 3 = 1, ¯ 4 = ¯ 5 = 2, ¯=¯ 6 7 = 3. The macro-variables are J0 = {1}, J1 = {2, 3}, J2 = {4, 5}, J3 = {6, 7} with ν0 = ν1 = ν2 = ν3 = 2 elementary classes.
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Figure 8. Network classification : A partial decision tree with image classes on leaves.



X2+



X4+



X5+



X6+++ X7+++



Th cells



Tc cells



mono cells



X1



X2− X3−



Figure 9. A partial decision tree with biological classes on leaves.
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Figure 10. Two steps of the sequential Gating procedure leading to the biological classes ”Th cells” and ”Tc cells” in Fig.9, (thanks to Xiaoyi Chen, Institut Pasteur). From the distribution of the sample {(x2i , x3i )}N i=1 shown in (a), 3 elementary classes (X 2 +), (X 2 −, X 3 −), (X 3 +) are manually extracted. (b) shows the distribution of the sample {(x4i , x5i )} limited to the records i coming from the class (X 2 +). Conditionally to (X 2 +), 2 new elementary classes (X 4 +) and (X 5 +) are manually extracted.
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