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Introduction



The internal combustion engine fuelled by mainly gasoline and diesel has been the dominant powerplant for well over 100 years. Although the continuation of its dominance worldwide has been questioned by environmentalists, who see cars threatening the planet’s climate through the effect of CO2 on global warming, and by some engineers who have been overoptimistic about the potential, and the timing of introduction of fuel cells and electric vehicles into mass production, the reciprocating engine is here to stay for the foreseeable future. The key to its success has been its continuous re-invention into more efficient and cleaner modes of combustion, the on-going development and refinement of catalytic converters and the successful partnership between engines, transmissions and electric systems. Another interesting development is the different approach of automotive engineers in the various continents; for example, Europeans have consistently put more faith into diesel engines, with over 50% of new cars in Europe being diesels, while Japan and the US have faithfully supported the relatively less efficient gasoline engines and, more recently, gasoline-hybrid vehicles which represent a reasonable compromise. There are also others who believe that the time has come for a convergence in the global markets through the introduction of the diesel hybrid vehicle but there are uncertainties about its ability to acquire ‘mass production’ status before fuel cell powered and electric vehicles become affordable by customers worldwide. This volume attempts to bridge a serious gap in the existing literature between conventional textbooks such as the highly successful one authored by John Heywood in 1987 and the significant technological breakthroughs presented in worldwide conferences during the last ten years on direct-injection gasoline engines, advanced diesels and homogeneous-charge compression-ignition engines. The multiauthored volume consists of eight chapters written by world experts from industry, government laboratories and academia. Each of the chapters is self-contained and, therefore, independent from the others in that it covers its central theme in depth, and width, although prior knowledge of the fundamentals remains a prerequisite. As such it is expected that this volume will become an essential reference text of engineers involved in research and development in global automotive and consultancy companies, research engineers in government laboratories and academic researchers v
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involved in fundamental and applied research on various aspects of the flow, mixture preparation and combustion in reciprocating engines. Chapter 1 considers the fundamentals of spark-ignition, combustion and emissions in conventional port fuel injection engines which are in terms of numbers the preferred powerplant worldwide. Emphasis is placed on the characteristics of the ignition system, the modeling of premixed turbulent combustion, initiation and development of knock and the pollutant formation mechanisms. Chapter 2 describes in great detail the research performed over a period of more than ten years on direct-injection, two-stroke gasoline engines which, despite their obvious promise, never reached production in the automotive market. This chapter also provides detailed information about the various optical diagnostic techniques widely used in the research laboratories of all major automotive companies and universities which, together with computational fluid dynamic (CFD) models, have become standard engineering tools in R&D. Although there are no two-stroke automotive engines driving road vehicles today, the research approach described in Chap. 2 has been instrumental in the development of the four-stroke direct injection engines which appeared in the market in the late 1990s. Chapter 3 presents in its first part an overview of the general features of the first-generation four-stroke DI engines, their advantages as well as their limitations, while the second part focuses on more recent research on the second-generation of stratified DI engines which are entering production equipped with the latest technology of high-pressure gasoline injectors. Details are provided about both multi-hole and pintle injectors operating in the spray-guided concept, and their potential for becoming standard technology is discussed in both naturally-aspirated and supercharged/turbocharged engine configurations. Chapter 4 describes the flowfield in direct-injection diesel engines operating in the presence of swirl, where particular emphasis is placed on the mean and turbulent flow structure around top-dead-center (TDC) of compression as characterised by both laser-based-experiments and CFD predictions. The implications of squish and swirl, as well as fuel injection on combustion are also described and discussed. Chapter 5 provides a comprehensive analysis of the penetration of diesel fuels, sprays and jets under quiescent conditions, in order to avoid the implication of swirl and mean flow-structure on spray development, the subsequent flame initiation and lift-off, as well as the link between mixing-controlled fuel-vaporisation, and combustion under diesel-engine thermodynamic conditions. Chapter 6 complements the previous two chapters by focusing on auto-ignition, combustion and soot and NOx emissions in conventional diesel engines. Emphasis is placed on the factors affecting auto-ignition, its modeling approach, the soot formation and oxidation mechanisms, as well as the practical means for controlling combustion in second-generation direct-injection diesel engines. Chapter 7 presents an overview of the various types of advanced diesel combustion which, at present, are the subject of intense investigation by researchers in both industry and academia. Although HCCI (homogeneous charge compression ignition) is the most well-known form of advanced combustion, it is widely accepted that premixed, controlled-autoignition, low-temperature combustion represents the
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most promising concept for eliminating both NOx and soot emissions in the next generation of diesel engines. Finally, Chapter 8 summarises in the first part the fuel effects on combustion and emissions for petroleum-based hydrocarbon fuels (gasoline and diesel) while in the second part the emphasis is placed on alternative and renewable fuels, including synthetic fuels, that offer promise to be used in reciprocating engines. March 2008
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Chapter 1



Spark Ignition and Combustion in Four-Stroke Gasoline Engines Rudolf R. Maly and R¨udiger Herweg



1.1 Introduction Today, and even more so in the future, significant and simultaneous reductions of emissions and fuel consumption are the key issues in engine combustion. Since the S.I. engine is highly developed already, common trial and error methods alone will no longer be adequate to meet future requirements. Fuel and engine properties form such a complex system of mutually interacting processes that a detailed knowledge of all its properties is required if possible improvements shall be successfully identified, implemented and optimized. Therefore, a close link between practical and theoretical work is mandatory right from the start of conceiving new combustion concepts. New ideas must be complemented with adequate diagnostics to assess benefits or drawbacks and also with models, preferably predictive ones, for guiding and monitoring progress. This chapter presents an overview on where we are today and identifies what we will need for future S.I. engine combustion requiring knowledge both from practical engine work and from fundamental combustion studies. Since there is a wealth of information available in both areas it will be impossible to cover all details explicitly, and therefore, emphasis is placed on main traits. Citations will be made preferably to review-type publications whenever possible facilitating tracing back to older work and retrieving additional in depth information if required. Recommended sources for review-type literature are: Heywood’s text book [1], the journal: Progress in Energy and Combustion Science, the proceedings of the Symposia (Int.) on Combustion and the proceedings of the international symposia on Diagnostics and Modeling of Combustion in internal combustion engines (COMODIA). The paper focuses on the more fundamental aspects since a thorough understanding of the underlying physics
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and chemistry is mandatory to solve the practical problems in front of us. The outline follows the temporal sequence of processes initiated by the ignition system.



1.2 Spark Ignition Good keys to the older literature are the books by Penner and Mullins [2] and by Lewis and von Elbe [3] as well as the papers by M¨uller, Rhode and Klink [4] and by Conzelmann [5]. Most of the subsequent material is based on the comprehensive and most complete review of Maly [6].



1.2.1 Electrical Characteristics Although numerous - apparently different - ignition systems can be found in the literature, both commercial and experimental ones, their principal characteristics are all characterized by the single equivalent circuit presented in Fig. 1.1. The current voltage characteristics of the resulting spark are determined by the actual selection of the circuit components and the driving high voltage signal which both may vary widely. Their specific selection controls formation and properties of the spark plasma and hence the ignitability of an actual ignition system. Since the Transistorized Coil Ignition (TCI) system has an unsurpassed benefit/cost relation it is still the dominating system wordwide. The electrical energy is stored in the inductance of a coil and released comparatively slowly over about 2 ms. Typical Current– Voltage (I–V) and Energy-Power (E–P)characteristics are displayed in Figs. 1.2 and 1.3. We notice a very short (ns) first phase - the breakdown phase - during which the spark current rises to a first current maximum of several hundred amperes. Its peak value is determined by the ignition voltage U0 and the impedance of the near-gap circuit: ZL
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Fig. 1.1 Generalized circuit of ignition systems (non-functional high voltage distribution gap omitted). u H (t): high voltage signal, L c : coil inductance, Rc : coil resistance, Cc : coil capacitor, Z c : coil impedance, Z L : high voltage cable impedance, C L : high voltage cable capacity, Rr : radio interference damping resistor, C p : plug capacitor, L p : plug inductance, SG : spark gap, Rs : current shunt (for measuring purposes only), u(t): spark voltage, i(t): spark current



104



102



103



101



102



Spark current i, A



Spark voltage u, V



1 Spark Ignition and Combustion in Four-Stroke Gasoline Engines



3



u(4 bar) u(2 bar)



100



i(4 bar)



101



10–1



100



10–2 10–10 10–9



i(2 bar) 10–8 10–7 10–6 10–5 10–4 Time after spark onset, s



10–3



10–2



Fig. 1.2 I–V characteristics of a commercial TCI in air at 300 K supplying 30 mJ to a 1 mm spark gap. The pressure of 4 bar corresponds roughly to engine conditions at ignition timing. The ignition voltage U0 is shown at t < 10−9 s



Iˆ B = U0 /Z p ≈ 10 kV/50 ⍀ = 200 A
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Within a few ns the gap voltage drops to very low values of around 100 V. This phase is uniquely determined by the capacitive (C p = 5 − 15 pF) and inductive components (L p + L G ≈ 5 nH) of spark plug and spark, respectively. This phase is followed by a second one - the arc phase - lasting only for about 1 μs. During this time the capacity of the high voltage cable (C L = 40 − 100 pF) and the coil
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Fig. 1.3 E–P characteristics corresponding to the conditions given in Fig. 1.2
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capacity (Cc ≈ 50 pF) discharge through the radio interference damping resistor (Rr = 1 − 10 k⍀) in series with the cable impedance. Hence typical values for the second current peak are: Iˆ B = U0 /(Rr + Z L ) ≈ 10 kV/2 k⍀ = 5 A Finally, a third phase follows - the glow phase - delivering the lion part of the originally stored electrical energy into the spark discharge. In a TCI this phase lasts for several (typically 2) milli-seconds. The peak glow current is mainly controlled by the coil impedance (Z c ≈ 200 k⍀) and decays approximately linearly with time (the logarithmic scales are deceiving on a first glance): IˆG = U0 /(Z C + Z L + Rr ) ≈U0 /Z C ≈ 10 kV/200 k⍀ = 5 mA If the glow current exceeds about 100 mA the discharge may transit into an arc. This occurs for low impedance coils or in Capacitive Discharge Ignition systems CDI - , where the electrical energy is stored in a primary capacitor and the coil is replaced by a pulse transformer. In these cases rapid voltage oscillations may occur due to rapid transitions between arc and glow phases. The three discharge modes - Breakdown, Arc and Glow - are also uniquely characterized by their power and energy release properties. The Breakdown offers highest power levels of up to several megawatts at rather small energy levels (0.3 - 1 mJ in commercial ignition systems). The Arc ranges in between, whereas the Glow discharge operates at lowest power (tens of watts) and highest energy levels (30 - 100 mJ). This is mainly due to its extremely long discharge interval of 1 - 2 ms. Any ignition system is composed of different combinations of these three basic discharge modes and its ignitability depends therefore on the details of the layout of the electrical system. Knowing the plasma physical properties of the three discharge modes - which will be treated in the following sections - the ignition characteristics of any system can easily be deduced from the knowledge of its I–V characteristics.



1.2.2 Spark Plasma Characteristics 1.2.2.1 Pre-Breakdown The initially perfectly insulating gas within the spark gap region is ionized due to the applied spark voltage (≈linear slope, rise times: T C I : 10 kV/ms, CDI: ≈100 kV/ms). The randomly existing starting electrons (≈200 cm−3 , corresponding to 1 electron at any given time in the gap volume of a conventional spark plug with 3-mm electrodes and a 0.7-mm gap), produced by hard background radiation from space and earth - are accelerated towards the anode. If the applied electrical field has reached sufficiently high levels (E ≈ 50 − 100 kV/cm) the accelerated elec-
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Fig. 1.4 Formation of conductive channels in the spark gap due to multiplication processes in electron avalanches at electrical fields E ≈ 50 − 100 kV/cm



trons will electronically excite and ionize the gas molecules by collisions generating radiation and additional electrons and ions which in turn are accelerated, too. Thus the number of electrons increases rapidly very much like in an avalanche. As indicated in Fig. 1.4 the primary electron avalanche may generate secondary avalanches also in the cathode region due to its emission of UV radiation (λ < 300 nm). During the pre-breakdown phase the discharge is dependent on the applied external field. The gas temperature remains near its initial value and the average electron density below n e ≈ 1015 e/cm3 . However, in the electron avalanches (streamers, channels) the electron density may exceed n e ≈ 1018 e/cm3 . This mixed ionization cloud fills the spark gap in all places where sufficiently high field strengths exist. The field depends thus both on the applied voltage as well as on the electrode shape. For very slowly rising voltages the pre-breakdown phase may last for appreciable time intervals (minutes and longer). The faster the voltage rise, however, the higher an effective over-voltage can be achieved rendering the ionization process much more efficient thus shortening the transition time to the sub-μs region. 1.2.2.2 Breakdown Phase The pre-breakdown process becomes self-sustained as soon as enough UV radiation is emitted liberating sufficient photo electrons at the cathode surface. Now the much slower ions are created near enough to the cathode surface to liberate new starting electrons by ion impact onto the cathode surface. An over-exponential increase in discharge current results being assisted by a self-created space charge
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(self-sustained avalanche, leader). In practical cases this transition occurs for pre-breakdown currents in excess of ≈10 mA. Since there is no current limiting mechanism in the discharge itself the spark current rises within nanoseconds to values of hundreds or thousands of Amperes until a further increase is limited by the impedance of the near-gap circuit (i.e. the spark plug). The spark voltage and the electrical field drop accordingly (breakdown) to very low values of ≈100 V and ≈1 kV/cm, respectively. The minimum energy required for creating a complete breakdown at 1 bar and a 1-mm gap is 0.3 mJ. During the breakdown phase the current confines itself to a region which happens to have the highest conductivity - which is the reason for the statistical location of the spark discharge in the gap region and the origin of the statistical fluctuations in the breakdown voltage - leading to extreme current densities in excess of 107 A/cm2 in this spark channel with an initial diameter of about 40 μm. The electron density rises up to 1019 e/cm3 so that an efficient energy exchange via Coulomb forces takes place. In consequence electrical energy will be transferred very efficiently from the plug capacitor to the electrons and ions inside the spark channel. In consequence extremely high degrees of ionization and electronic excitation result as well as a fast heating of the gas to temperatures of up to 60,000 K. Details are presented in Figs. 1.5 and 1.6. Due to the high degree of ionization enormous amounts of energy can be stored rapidly in the channel in form of potential energy being slowly released much later in form of thermal energy over tens of micro-seconds. This is illustrated in Figs. 1.6 and 1.7 showing composition and specific heat, resp., of spark plasmas as function
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Fig. 1.5 Spark plasma parameters of a breakdown in air at 300 K, 1 bar and a 1-mm gap. Duration of the breakdown current: 10 ns. E el : electrically supplied energy, Te : electron temperature, Tg : gas temperature, n e : electron density, p: over-pressure and d: diameter of the spark channel, respectively
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Fig. 1.6 Composition of a spark plasma in air as computed for an ideal gas in thermodynamic equilibrium for 1, 10 and 100 bar (top to bottom) [7]



of temperature and pressure [7, 8] so that the plasma properties are fully characterized in combination with the data given in Figs. 1.10 and 1.12. The computed plasma data agree well with the measured data presented in Fig. 1.8. where the sum of the dissociation and ionization energies of all plasma
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Fig. 1.7 Specific heat of a spark plasma in air as computed for an ideal gas in thermodynamic equilibrium in the range 1 – 100 bar [7]



particles is represented by the term potential energy. The peaks and valleys characterize the stepwise onset of different energy transfer processes. The high over-pressure (> 200 bar) in the spark channel causes its supersonic expansion and the emission of a spherical shock wave. The shock energy is regained, however, prior to ignition so that a large, toroidal plasma kernel (diameter at 50 μs : ≈2 mm) is created with very steep gradients, a structure being most favorable for 400
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Fig. 1.8 Temporal redistribution of the electrically supplied energy in a breakdown phase from initially potential energy (dissociation, ionization) into thermal energy
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Fig. 1.9 Computed pressure profiles of a spark plasma in air at 1 bar and 300 K as initial conditions. Ignition system: breakdown phase: 0.275 mJ with a subsequent glow current decreasing linearly within 1 ms from 100 mA to zero. [7]



ignition (see Figs. 1.9 and 1.12). This ideal structure is caused by the strong shock wave transporting internal plasma mass to the plasma surface and by the rarefaction wave propagating into the plasma center. The model results in Fig. 1.9 corroborate
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Fig. 1.10 Measured histories of the maximum gas temperature in different discharge modes (ignition systems). (a): CDI, 3 mJ, 100 μs; (b): Breakdown, 30 mJ, 60 ns; (c): CDI plus superimposed constant current (2A) Arc, 30 mJ, 230 μs; (d): CDI plus superimposed constant current (60 mA) Glow discharge, 30 mJ, 770 μs
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Fig. 1.11 Computed temperature histories of spark plasmas in air with 1 bar and 300 K as initial conditions. Ignition systems: a: 0.275 mJ in the breakdown phase; b, c: same as a with a subsequent glow (b) and arc (c) current decreasing linearly within 1 ms from 80 mA and 300 mA, resp., to zero. [7]
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Fig. 1.12 Measured temperature profiles TB , TA and TG for breakdown, arc and glow discharges, resp., in air at 300 K, 1 bar for a 1 mm gap. Due to different power levels the final profiles will be reached at different time intervals. The breakdown profile is shown at ceasing over-pressure in the spark kernel. r B , r A , r G : hypothetical kernel radii for an assumed flame temperature of 2000 K [10]
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Table 1.1 Energy balance for Breakdown, Arc and Glow discharge plasmas under idealized conditions using thin electrodes Radiation losses Heat conduction Total energy losses Total spark plasmaenergy



Breakdown



Arc



Glow



>100μs irrespective of the initiating discharge mode. Differences exist, however, in the size of the reacted volumes: initially larger spark kernels produce also larger flame kernels and higher amounts of burnt mass at any given time. To measure flame kernel evolution consistently with adequate temporal and spatial resolution, simultaneous high speed Schlieren filming along two orthogonal axes has been proven to be the method of choice. The subsequent contributions are taken from the extensive and consistent work of Herweg [12, 13] covering both experimental and modeling aspects. A specially designed pancake type side chamber with a strong swirl was used to provide arbitrary values for mean flow U and turbulence levels u’ simply by selecting appropriate spark plug locations. Propane-air mixtures were chosen to avoid additional effects as incomplete evaporation of fuel droplets or incomplete mixing. For further details see e.g. [13]. The electrical characteristics of the commercial TCI used in Herweg’s experiments are given in Fig. 1.19. The linear display clearly shows re-striking due to flow effects: multiple jumps in the voltage trace. These jumps are caused by the lower restricting spark voltage of a new spark shortcutting the preceding hairpin structure. The voltage rise associated with the stretching of the spark channel due to a crossflow can conveniently be used to measure the momentary flow velocity at the spark plug location: the rate of increase in the spark voltage is directly proportional to the flow velocity [14]. Figure 1.20 provides a close-up view on flame kernel evolution in an operating engine. We notice a smooth spark dominated expansion up to to 200μs when the mean flow begins to push the spark kernel towards the ground electrode. Flame
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Fig. 1.19 Electrical parameters of the TCI at 1,000 rpm as used in the propane-air operated S.I. engine being referred to in the subsequent figures. Mean cross flow velocity in the spark gap: 12.5 m/s [13]



wrinkling starts around 330 μs and by 1 ms the discharge has been moved out of the gap. A more detailed insight into the important interactions between a spark plasma and a cross-flow is presented in Fig. 1.21 showing the wide range of transport and flame wrinkling effects by cross-flows.



Fig. 1.20 High speed Schlieren film of ignition in a propane-air operated S.I. engine, φ = 0.77, TCI, ignition timing 30◦ bTDC, pancake chamber, 1,500 rpm. Numbers indicate time in ms after spark onset. 1 ms corresponds to 9◦ crank angle [13]
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Fig. 1.21 High speed Schlieren film of ignition in a Propane-air operated S.I. engine under different flow and turbulence conditions, φ = 1, TCI, 0.5 ms after spark onset, pancake chamber. The numbers indicate the mean flow velocity at the spark gap. The corresponding turbulence intensities are: 1,56; 0.78 and 0.52 m/s, respectively



Figure 1.22 exemplifies that flame kernels in leaner mixtures exhibit a higher degree of wrinkledness than in stoichiometric ones since the burn rates are lower than the wrinkling rates due to turbulence. Therefore wrinkles are formed faster than they can burn out. One notices also that the oldest part of the spark kernel (head of the cornucopia-like hairpin structure) is reacting fastest because it contains the accumulated energy of the breakdown, arc and early glow discharge phases. The “legs” of the hairpin are generated by the late glow discharge alone at low energy and power levels producing low temperatures and levels of dissociation (i.e. less reactive conditions). Nevertheless ignition - especially of lean mixtures - benefits from the continued late energy supply by a TCI whereas the short CDI spark is unable to create a selfsustained flame kernel at high flow velocities (see Fig. 1.23).



1.2.4 Flame Kernel Modeling As shown in the preceding sections, modeling of flame kernel formation requires a simultaneous treatment of detailed spark physics, chemical kinetics and fluid dynamic interactions. Since detailed modeling of the spark physics is still under development, most published models are based on chemical kinetics - often using only a one step reaction - and the first law of thermodynamics. Fluid dynamic aspects are included more and more (e.g. [16, 17]) although still in an inadequate
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Fig. 1.22 High speed Schlieren film of ignition in a propane-air operated S.I. engine, λ = 1/φ, TCI, ignition location near the cylinder walls, ignition timing 10◦ bTDC, pancake chamber, 1,000 rpm, part load. Time is in ms after spark onset. 1 ms corresponds to 6◦ crank angle



way. Turbulence (i.e. u’-effects) are sometimes cared for but rarely is the convection of the kernel by cross-flows accounted for nor the straining of the developing flame front. Also the importance of length and time scale effects is often neglected although it is obvious that the wrinkling of a small spark kernel can be accomplished only by scales being smaller than the kernel radius and - equally important - in time scales commensurate to flame kernel speeds. More and more progress is made, however. Here we follow the approach of Herweg [15] which includes all important effects into a consistent model for flame kernel formation. The paper also gives an extensive literature review and many useful examples of possible treatments of the plasma physics and the fluid dynamics. The model is based on the thermodynamic system shown schematically in Fig. 1.24. For simplicity reasons a 1D formulation is used which, however, may easily be extended into a 3D version. Here only the general outline will be presented. Fixing the coordinate system to the center of gravity of the flame kernel, the enthalpy change of the system is given by the change in internal energy U and the volume work of expansion: d HK = dt



dh K dm K dp d dU d VK (1.1) (m K h K ) = m K + hK = +p + VK dt dt dt dt dt dt
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Fig. 1.23 High speed Schlieren film of ignition in a propane-air operated S.I. engine showing the effect of a TCI (60 mJ, 1.5 ms) and CDI (6 mJ, 0.1 ms) ignition system, λ = 1/φ, ignition location near the cylinder walls, ignition timing 10◦ bTDC, pan cake chamber, 1,250 rpm, part load. Time is in ms after spark onset. 1 ms corresponds to 7.5◦ crank angle



The change in internal energy is given by: d EZ d Q Ch d QW V dV dU = + − −p , dt dt dt dt dt



(1.2)



with E pl the effective energy transferred into the plasma, Q ch the heat of reaction and Q wv the sum of all heat losses to electrodes, walls, etc. Since the flame speed develops on the moving plasma surface of the expanding plasma kernel the effective mass burn rate will be: dm K = dt



d(ρ K VK ) d VK dρ K = ρK + VK = ρu A K (St + S Plasma ) , dt dt dt



(1.3)



and the effective expansion rate of the flame kernel: dr K 1 d VK = = dt A K dt



ρu VK (St + S Plasma ) + ρK AK







1 dTK 1 dp − TK dt p dt



 (1.4)



Rearranging and reordering results in 3 differential equations to be solved simultaneously:
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Fig. 1.24 Schematic of the thermodynamic system used for modeling ignition by a TCI under engine conditions. Unburned mixture properties: Vu , pu , Tu , ρu ; flow properties: U, u  ; integral length and integral time scale: L , tt ; integral flame kernel length and time scale: L k , tk ; flame kernel properties: Vk , pk , Tk , m k ; Plasma properties: V pl , p pl , T pl ; Energy terms: E el , E pl , E ch ; energy/mass fluxes: d Hk /dt, d E el /dt, d Q ch /dt, d Q wv /dt, pd Vk /dt, dm k /dt; spark gap, flame kernel surface, strain rate, plasma speed, turbulent burn rate and wall temperature: dg , Ak , K , S pl , St , Tw



dh K [h b − h K ] ρu A K (St + S Plasma ) = dt ρ K VK   d EZ d QW V 1 dp 1 − + + ρ K VK dt dt ρ K dt



(1.5)



ρu 1 dρ K d VK = A K (St + S Plasma ) − VK dt ρK ρ K dt =



dr K = dt



ρu A K (St + S Plasma ) + VK ρK







1 dTK 1 dp − TK dt p dt



1 d VK ρu VK = (St + S Plasma ) + A K dt ρK AK







(1.6)







1 dTK 1 dp − TK dt p dt



 (1.7)



To provide the required data for the energy terms and the propagation speeds the following approaches were chosen. The time dependent increase in plasma energy is the sum of all energy inputs by breakdown, arc and glow phases as well as the chemical energy of the mixture mass contained inside the plasma kernel:
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E Pl = E B + η A E A + ηG E G + E ch The coefficients ηa , ηG account for the low energy transfer efficiency of the arc and glow and - for the sake of simplicity - also for the fraction of the total energy actually available in the plasma surface sheath. Since the TCI is predominantly a glow discharge its time dependent Gaussean temperature profile is calculated by the heat conduction equation in cylindrical form with the rate of plasma energy supply as an input: p P ⭸TPl = a ΔT + = a ΔT + , ⭸t ρ cp ρ c p V Pl 



⭸TPl = a¯ ⭸t



⭸2 TPl n ⭸TPl + 2 ⭸r r ⭸r



 +



η B,G U (t) I (t) , ρ¯ c¯p π r E2 del



(1.8)



(1.9)



The plasma speed S pl is derived by differentiating the resulting r (t) at the point of inflexion. The heat losses to the electrodes - later also the additional losses to the combustion chamber walls - are calculated from: Q W V = h FW all [TK − TW all ] ,



(1.10)



Following Bray [18] the strained turbulent burning velocity is: St = I0 SL + 2 [DT W ]1/2 ,



(1.11)



The strain I0 is calculated for a Lewis number of 1 (typical for practical flames) based on the principles given by Law [19] to:  I0 = 1 −



δl 15 L



1/2 



u Sl



3/2 −2



δl 1 dr K Sl r K dt



(1.12)



with the laminar burning velocity data for propane taken from G¨ulder [20] with the coefficients Sl0 = 48 cms; α = 1.77; β = −0.2; f ≈ 1:  α  β Tu p Sl = Sl0 (1 − f F), (1.13) T0 p0 The reaction rate W is calculated using a modified BML model [18] to account for moderate (1 < u  /Sl < 10) and low (0 < u  /Sl < 1) turbulence conditions prevailing under engine conditions since the standard formulations (u  /Sl −→ ∞) for u  /Sl proved to be inappropriate. The reduced length and time scales at the kernel surface are computed from turbulent diffusion predicting as reasonable exponential correlation coefficients:
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  r  K L K = L 1 − ex p − L  t K = tt



(1.14)



⎞⎤ ⎡ ⎛  1/2   ¯ 2 + u2 U + S l t ⎟⎥ ⎢ ⎜ 1 − ex p − = tt ⎣1 − ex p ⎝− t ⎠⎦ (1.15) tt L



Pulling the expressions together one obtains for the strained, size dependent turbulent flame speed of a developing flame kernel: (with flame holder effect at the spark electrodes) ⎛ St 1/2 = I0 + I0 Sl



 1/2 ⎞1/2 U¯ 2 + u  2 ⎜ ⎟ ⎝ ⎠ 1/2 U¯ 2 + u  2 + Sl (1.16)



1/2   5/6    r 1/2  u t 1 − ex p − 1 − ex p − t L tt Sl (without flame holder effect at the spark electrodes)  1/2   r 1/2 St u 1/2 1 − ex p − = I0 + I0  Sl u + Sl L   1/2   5/6 t u 1 − ex p − t . tt Sl



(1.17)



where the terms from left to right account for strain, effective turbulence, integral kernel length scale, integral kernel time scale and for fully developed flame propagation. Modeling results are presented in Figs. 1.25–1.32 and compared to experimental results. For all operating conditions: low and high loads, low and high engine speeds (and flow fields), long and short duration ignition systems (TCI, CDI), low and high ignition energies and stoichiometric or very lean mixtures an excellent agreement between model prediction and engine results has been found. This indicates that the presented flame kernel model captures virtually all relevant conditions occurring in S.I. engines. From spark onset to about 200 μs the flame speed drops from very high values (plasma supported reactions) to a minimum. This minimum is the result of the opposing effects of the decaying support by the spark plasma and of the increasing influences of strain, flow / turbulence and laminar burning velocity. The influences of the flow field increase with time due to the flame speed dependence on the effective integral length and time scales controlling size and life time of the flame kernel. The data corroborate also the importance of including U to account for the hairpin structure of glow discharges in flows. For radii < 1 mm the flame
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Fig. 1.25 Central ignition. Comparison of modeled (left) and measured (right) flame speeds versus time of TCI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm



Fig. 1.26 Peripheral ignition. Comparison of modeled (left) and measured (right) flame speeds versus time of TCI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm
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Fig. 1.27 Central ignition. Comparison of modeled (left) and measured (right) flame speeds versus kernel radius of TCI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm



Fig. 1.28 Peripheral ignition. Comparison of modeled (left) and measured (right) flame speeds versus kernel radius of TCI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm
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Fig. 1.29 Central ignition. Comparison of modeled (left) and measured (right) flame speeds versus time of CDI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm



Fig. 1.30 Peripheral ignition. Comparison of modeled (left) and measured (right) flame speeds versus time of CDI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm
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Fig. 1.31 Central ignition. Comparison of modeled (left) and measured (right) flame speeds versus kernel radius of CDI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm



Fig. 1.32 Peripheral ignition. Comparison of modeled (left) and measured (right) flame speeds versus kernel radius of CDI initiated flame kernels in a propane-air operated S.I. engine showing the effect of engine speed and equivalence ratio (λ = 1/φ). High swirl pan cake chamber, ignition timing: 10◦ bTDC, engine speeds (top to bottom): 1,250, 1,000, 750, 500, 300 rpm
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kernel growth is dominated by the properties of the ignition system and its power input. The flame speed minimum occurs at r ≈2 mm and is determined by a balance between Sl and the strain rate since turbulence effects are still small. For 2 mm < r < 10 mm the flame kernel acquires the properties of a fully developed flame. It is important to note that the local conditions at and around the spark gap determine flame kernel growth not the global ones!



1.2.5 Outlook for Spark Ignition Increasingly more stringent exhaust emission regulations, the efficient implementation of which must be guaranteed by on-board-diagnostics and the need to improve the fuel efficiency still further impose more severe requirements on ignition systems for conventional well premixed S.I. engines than in the past. There will be a general demand for a higher performance at lower cost, less weight, less space requirements and preferably additional functions. Energy consumption should be minimal at 100% reliability and ignition probability without a need for maintenance or plug replacement. The outlook to meet this requirements is good as pointed out in a recent review by Maly [21]. Ignition systems for GDI engines will have to cope with incomplete mixing, presence of fuel droplets in the spark gap region and plug fouling due to soot formation. There is also a demand for higher ignition energies to meet lean mixture conditions better. These contradicting demands may be met with new smart ignition systems exploiting still unused potentials in spark physics, combining at least: 1. specially designed long life spark plugs, 2. adaptive multiple sparking and 3. ion current sensing via the spark plug. Tendencies for such developments can be observed already in the open literature. The life time of a spark plug may be increased by a: elimination of any arc phases, b: reduction of the peak currents and the discharge duration, c: diverting the discharge current to parts of the electrodes where erosion is permissible. The insert in Fig. 1.33 shows the principle of a long life plug. Small anchor spots (1) made of materials with high work function and low evaporation rates (e.g. Pt) sit on electrodes made of materials with inverse properties (e.g. CrNi) and determine ignition voltage and ignition location. This combination of materials forces the initial breakdown to occur at the anchor spots and the subsequent discharge modes to move immediately over to the base electrode designed to have enough material to sustain continued erosion over the desired life span of the plug. Conductive deposits on the insulator may be cleaned by occasional surface sparks over the auxiliary gap (4). The benefits of such a design are clearly demonstrated in Fig. 1.33. As shown schematically in Fig. 1.34 a conventional TCI always delivers the maximum ignition energy although the engine most often does need much less. If the total energy is split into a number of energy parcels, each delivering the
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Fig. 1.33 Useful plug life with a standard TCI as measured in a vehicle under real road conditions. a: standard spark plug, b: specially designed long life spark plug. Insert shows schematically a long life plug design. 1: anchor spots, 2: spark gap, 3: planned erosion areas, 4: auxiliary surface spark gap for insulator cleaning [21]



minimum energy required for ignition (e.g. 5 mJ) an ignition concept with minimum weight and volume may be conceived combining minimum erosion with 100% ignition probability. After delivering the first energy parcel a suitable combustion sensor performs an inflammation check. If inflammation was unsuccessful another parcel will be delivered and so on until successful ignition and self-sustained flame



Fig. 1.34 Schematic voltage-time diagrams for a: a standard TCI (1) and b: an adaptive multiple spark ignition system with minimum weight/volume and maximum ignitability. 2: minimum energy parcel, 3: ignition sensing, 4: combustion sensing, knock sensing, etc. [21]
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Fig. 1.35 Cylinder pressure and ion current signal as measured via the spark plug in a knocking production type S.I. engine. Ignition timing 15◦ bTDC. Ion current: around I1max indicating flame properties, around I2max indicating heat release properties [21]



propagation are confirmed. Thus it is guaranteed that each cylinder is individually ignited according to its specific demands under all operating conditions. The spark plug itself may be used as a combustion sensor if ion current sensing is applied. Ion sensing can easily be integrated into a suitable ignition system providing detailed information on flame propagation and the thermodynamics of combustion in each cylinder [21–23]. As shown in Fig. 1.35 for a knocking engine, there is a first ion current peak characterizing ignition, inflammation and flame propagation, and a second peak containing details of thermodynamics and combustion including knock. The ion signals may be easily and consistently evaluated by modern electronic control units. Thus future ignition systems may provide multisensing capabilities aside from markedly improved ignition performance at no extra costs. In the contrary, sophisticated engine control becomes feasible requiring no extra sensors apart from an appropriate ignition system. It is believed therefore that the ignition requirements of future S.I. engines regarding reliability, performance and servicing can be met by new systems exploiting still unused potentials in spark physics. This will also lead to lower production and operational costs simultaneously with improvements in product quality and customer satisfaction.



1.3 Combustion in S.I. Engines The homogeneous charge gasoline engine presents - at least in principle - the fewest challenges to understand its combustion process. It has been extensively studied and much progress has been made in recent years in its theoretical analysis, diagnostics and its modeling. Therefore, a wealth of information may be found in the literature. Here we will follow with preference the review of Maly [24] - providing also a
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detailed compilation of relevant literature - and the papers of Weller et al. [25] and Heel et al. [26] which cover the field consistently. Since flow and mixing of fuel and air are treated in Chapter 3 of this book, Section 1.3 will address the current status in S.I. combustion research as a continuation of the flame kernel phase being treated in Section 1.2.3. Although the charge is not truly perfectly mixed, it is safe to treat combustion in current S.I. engines as a homogeneous, premixed turbulent flame. Its properties are different, however, from burner flames due to the high pressure conditions in an engine and the instationarity of the whole combustion process.



1.3.1 Diagnostics Since turbulent engine flames propagate under high pressure (O: 1–5 MPa) special diagnostic tools have been developed to access key features for the analysis of their properties. The results are used to optimize combustion schemes in transparent engines as well as to derive and validate better models. Aside from conventional visualization by still photos or high resolution movies using schlieren- or shadow-graphy [27] and standard test bench tools, dedicated non-intrusive laserbased imaging techniques are now available for measuring flame structure, temperatures, concentrations, radicals, flow fields and turbulence. Cycle resolved flame structures are most easily obtained by Mie scattering from seeding particles being added to the intake air and a laser sheet technique with a copper vapor laser [28, 104]. Single images from individual cycles may be recorded by LIF of fluorescent HC molecules which happen to be present in the fuel [29], or more reliably, by LIF of oxygen-insensitive dopants e.g. ketones, added to the fuel [30–32]. Rayleigh measurements are also possible, but require, difficult to satisfy dust- and particle-free conditions [33]. Flame thickness and integral scales of wrinkling are easily retrieved by image processing techniques [34, 35] (see Fig. 1.36). Fractal analysis has been tried but produce excessive scatter in the data, especially in single shot applications, and no physical insight. Even in ensemble averaged measurements neither the postulated inner and outer cutoff scales nor the slope can be extracted unambiguously. Direct temperature imaging in engines is still not possible. A 2-line OH-thermometry was proposed [36] but since this method is linked to the presence of OH it also will not be generally applicable. Indirect means as Rayleigh scattering can be useful under special conditions [33]. It is the only technique available, however, to measure - indirectly via density changes - 2D temperature fields in engines [37–39]. Single shot CARS is applicable for temperature and concentration measurements outside flame fronts but the lacking resolution below 1,000 K and the fact that it is a point measurement limits its use for engine applications severely. Concentration of gases and fuel are easily imaged now by LIF techniques. If the laser is tuned to specific wavelengths, molecules as O2 or radicals as OH [33], [44, 40], NO [37, 39], CH or intermediates as HCOH [41–43] can be readily measured qualitatively, in some cases also quantitatively. At high pressures as in engines (p > 10 bar) the NO cannot be excited through the flame front with wave-
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Fig. 1.36 Integral length and time scales of flame wrinkling measured in a fired optical S.I. engine. CR 10:1; propane-air; φ = 0.66; quarter load [34, 35]



lengths below 210 nm because of strong absorption by reaction intermediates. Using a wavelength of 248 nm provides, however, good results under well mixed S.I. engine conditions. [38, 49]. Due to radiation quenching, absolute LIF data are difficult to obtain, but since LIF measurements are often used for relative model verification or for the analysis of relative spatial distributions, this is no general drawback. Used in combination with additional diagnostics or with models, LIF constitutes a very powerful tool for practical and theoretical work. In Figs. 1.37 and 1.38 examples are shown of
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Fig. 1.37 LIF images of the OH distribution in a laser sheet through - left to right - a propagating (φ = 1), a lean (φ = 0.77) and a partially quenched flame ( φ = 0.67). 500 rpm, propane-air, quarter load. Quenching occurs last inside inlets [40, 44]



measured OH as well as NO and simultaneous temperature distributions in engine combustion. Flow fields in fired engines are readily measured now by 2D PIV techniques either single shot [45, 46], cycle resolved using copper vapor lasers by a movie PIV [47] or even 3D [48]. The cross correlation technique with image shifting is



Fig. 1.38 Simultaneously single shot measured NO - left side - and temperature distributions - right side - in an optical S.I. engine operated on propane-air mixtures. Quarter load, 1,000 rpm, φ = 1, ignition timing 20◦ bTDC, measuring timing 8◦ bTDC [38]
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to be preferred for its significantly higher accuracy and resolution. Thus detailed information on flow structure, time dependence and scales can be obtained under realistic conditions even in single shots. These 2D techniques favorably support the well established point measuring techniques LDV and PDA. Although some diagnostic tools are still qualitative in nature all necessary instrumentation is now available for detailed combustion imaging and analysis especially if combined with suitable modeling efforts.



1.3.2 Reaction Kinetics Knowledge in this field and computing power have progressed to a point where even large detailed kinetics may be used for engine combustion [50–52] so that reduced mechanisms with questionable accuracy can be avoided. However, although computing times are still unacceptably long for practical applications, fundamental studies may be carried out providing a deeper insight into pollutant formation processes. Detailed reaction mechanisms may be automatically generated for large molecules so that realistic fuels are becoming tractable [53]. There are many mechanisms available in the literature being updated regularly. Good results for NO and soot calculations have been obtained with the recent mechanisms of Bowman et al. [54] and Mauss [55]. To shorten computing times the detailed chemistry can be stored in libraries or tailored to demand by automatic reduction [53]. A promising approach appears to be the method of Intrinsically Low-Dimensional Manifolds [56, 57], however, little information is available on how these approaches perform in practical cases. Available evidence indicates a very limited applicability to engine conditions, difficulties in treating wide φ-ranges and very high computing costs. Since detailed chemistry is predominantly needed for computing formation and depletion of pollutants, simple or reduced chemistry may readily be used for heat release calculations. An overview on reduced mechanisms for hydrocarbons can be found in the book of Peters et al. [58]. An assessment of the applicability of the current reaction kinetics mechanisms to practical cases is a follows [59]: • fuels: very well: paraffins, straight, branched and NOx chemistry, good: olefins, alcohols, fair: oxigenated hydrocarbons, ethers, epoxides, bad: aromatics, • processes: well theoretically: laminar flames, ignition in shock tubes, flow reactors, static reactors, well practically: detonation, still difficult: pulsed combustion, turbulent flames, furnaces, burners, combustion in engines. Aside from the need for fast but accurate kinetic schemes there are more problems to be solved for gasoline fuel kinetics: extension of the kinetics beyond C8 molecules, inclusion of olefins and aromatics and methods to handle multicomponent mixtures - containing at least some typical components. On the application side, time efficient and accurate models are needed for treating NOx-formation and -reburn, post flame and exhaust pipe UHC oxidation as well as kinetics of
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additives. Currently available mechanisms ending with Heptane/Octane can be used with acceptable results, however, until better mechanisms become available.



1.3.3 Turbulent Flame Propagation In Fig. 1.20 it had been shown that a flame kernel develops a wrinkled surface structure which becomes the more wrinkled the larger the burned region is growing. The continuation of this process is presented in Fig. 1.39 showing now a fully developed propagating engine flame. In Fig. 1.39 a special technique has been used to force a 2D representation of flame propagation: the clearance height of the combustion chamber was reduced to below 1 mm. The results obtained thereby support the commonly accepted picture of an engine flame as being a very thin discontinuity separating the burned from the unburned region. The width of this transition zone, i.e. the flame thickness δl of the flame front is thinner that the smallest turbulence eddies δl < l K where l K = Kolmogorov scale, so it will not be influenced by turbulence directly. Therefore, the rate of converting unburned mass into burned mass can be described by the laminar burning velocity Sl which represents the combined effects of all laminar reaction processes occurring in the flame front (e.g. chemical reactions, transport processes, etc.). Since normally the characteristic time scale of laminar burning tl = l/Sl ≈ 40 μs is much smaller than the characteristic turbulence time tt = L / u  ≈ 1ms, with tt rotation time for an eddy of the size of the integral length scale L, chemistry and turbulence effects may be decoupled. Chemistry is treated as being so fast that propagation of the turbulent flame front is governed by the properties of the flow field. Due to the temperature increase in the burned region the observable laminar flame speed is:



Fig. 1.39 Structure of a turbulent flame front measured in a pancake type S.I. engine operated on 80 RON gasoline. CR = 10:1, 1,000 rpm, full load, φ = 1, ignition timing 14◦ bTDC. Left frame: 4.8◦ aTDC, right frame: 5.9◦ aTDC [42]
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Fig. 1.40 Schematic representation of the structure and the relevant quantities in a turbulent engine flame



νl =



Tb ρu = Sl Tu ρb



Simple and accepted correlation functions are available for the laminar burning velocity Sl [see e.g. 80] which work well and are extensively used in simplified engine codes. A compilation of unstrained Sl data of many important hydrocarbons has been provided by Law [60]. In Fig. 1.40 a schematic structure of the turbulent engine flame front is presented. Relevant engine data have been compiled into Table 1.3. The interactions of the turbulent flow field with this laminar flame front are: • wrinkling (folding by the full or reduced range of eddy sizes), • straining (lateral stretching of the flame front), • effective eddy sizes (turbulent scales smaller than the dimension of the flame e.g. for flame kernels and for flames approaching a wall - will wrinkle the front, Table 1.3 Typical values (Orders of Magnitude) of quantities characterizing engine flames [62] Property Turbulence Intensity Turbulent Reynolds Number Damk¨ohler Number Karlovitz Stretch Factor Integral Length Scale Taylor Micro Length Scale Kolmogorov Scale Laminar Flame Thickness Laminar Flame Speed Ratio u’/Sl Ratio St /Sl Mean Flame Radius of Curvature Length Scale of Flame Wrinkling



Dimension u’ Rel Da K L lT lK δl Sl



2 m/s 300 20 0.2 2 mm 0.7 mm 0.03 mm 0.02 mm 0.5 m/s 4 4 2 mm 2 mm
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whereas in the inverse case the larger scales will only convect the front without modifying its structure), • curvature (increased / decreased losses at convex / concave sections), • rate of pressure change dp/dt and • rate of wrinkling (response time in instationary turbulence) [61]. The incorporation of all these effects into a full 3D formulation of the Navier Stokes equations in addition to the conservation equations for mass, momentum, energy and chemical species and its direct solution is still outside the current computer capacities. Therefore the turbulent flame propagation is generally viewed as a process propagating proportionally to the flame speed with simplifying assumptions about turbulence interactions. In the simplest case the mean property turbulence intensity u’ is used to characterize the turbulence effects on flame propagation which is quite convenient since it can be accessed by available measuring techniques so that correlation functions may be established readily. For thermodynamic purposes and heat release calculations, correlations of the type:   n u St =1+ n ≈ 5/6...1for unstrained cases and Sl Sl   St u n = I0 1 + A I0 = strainrate, A ≈ 1 . . . 2.5 with straining. Sl Sl are widely used and handle practical combustion problems quite satisfactorily. This is especially true if parameter fitting and/or measured in-cylinder pressure traces are used in addition. Because of its simplicity it has been used in modeling flame kernel formation (Section 1.2.4), incorporating the first three effects listed above which are most important. More complex approaches will be treated in Section 1.3.4. In Fig. 1.41 an overview of published turbulent burning velocities is presented showing a very wide spread which is attributed to experimental problems. The flame kernel model predictions from Section 1.2.4 are included. Since these data have been extensively validated they are considered to be quite reliable. More recent results have been published by Bradley et al. [63].



1.3.4 Combustion Modeling The main effort over the past decades was devoted to the development of multidimensional predictive modeling of flow, heat transfer and combustion in reciprocating engines. Basically, codes were implemented solving the conservation equations governing the physical processes with suitable numerical procedures to provide acceptable accuracy under engine conditions. On the numerical side good progress has been made so that more recently the main focus has shifted towards improving the modeling of the physics and chemistry. Although the turbulence modeling is still not satisfactory and it’s improvement is a major topic in its own right, the
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Fig. 1.41 Published normalized turbulent burning velocities. The predictions of the flame kernel model are included as broken curves: Condition 1: U >> Sl and I0 = 0; Condition 2: U = S − l and I0 = 0. A: Clavin and Williams [64], B: Tabaczynski et al. [65], C: Klimov [66], D: Pope and Annand [67], E: Witze at al. [68], F: Mattavi et al. [69], G: zur Loye and Bracco [30], H: Witze and Mendes-Lopez [70], I: Ho and Santavicca [71]



limiting factors in available codes are the combustion models. This applies both to the conventional ensemble averaged approaches as well as to the emerging LES and DNS activities. Numerous models are still being proposed awaiting validation under realistic engine conditions. Therefore, no extensive discussion of all the different models is in place but rather a more general look into the main issues. It can be safely said that engine flows can be simulated now quite reliably in 3D ensemble averaged formulations using commercial well validated codes (e.g. KIVA, STAR-CD, FIRE, etc.). Realistic complex geometries with moving pistons and valves may be used. The number of grid points required for an acceptable accuracy is in the range of < 1 million which still can be handled although computing times are measured in days rather than hours. It is expected, however, that the rapid increases in computer performance will reduce these still unattractively huge running time expenses in the near future. Mixing in S.I. engines can be handled quite satisfactorily for gaseous components so that modeling of premixed combustion is in a good shape as is shown in Figs. 1.42 and 1.43. Spray injection and spray combustion for the emerging GDIs, however, are still in a developmental stage with urgent need for better models for spray formation,
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Fig. 1.42 Measured (top, LIF, acetone tracer in propane/air) and calculated (STAR-CD) fuel distribution in the square piston engine at 45◦ aTDC in the intake stroke [72, 118]



mixing of sprays and spray combustion. The main issues in modeling S.I. engine combustion are: combustion models, NO formation / depletion, formation / depletion of unburned hydrocarbons (UHCs) and knocking combustion. Topics which have seen major changes recently will be addressed below in more detail. 1.3.4.1 Premixed Combustion Models The existing models fall in three categories: Eddy Break Up (EBU) [74], Thin Wrinkled Flame (TWF) and Flame Area Evolution (FAE) [118]. In the EBU class the local burning rate is assumed to be controlled by small scale turbulent



Fig. 1.43 Measured (left, LIF, 50 cycles averaged) and calculated (STAR-CD) flame propagation in the square piston engine seen through the cylinder wall. Ignition timing: 14◦ bTDC, Frames from the top: 11, 8, 5, 2◦ bTDC, 1,4,7,10,13◦ aTDC. black: unburned, red: burned [73, 118]
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mixing (mixed is burned) with a characteristic time scale related to the turbulence dissipation scale. This assumption is incorrect and leads to concave flame shapes in engines, as shown in Fig. 1.44, in contrast to the correct convex flame front presented in Fig. 1.43. For correct near wall behavior the characteristic burn time should not be equated to the turbulence tt = k/ time but derived from spectral descriptions of turbulence [75, 76] which account for the change in the spectrum of scales during flame kernel formation and on approaching a wall. TWF models [77–79] account properly for the normally thin (of the order of the Kolmogorov scale) and wrinkled flame structure (see Fig. 1.45), the wrinkling being responsible for the increased burning rate over a smooth flame burning at laminar burning velocity. This laminar flamelet assumption has the advantage of allowing detailed chemistry and flame straining effects to be included economically. Unfortunately these models assume that the characteristic scale of wrinkling is proportional to characteristic turbulence scales leading to the same problems as in EBU modeling. The more recently developed FAE models [80, 81] share some elements of the TWF models as the thin flame assumption and the laminar flamelet burning. The local wrinkled flame area is determined, however, by an evolution equation allowing incorporation of turbulence effects as well as effects generated by the flame itself and non-local effects. This type of modeling provides very reasonable results in simulating combustion in S.I. engines as shown in a recent paper [26] where combustion modeling was based on the Weller flame wrinkling model [25, 76]. It



Fig. 1.44 Flame evolution in the same S.I. engine and under the same conditions as in Fig. 1.43 as predicted by the standard EBU model, using tc = tt (characteristic combustion time (turbulence time) [25]
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Fig. 1.45 Single cycle flame contours in a S.I. engine viewed through the cylinder head. Red: burned, Black: unburned. Lower Frame: Measured ensemble average over 50 cycle [38]



provides a transport equation for the spatial and temporal evolution of the wrinkling factor Ξ . The wrinkling factor is defined by: Ξ=



St At = 0 A St



where At and A are the true wrinkled and the smooth projected flame areas, respectively. This ratio is set equal to the ratio of turbulent to laminar unstrained burning velocity. In the most general 2-equation Weller model a transport equation is provided for the spatial and temporal evolution of Ξ . In the results shown subsequently, a simplified 1-equation version was used assuming equilibrium between the production and destruction of Ξ . In this case the local fuel consumption rate is related to the wrinkling factor by: ˙ = ρu Sl Ξ | ∇ b˜ | ⍀ where b˜ is the fuel regress variable (varying from 0 in the unburned to ρu in the burned gases) and ρu is the unburned gas density. The equilibrium Ξ distribution is obtained from the flame speed relation (4b) in the flame kernel model of Herweg in Section 1.2.4. and the laminar flame speed correlation of G¨ulder [20]. More recent data on Sl can be found in a paper by Bradley et al. [63]. I0 accounts for the strain and the exponential terms for the turbulence length and time scale
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Fig. 1.46 Cylinder pressure for base case and various equivalence ratios. Symbols: measurements, Lines: simulation. Lambda = 1/φ. M: measured, C: calculated [26, 118]



effects when the flame kernel (radius r K ) and life time are small relative to the integral turbulent scales L and tt . For fully developed flames the exponential terms tend to 1 and the flame speed ratio becomes: St /Sl = I0 [1 + A[u  /Sl )n ]



A ≈ 1...2.5, n = 5/6...1



Sample calculation results from Heel et al. [26] are presented in Figs. 1.46 – 1.48. showing generally a good accuracy when compared to detailed experimental results from an optically accessible S.I. engine. Mixing and flame propagation data for the same engine have been shown already in Figs. 1.42 and 1.43, respectively. In Fig. 1.49 a vertical view into the engine is shown to complement the data given in Fig. 1.43. It should be noted that there are alternative wholly theoretically based ways of modeling these phenomena such as the spectral approach [81] which have also been successfully used with the 1-equation Weller model [25].



Fig. 1.47 Measured (Rayleigh scattering images) and computed density fields in the vertical bisector plane for base conditions [26, 118]. Insert: plane of interest between the two valves and through the spark plug seen through the cylinderhead of the square piston engine
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Fig. 1.48 Measured (symbols) and computed flame front evolution along the vertical bisector plane at various engine speeds. M: measured, C: calculated [26]



1.3.5 Pollutants Apart from the CO2 emission, the most critical pollutants in gasoline engines are NOx and Unburned Hydrocarbons (UHCs). Although the engine-out emissions can be drastically reduced by the standard Three Way Catalyst (TWC) in-cylinder measures to reduce the fuel consumption usually cause higher engine-out NOx levels which must be reduced by a suitable control of the combustion process. The UHCs need a separate treatment since they originate predominantly in the cold start / warm-up phase [82, 83] where engine and catalyst are still cold, mixing is inefficient and aftertreatment is still inactive as shown in Fig. 1.50. 1.3.5.1 Nitric Oxides (NOx) In NO modeling for engines it is now widely accepted that both thermal (extended Zeldovich) and prompt NO must be accounted for, although pure thermal modeling does provide reasonable results as shown in Fig. 1.51. The shape of the NO curve is typical for engines operated at low speeds and at φ = 1. The NO mass fraction starts to rise around TDC and reaches a maximum at the cylinder pressure maximum which corresponds to the highest temperatures in the engine. Subsequently the NO decreases with decreasing temperature until the temperature has fallen below ≈1,800 K where the NO reduction freezes. The frozen level of NO ≈2,500 ppm corresponds reasonably well with the exhaust data of ≈3,000 ppm. To include pollutant contributions from the flame front and from the burned gases it is attractive to include combined flamelet and PDF sub-models into multidimensional CFD codes; however, no practical results have been published so far. Known results indicate:
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Fig. 1.49 Comparison of ensemble-averaged progress variable distribution in the horizontal bisector plane (seen through the cylinder head of the square piston engine) [27]. Left: LIF measurements, right: simulation [26]



1. prompt mechanisms play a significant role at the lower temperature end, i.e. below ≈1,800 K, 2. fuel chemistry affects NO production, albeit by unknown processes, 3. deposits may lead to higher NO levels due to higher charge temperatures, 4. highly turbulence-enhanced combustion produces comparable NO levels as conventional turbulent combustion. To compute prompt NO requires very detailed kinetic schemes. Good results have been obtained when using the kinetics of Bowman et al. [54] even for computations combining thermal and prompt NO formation. In Fig. 1.52 an example is shown of formation and reduction of NO in the wake of a burning heptane droplet under simulated engine conditions. Since S.I. engines are not fully premixed (see
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Fig. 1.50 UHC emissions during the FTP 75 test. Origin and levels of maximum allowable emissions for TLEV, LEV and ULEV standards [82]
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Fig. 1.51 Computed NO mass fraction and cylinder pressure of an operating S.I. engine. 2,000 rpm, full load, φ = 1, ignition timing: 13◦ bTDC [84, 85]
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Fig. 1.52 Calculated formation and reburning of NO in the wake of a burning 25μm heptane droplet. Cross flow from left to right, droplet at 0:0, simulated engine conditions at the end of injection, 1% O2 . NO is formed in the downstream periphery whereas the NO formed earlier in a cycle (a, b) is reburned in the rich region near the droplet (b, c)



Chapter 1) and may have rich pockets, the incorporation of the prompt mechanisms appears to be mandatory for predictive NO modeling. 1.3.5.2 Unburned Hydrocarbons (UHC) Direct numerical simulation [86, 87] has opened up new insights into bulk and wall quenching of engine flames. The results show that heat losses, curvature, viscous dissipation and transient dynamics have significant effects especially for small scale turbulence. Simplified models have been derived for wall quenching [88] facilitating modeling of UHC from boundary layers in engine codes. Oxidation of UHCs early in the power stroke can be handled by conventional kinetics, whereas late oxidation (crevice out-flows, quench layers, burn-out in the exhaust pipe) occurs at such low temperatures and in a non-premixed oxygen deficient environment where kinetics are still unreliable or not available yet at all. Results from engine tests [90–95] indicate for: • engine-out emissions: 1. During warm-up over the first 30 s about 75% of the emitted UHCs is unreacted fuel dropping to a steady state value of 53% after ≈60 s.
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2. the main components during warm-up are unburned fuel species and reaction products consisting of C2-C4 olefins, methane and acetylene, 3. the specific reactivity right after cold start is due to unburned fuel, 4. the percentage of C2-C4 olefins with high reactivity, and the specific reactivity increase as warm-up proceeds although the total UHC decrease drastically. • catalyst-out emissions: 1. before light-off the C2-C4 olefins, after light-off the unburned fuel species dominate the specific reactivity, 2. hydrocarbons with boiling points lower than the momentary catalyst temperature are hardly present, hydrocarbons with higher boiling points are almost totally absorbed during catalyst warm-up, 3. after catalyst light-off, hydrocarbons with a higher reactivity are oxidized more readily. The ranking of the conversion efficiency is: C2-C4 olefins > alkylbenzenes >> paraffins and benzenes, 4. the equivalence ratio has a significant influence on specific reactivity and mass of toxic air pollutants. The current understanding of the mechanisms leading to UHC emissions from SI engines has been compiled into a complete flow chart presented in Fig. 1.53 clarifying the origins and subsequent processes being responsible for UHC’s from a warmed-up SI engine. Although most of the mechanisms are not rigidly known yet, the chart is an extremely useful guide for the needs both in practical and research work. It is noteworthy that about 9% of the fuel escapes the normal combustion process and causes a loss of 6% in IMEP! Although these figures may vary somewhat in different engines and at other operating conditions they are generally supported by other engine work such as, for example: • in-cylinder measurements of crevice flow and wall layers which are corroborated by LIF images from an optical engine (see Figs. 1.54 and 1.55), • fuel absorption-desorption in oil films (see Figs. 1.56 and 1.57), • effects by piston temperature [94] and exhaust valve leakage [95]. There are also encouraging attempts to model UHC oxidation [97] and effects of engine design parameters on UHC emission [98]. If calibrated for a single operating condition, reasonably good results are obtained for other speeds, loads, air-fuel ratios, EGR rates and spark timings. The model predicts that: • bore to stroke ratio has a small effect, • an decrease in displacement per cylinder increases UHC, • increase in compression ratio or in crevice volume per displacement increases UHC. These results agree well with the proposed mechanisms in Fig. 1.50. The post-oxidation of UHCs is a very complex process being not well understood. There is a real need for more theoretical and experimental work in these areas
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Fig. 1.53 Complete flow chart of normal combustion of gasoline fuel and UHC mechanisms. Numbers indicate the UHC emission index in % fuel entering each engine cylinder, redrawn after [90]



Fig. 1.54 LIF images of unburned hydrocarbons. Top (topland crevice outflow): 0, 20, 40◦ aBDC, bottom (scraping-off of wall quench layer): 60, 100, 120◦ aBDC [72]
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Fig. 1.55 LIF images of unburned hydrocarbons from head gasket and piston rings in the square piston engine. Left: vertical cross section, outflow from the head gasket and the piston ring section at 40◦ aBDC, Center and Right, top to bottom: vertical cross section, outflow from the piston ring section. Frames are taken at indicated degrees bBDC in the expansion storke [96]



Fig. 1.56 Calculated distribution of absorbed hydrocarbons in the oil layer of a S.I. engine. Top row: horizontal (4 cm below the cylinder head), bottom row: vertical cross section through the center of the square piston engine. 1,000 rpm, 2.5 BMEP, φ = 1, spark timing 20◦ bTDC. Left to right: 100, 110, 120 and 130◦ aTDC [99]
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Fig. 1.57 Calculated hydrocarbon quantities obtained by integrating over the entire combustion chamber of the engine. a: evolution of the total mass absorbed in the oil layer, b: total desorbed mass from the oil layer, c: oxidized fraction of the desorbed mass [99]



to provide reliable, physically based sub-models. The predicted desorbed fraction oxidized in Fig. 1.57 is too high (≈75%) when compared to the 30% being estimated on the basis of measured engine data. Nevertheless the crude model used for simulating the contribution from oil layers [99] provides at least some insight into the spatial distribution and a rough estimate on the temporal evolution of UHC sources. 1.3.5.3 Fuel Effects Generally there is little effect of the fuel type on heat release in engines if differences in heat of evaporation, heat of combustion, ignition delay and burning velocities are balanced out by operating conditions of the engine. However, there is a direct effect on pollutant formation and emissions: The fuel properties (structural and compositional characteristics) are still not integrated into the optimization process of engine performance. Ideally, for optimum performance, engine and fuel must be co-optimized simultaneously as a single system. The pressure on reducing pollutants has stimulated practical work in this area prompting also joint approaches in the US and European Auto-Oil programs. Results from this work indicate that the major components in engine-out emissions are linearly related to the concentrations in the fuel, only the minor fractions arise from partially combusted fuel components. There is an effect of fuel structure on combustion chemistry but only a minor effect arising from the engine design. Although results are not always consistent, in summary, the fuel effects on vehicle emissions are:
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• UHC is reduced by: an addition of MTBE, a reduction of the aromatic content or a reduction in T90. The UHC increase if the olefin fraction is increased, • CO is reduced by: an addition of MTBE or a reduction in the aromatics content, • NO is reduced by: an addition of MTBE or a decrease in the olefin or aromatic content. It increases if T90 is lowered or toluene is added. Deposits increase NO because they cause higher charge temperatures. The ambient temperature during the test also affects the results. The percentage increase between 25◦ C and −7◦ C for the whole FTP cycle and for the cold transient portion alone are [100]:
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The relative contribution of the first cold transient phase to the whole FTP cycle is even more dominant at lower temperatures:
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The specific ozone reactivity (SOR), a major concern in atmospheric chemistry, is influenced strongly by the composition of the fuel since aromatics and olefins constitute about 80% of the SOR with aromatics arising predominantly from unreacted fuel. The engine-out SOR is higher than for the unreacted fuel and may be reduced by lowering T90 and the amount of aromatics and olefins in the fuel. No detailed knowledge is yet available about the specific processes causing these changes but they are obviously more affected by design and operational characteristics of the vehicle than by differences in fuel composition. Nevertheless fuel structure and composition affect the formation of pollutants to a significant degree so there is an urgent need to clarify the details.



1.3.6 Knocking Combustion Knock, an irregular combustion feature, limits the maximum compression ratio and hence the efficiency of the engine. It is promoted by end-gas temperature, fuel structures with long chains and residuals carried over from previous cycles. Knock is a complex interaction of auto-igniting exothermic centers and their mutual fluid dynamic responses in the inhomogeneous end-gas. The auto-ignition part is extensively treated and modeled in the literature, and is well understood [53, 101–103]. The low temperature chemistry (< 900 K) is started by the RO2 isomeration processes producing OH radicals by QOOH decomposition
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consuming some fuel and liberating some heat at low rates. Thus slowly a radical pool is built up leading eventually to hot ignition as soon as temperatures above 900 K are reached. This process may exhibit a distinct two-stage ignition behavior and a negative temperature coefficient (NTC) region in the overall reaction. The effect of additives is by way of influencing the OH radical pool: additives increasing the OH production accelerate hot ignition, while additives which remove OH inhibit it. Thus Anti-Knocks (i.e. Anti-Auto-Ignitions) can act either by retarding low temperature oxidation and chain branching or by inhibiting the high temperature HO2 -dominated hot ignition. MTBE and ETBE act in both regimes. In binary mixtures the olefins may act in the low temperature region as radical scavengers and retard the activities of paraffin’s, whereas the paraffin may act as a radical scavenger in the NTC region and retard the activity of olefins. Experimental high pressure data on mixtures are becoming available more and more so it can be expected that realistic fuels may soon be modeled. This chemically based model does not explain, however, origin, strength or variability of the pressure waves in knocking combustion nor the reasons for material damage associated with it. The pressure signals, commonly used as indicators for knock intensity, correlate only very poorly with end-gas temperature - although this should be the prime controlling parameter - and even less so with the mass of unburned fuel at onset of auto-ignition [104]. The reasons have been clarified in recent studies by the fluid dynamic part following auto-ignition [42, 105, 106]: contrary to general assumptions, auto-ignition occurs not uniformly throughout the end-gas region but in localized spots embedded in the inhomogeneous end-gas - in exothermic centers - with specific induction (time to ignition) and excitation times (time of heat release) [107–109]. These centers arise from incomplete mixing and constitute temperature and/or compositional heterogeneities. Transition from autoignition into knock is controlled by the properties of these exothermic centers: size, gradients and spatial distribution in the end-gas [42]. In Figs. 1.58 and 1.59 the transition of low to high temperature chemistry in the end-gas is shown by the formation and disappearance of formaldehyde. The reactions start irregularly in the inhomogeneous end-gas but approach an apparent “homogeneous” concentration (not temperature!) distribution in the negative temperature coefficient (NTC) region since the production rate of centers with lower initial temperature may exceed those being already in the NTC region. Depending on local conditions, some exothermic centers may transit into the hot ignition regime as visualized by the burn-out of the formaldehyde. In Fig. 1.60 data from simultaneous LIF and ultra-high speed schlieren reveal the spatial and temporal evolution of exothermic centers into a spectrum of slow and fast burning centers each showing an individual behavior. In summary there are three different modes of knocking combustion [42, 106]: • deflagation, the most common mode being characterized by small exothermic centers, steep gradients and very weak pressure oscillations. After hot ignition flame propagation is similar to normal flame propagation without causing any knock damage,
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E TC Fig. 1.58 Sequence of LIF images of formaldehyde (green color) formed in the end-gas of a S.I. engine during transition from normal (blue color) to knocking combustion showing endgas inhomogeneity and formation of exothermic centers. Sequence (left to right, top to bottom, timing in degrees aTDC): 2◦ : random beginning of cool flame reactions producing HCOH, 4◦ : spot-wise formation of HCOH (= endgas inhomogeneity), 7◦ : apparently “homogeneous” HCOHdistribution in the NTC regime, and 9◦ : formation of hot flames (burning up HCOH) at exothermic center ETC [72]



ETC



ETC



Fig. 1.59 Simultaneously recorded LIF (left) and Schlieren (right) graphs of formaldehyde. The LIF image shows the formaldehyde concentration formed in the cool flame regime (green) and its burnout in exothermic centers. The schlieren image shows the associated density and/or temperature changes [72]



1 Spark Ignition and Combustion in Four-Stroke Gasoline Engines



55



Fig. 1.60 Evaluated ultra-high speed schlieren movie (750.000 fps) showing spot-wise formation of exothermic centers (ETCs) in the endgas. Most centers (e.g. B) develop into deflagrations whereas the lower right hand side of A transits into a developing detonation. Note the random distribution of ETCs and the pushing back of the regular flame front by the fast pressure rise in the endgas [73]



• thermal explosion, being characterized by large centers with flat gradients. Pressure oscillations are moderate and knock damage is very light if any at all. • developing detonation, the most violent mode occuring rarely but causing intense pressure oscillations and rapid surface damage to materials. It is characterized by medium sized centers having critical intermediate gradients which support the gradual growth of strong pressure waves. This mode is detrimental to the engine. In practice all modes are present simultaneously. During the short excitation time they emit pressure waves which heat surrounding exothermic centers and thus shorten their induction time drastically. In consequence initially mild knock modes may drive other centers into a developing detonation mode directly or by a sort of avalanche effect depending on the statistical temporal and spatial distribution of the exothermic centers in the end-gas. Thus auto-ignition is controlled by temperature, but engine knock and its intensity is controlled by the properties, distribution and fluid dynamic interactions of the exothermic centers in the end-gas. They in turn are
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consequences of preceding mixing processes between residual exhaust, fuel, air as well as cold and hot gases due to heat transferred from chamber walls and valves. The developing detonation mode of knock is associated with very high rates of heat transfer (> 100 MW/m2 ) to the walls causing thermo-shock (Δ TSur f ace > 150 K) which is the prime cause for knock damage. In crevices (e.g. topland region) pressure piling occurs which under special circumstances may lead to excessive mechanical wall loadings causing also knock damage in combination with high heat transfer rates. This combined auto-ignition and fluid dynamic description of knock explains consistently all features known in knocking combustion. All relevant processes are understood and can be modeled satisfactorily. There is a need, however, for reducing the sub-models for detailed chemistry and pressure wave interactions so they can be incorporated time efficiently in 3D engine codes.



1.3.7 Outlook The Gasoline engine of the future will most probably be somewhat different from the engine we know today. The pressing needs to reduce fuel consumption and emissions to ever lower values, are stimulating new, more sophisticated approaches. Since there are several options available it is not clear how these engines will look like. Emerging, very interesting approaches are: GDI and concepts using downsizing, homogeneous lean burn and/or variable valve timing. They have in common that they improve the part load fuel efficiency and need dedicated engine control systems. In combustion the crucial issues remain fuel injection and fuel-air mixing - a field with a serious lack of physical-chemical based models - a fact being well known from Diesel engines - and exhaust aftertreatment. Subsequently a brief outlook on these key issues will be given.



1.3.7.1 Spray Combustion Whereas the numerical aspects of spray modeling are relatively well developed, serious deficiencies exist in modeling the atomization of fuels and the fluid dynamic interactions of sprays with the cylinder charge. The most widely accepted atomization mechanism assumes that liquid fuel is issued from the nozzle as a liquid jet on whose surface instability waves form being amplified and eventually broken up by aerodynamic forces caused by the high relative velocity between liquid and gas. Penetration lengths may be predicted reasonably well whereas droplet sizes are still in poor agreement. Recent studies show, however, that the fuel is already disintegrated when it leaves the nozzle hole. This is assumed to be due to cavitation inside the nozzle. Therefore there is a need for better spray models. Nevertheless the current models may be used - with caution - to promote progress in spray combustion research. As an example in Fig. 1.61 a typical result of simulating Diesel combustion with a modified KIVA II code is shown. The qualitative



1 Spark Ignition and Combustion in Four-Stroke Gasoline Engines



57



Fig. 1.61 Measured (left, 2D 2color method) and calculated (right, KIVA II) soot radiation in a modern Diesel engine [110]



agreement with experimental data is acceptably good and similar results should be expected for Gasoline injection. However, a replacement of the current spray modeling by improved models is required before an acceptable performance can be expected. To assist in this effort new approaches are necessary to provide a better basis for model development. Since predictive spray models have to be rigidly based on the relevant physics and chemistry there is a still unresolved trade-off between the degree of rigidity needed and the computing resources required to provide it. Different attempts exist in the literature to reduce the problems in spray combustion to various degrees of simplification. A very promising approach is the group combustion concept being briefly presented here.



Group Combustion Model for Soot and NO Formation The group combustion model [111] addresses the specific problems in reactive sprays - the interactions of droplets with each other and the gas which have a direct impact on self-ignition, partially premixed and diffusive combustion and, most important, on pollutant formation as NOx and soot. It provides the necessary insight into the controlling processes needed for deriving improved modeling schemes for future engines. The group combustion concept is based on the following principles: 1. The space and time dependent characteristics of the real spray with its hundreds of millions of droplets is replaced by a small representative droplet group (e.g. 20 droplets). This group represents the droplet size distribution, the spatial distribution of the droplets and the interactions with the complex flow field at any location of interest in the spray plume. 2. The complex flow field around and inside a spray is replaced by a local single mean flow vector and an appropriate turbulence intensity which is feasible for a small group of e.g. 20 droplets having a characteristic group size of only 0.2– 0.5 mm under engine conditios.
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3. Heat transfer to and evaporation of each individual droplet are calculated by detailed physics. General transport equations are used both for the liquid and the gas phase which are solved simultaneously. 4. Reactions in the gas phase are treated in two ways: for overview runs a fast one step global chemistry is used for ignition and heat release. For detailed calculations the CHEMKIN [112] code and a modified Heptane kinetic code [55, 113], [114] are applied. The kinetic has been adapted to handle pressures of up to 100 bar [115] and the NO production / depletion by prompt and thermal processes [54]. In Fig. 1.62 a schematic representation of a group combustion model is shown. The interactions within the group are first computed in stage A using a 3D model with detailed droplet properties (variable sizes, locations, speeds and composition), detailed fluid dynamics, detailed droplet heating and evaporation using a one step global chemistry for ignition and combustion [113]. Combustion and pollutant formation are calculated then in stage B by a 1D single droplet model with detailed reaction kinetics to provide combustion and pollutant specifics with initial conditions provided by stage A. Details of the model may be found elsewhere [111], [116]. In Fig. 1.63 model predictions are presented showing that temperatures in a droplet group may vary over wide ranges depending both on time and location in the spray and hence evaporation and combustion are heavily depending on the local conditions. Ignition starts in the wake of the droplet cluster slightly on the lean side where evaporated fuel had the longest time to react. The different inertia of the droplets rapidly leads to a disintegration of the initial droplet structure and generates a complex distribution of the fuel vapor. Therefore widely varying individual conditions for pollutant formation exist at each location in the spray.



Fig. 1.62 Concept of the group combustion model [116]
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Fig. 1.63 Calculated 3D temperature distribution within a group of 10 different heptane droplets (6 × 15, 3 × 20 and 30 μm) at 0, 0.2, 0.3 and 0.4 ms after injection. Initial droplet velocity: 5 m/s right to left, incoming gas flow: 1.25 m/s left to right [111]



The widely different local combustion conditions can provide quite attractive features as shown in Fig. 1.64 where the rich mixture region behind a burning heptane droplet can provide reburning of the NO having been formed earlier in combustion. The figure shows that on approaching the droplet from the right hand side the assumed background level of 2,000 ppm NO is first reduced to NO2 (near 0.01 cm), then new thermal NO is form around the peak temperature region and then all NO is fully reduced very close to the droplet surface and temperatures below about 1,800 K. The same kinetics has been applied successfully also to new denoxing schemes [116, 117]. Since, at present, insights into such details of combustion and pollutant formation can not be gained by other means making the group combustion highly attractive for fundamental studies and derivation of improved spray sub-models.
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Fig. 1.64 Computed NO reburning in the wake of a 25 m heptane droplet in a gas environment with 2000 ppm NO. Engine conditions with 1%O2 . Air flow: 5 m/s left to right. The droplet is at the origin



1.3.7.2 Exhaust Aftertreatment The current most promising approach to reduce the engine-out NOx emissions of future lean burn concepts is the NOx storage catalyst [116, 117]. NOx is adsorbed during the normal lean operation of the engine which is subsequently reduced by a short rich phase. Fresh catalysts show highly attractive conversion efficiencies above 90%. However, its practical application requires a drastic reduction of the fuel sulfur at least below 10 ppm and an improvement of the thermal durability of the catalyst. It is believed that these problems will be overcome by joint efforts of car, catalyst and oil industry so very clean and fuel efficient engines can be realized in the future.
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Flow, Mixture Preparation and Combustion in Direct-Injection Two-Stroke Gasoline Engines Todd D. Fansler and Michael C. Drake



2.1 Attractions and Challenges of Two-Stroke Engines In the mid-1980’s, two-stroke-cycle gasoline engines featuring direct injection (DI) of fuel into the combustion chamber began to receive attention worldwide as passenger-car powerplants [1, 2, 3, 4, 5, 6]. This intense interest came despite the fact that emissions regulations and customer-acceptance issues (e.g., poor fuel economy, smoky and malodorous exhaust, and the need to mix lubricating oil with the fuel) had driven carbureted two-stroke-powered Saab and Suzuki vehicles from the North American and Western European markets in the late 1960’s. Automotive two-strokes also suffered from the unsavory reputation of the East German Trabant and Wartburg vehicles, whose engines survived largely unchanged for fifty years [7]. In the mid-1990’s automotive two-stroke engine efforts waned in North America [8, 9, 10, 11], while development continued for a while in Europe [12, 13, 14, 15] and Australia [16]. However, DI two-stroke (DI2S) engines have been introduced commercially for recreational marine engines [17, 18, 19, 20], motorcycles [21], and personal watercraft [19, 22, 23], and they are under development for scooters [24] and snowmobiles [25]. A DI retrofit kit has also been developed to reduce excessive exhaust emissions and fuel consumption by carbureted 2S engines on light vehicles such as auto-rickshaws in Southeast Asia [26]. Research on DI2S engines continues, with emphasis on emissions mechanisms and control (e.g., [27, 28, 29]). In this chapter, we first discuss the attractions of DI2S engines and then delineate the major development challenges. The bulk of the chapter describes the systematic application of optical and other diagnostic techniques to address these challenges and summarizes the resulting insights. The primary attractions of two-stroke engines are their excellent specific power, comparatively simple design, and low cost. Compared to a four-stroke-cycle engine Todd D. Fansler General Motors Research & Development Center, 30500 Mound Road, Warren, MI 48090-9055, USA Michael C. Drake General Motors Research & Development Center, 30500 Mound Road, Warren, MI 48090-9055, USA
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of the same displacement and combustion stability, two-stroke-cycle engines can provide substantially more output power and smoother operation because they fire twice as often (i.e., once per crankshaft revolution).1 Alternatively, for a given output, a two-stroke engine can be substantially smaller and lighter than its fourstroke counterpart (hence their popularity in motorcycles and snowmobiles as well as in power tools such as chain saws, weed cutters and snow throwers). Smaller, lighter power plants are also attractive for automobiles as fuel-economy and exhaust-emissions requirements become increasingly stringent and as aerodynamics and aesthetics make lower hoodlines desirable. Engines of the type discussed in this chapter – ported two-stroke engines with crankcase-compression scavenging – offer additional advantages of reduced light-load pumping losses, mechanical simplicity, and lower friction compared to conventional four-stroke spark-ignition (SI) engines. The last two advantages result from operation without the usual overhead-valve and lubrication hardware (a small amount of lubricating oil is atomized into the intake air, avoiding the need for a conventional oil pump and oil-control piston rings). The dry-sump lubrication also allows the engine to be mounted in any orientation. To provide a rationale for the studies summarized in this chapter, we first describe key differences between direct-injection two-stroke engines and conventional premixed-charge two- and four-stroke SI engines in terms of flow, mixture preparation and combustion. For details on premixed-charge two-stroke engines, see general engine texts (e.g., [30, 31]), Blair’s two-stroke treatises [32, 33] and Heywood and Sher’s book [34]; for details on conventional premixed-charge fourstroke engines (see [30, 31] and Chap. 1 of this volume). Scavenging is the term used (particularly in the context of two-stroke engines) for the gas-exchange process that removes combustion products from the cylinder and brings in fresh air (or air and fuel in premixed-charge engines). Scavenging is important in all internal-combustion (IC) engines, but it is especially critical in two-stroke engines of the type discussed here because they require this gas exchange to be accomplished without the aid of overhead valves and in roughly half the time available in a four-stroke engine operating at the same speed.2 Figure 2.1 shows a schematic of a two-stroke engine with crankcase-compression scavenging. As the piston rises toward its top-dead-center (TDC) position to compress the charge in the cylinder (Fig. 2.1a), the volume of the crankcase increases (each cylinder has a separate, sealed compartment). The reduced crankcase pressure allows a set of reed valves to open, and fresh air (or air and fuel) is drawn into the crankcase. As the piston passes through TDC during combustion (Fig. 2.1b), the reed valves close, and the descending piston compresses the air trapped in the crankcase. (Typical crankcase compression ratios are only about 1.3–1.5,
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The factor-of-two advantage that one might expect at first glance is not achieved in practice for several reasons, including the lower effective compression ratio at which two-stroke engines typically operate [32, 34].



2



Intake and exhaust tuning effects are very important in two-stroke engines at high speeds and loads and in multicylinder configurations [32, 34], but will not be discussed here.
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Fig. 2.1 Schematic diagram illustrating the scavenging process in a crankcase-compression twostroke engine



which is why these engines have lower light-load pumping losses than four-stroke SI engines.) As the piston descends past the top of the exhaust port (Fig. 2.1c), typically around mid-stroke, the hot cylinder gases blow down into the exhaust port. Shortly thereafter, the compressed gas in the crankcase flows into the cylinder as the descending piston uncovers the transfer ports that are arrayed around the bottom of the cylinder. The transfer ports are usually designed to induce a looping flow, as sketched in Fig. 2.1d. As the piston ascends after bottom-dead-center (BDC), it covers first the transfer ports and finally the exhaust port, after which the charge in the cylinder undergoes compression, ignition, combustion and expansion.
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Even with careful transfer-port design, the scavenging process is generally less effective in crankcase-compression two-stroke engines than in four-stroke engines. Four principal factors contribute: (1) Some of the incoming air (or air and fuel, if the engine is operated on a premixed charge) is short-circuited directly to the exhaust port. (2) The gases from the crankcase typically enter the cylinder as highly transient, near-sonic jets which can strongly mix the incoming and residual gases. (3) The incoming jet flows may interact unstably with each other and with the chamber surfaces. (4) At part load, too little air is admitted to the crankcase to remove all the cylinder contents, so that the engine necessarily operates with a high residual fraction (sometimes >50%) except at heavy load.3 In turn, these factors lead to a number of problems. (1) If the engine operates with a premixed charge (e.g., a carbureted 2S engine), so that the air and fuel both enter the cylinder together from the crankcase, substantial amounts of fuel will short-circuit directly to the exhaust, increasing fuel consumption and producing high unburned-hydrocarbon (HC) emissions and smoke. As much as a third of the inducted fuel can escape to the exhaust in this way. (2) Mixing of incoming gases with the cylinder contents exacerbates the effects of short-circuiting. (3) Flow instabilities can be a source of cycle-to-cycle variation in the composition and spatial distribution of the cylinder contents and hence a source of cycle-to-cycle variation in combustion and emissions. (4) Dilution of the fuel-air mixture by the intrinsically high residual fraction can lead to very poor combustion stability at part load (including “four-stroking,” in which firing and misfiring cycles alternate). Note also that the scavenging process in a crankcase-compression two-stroke engine does not scale even roughly with engine speed,4 unlike the piston-driven gas-exchange process in four-stroke-cycle engines. Short circuiting of fuel to the exhaust can be eliminated almost completely5 by scavenging the engine with air alone and by directly injecting the fuel into the combustion chamber sufficiently late in the cycle so that no fuel can escape before the exhaust port is closed off by the piston [24, 32]. This leads to major reductions in fuel consumption, smoke, and engine-out HC emissions compared to premixedcharge two-stroke engines, and is the major reason for the revival of interest in DI2S engines. Furthermore, direct fuel injection permits stratified-charge operation at part load, in which the fuel is concentrated to form an ignitable cloud near the spark plug even when the quantity of fuel per cycle is so small that a homogeneous fuel-airresidual mixture would be beyond the dilute ignition limit. In the two-stroke context,
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Throttling a crankcase-compression two-stroke engine reduces the amount of air that is admitted to the crankcase and hence that is available to scavenge the cylinder, but throttling only slightly affects the density and hence the mass of the gas that is trapped in the cylinder when all the ports have been covered. Thus throttling primarily alters the residual fraction (and the amount of incoming fuel in a premixed-charge engine).
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This need not be an issue if the two-stroke engine is externally scavenged with a blower driven from the crankshaft. Blower-driven scavenging also permits use of a conventional one-piece crankshaft and wet-sump lubrication.
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Short circuiting can contribute substantially to DI2S engine-out HCs at the heaviest loads where (as discussed momentarily) injection must be advanced substantially [35].
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stratified-charge operation is attractive for three principal reasons: (1) it permits stable operation across the speed-load range (including idle) with load controlled by the quantity of injected fuel rather than by throttling, (2) it permits operation under highly diluted conditions that reduce NOx formation by reducing peak temperatures [35], and (3) it lowers hydrocarbon emissions by reducing or eliminating the need to overfuel the engine for the first cycle (or first few cycles) of a cold start. But stratified-charge combustion, whether in two-stroke or-four-stroke engines, brings its own problems. Over eighty years ago, Ricardo [35] remarked that: working with a stratified charge . . . is possible and the high efficiency theoretically obtainable from it can be approached. The worst feature about it is that, if not just right, it may be very wrong; a small change in form or dimension may upset the whole system. (italics added)



In Ricardo’s day, engine developers were primarily concerned about part-load efficiency, combustion stability, and full-load performance. Today, stringent emissions regulations make stratified-charge operation even more challenging (see Chap. 3 and [37, 38]). Stratified-charge SI engines are generically susceptible to excessive HC emissions at light load (thought to be caused primarily by fuel-air mixture on the periphery of the injected fuel cloud that is too lean to burn6 ) and to high NOx emissions (because some fraction of the stratified charge burns at the stoichiometric air-fuel ratio that maximizes the local temperature and hence NOx production). In-cylinder control of HC and NOx formation is especially critical in stratified-charge engines because their lean, low-temperature exhaust makes catalytic after-treatment more difficult. Furthermore, the wide speed-load range imposed by vehicle driving schedules poses problems of combustion control that are considerably more complex for stratified-charge SI engines in general, and for DI2S engines in particular, than they are for more conventional four-stroke premixed-charge engines. At light load, late injection is needed to concentrate the fuel in a burnable cloud around the ignition site, as already mentioned. At full load, where output power is limited by the engine’s air throughput capacity, the engine needs to operate with a uniform stoichiometric or slightly rich mixture, which requires as much mixing time as possible between fuel injection and ignition. The basic strategy adopted in the experimental program described in this chapter was to vary the charge stratification continuously with load between these extremes. Recent direct-injection four-stroke DI4S engines take a different approach, operating in either highly stratified or homogeneous modes, with the latter including a region of homogeneous lean operation at intermediate loads [37, 39, 40, 41, 42]. In this chapter, we focus on part-load, stratified-charge DI2S operation. The principal challenges for flow, mixture preparation and combustion are then to:
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By contrast, in premixed-charge four-stroke engines (see chapter 1), the dominant HC emissions mechanism is the storage and release of fuel trapped in combustion-chamber crevices, in particular the piston top-ring-land crevice [30].
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1. Scavenge the engine with maximum efficiency and minimum cyclic variation. 2. Control the fuel spray and its interaction with the piston and combustionchamber surfaces and with the in-cylinder air motion to produce a readily ignitable fuel-air-residual mixture at the spark gap every cycle, while minimizing the wetting of combustion-chamber surfaces with fuel, which can produce particulate emissions [43]. 3. Optimize combustion by burning the stratified mixture as completely as possible in order to minimize HC emissions and with optimal phasing relative to piston motion in order to maximize fuel economy. 4. Minimize NOx production primarily by reducing the flame temperature using the maximum charge dilution by residual gases that is consistent with stable combustion and acceptable HC emissions.7 The sensitivity of stratified-charge combustion to small perturbations (particularly in mixture composition at ignition, which will be illustrated in Sect. 2.5.8.1) imposes performance and emissions penalties if these conditions are not met for every engine cycle. This is considerably more difficult than optimizing the multicycle average operation. Furthermore, speed-load transients require carefully controlled transitions in charge stratification and residual-gas content. Except for the first item listed, these same challenges confront four-stroke DI stratified-charge engines, which have once again become the focus of intense development activity (see Chap. 3) and, unlike their prototype predecessors [36, 44, 45, 46, 47, 48], have gone into commercial production [39, 40, 41, 42, 49, 50, 51, 52]. In the remainder of this chapter, we describe a series of primarily laser-based measurements that address these issues and summarize the resulting insights. Specifically, we discuss the application of the following techniques: 1. 2. 3. 4. 5. 6. 7.



Laser-Doppler velocimetry (LDV) Exciplex laser-induced fluorescence (LIF) imaging of liquid and vapor fuel High-speed planar Mie scattering imaging High-speed spectrally resolved imaging of combustion luminosity LIF of commercial gasoline and of isooctane doped with fluorescent markers Heat-release analysis of cylinder-pressure data Individual-cycle exhaust hydrocarbon (HC) emission measurements using a fastresponse flame-ionization detector 8. LIF imaging of NO together with conventional engine-out NOx concentration measurements. These experiments were performed in a series of optically accessible research engines that operated progressively more realistically and that also reflected progress
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In automotive applications, in-cylinder NO formation tends to be intrinsically lower in a twostroke engine because, for a given vehicle power requirement, it operates at roughly half the engine load as its four-stroke counterpart, and NO formation is a strongly non-linear function of temperature and hence of engine load [35].
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in the development of experimental three-cylinder and V6 DI2S engines intended for passenger-car application.



2.2 Optical Two-Stroke Research Engines Over the course of several years, GM’s two-stroke engine program was directed first towards development of a three-cylinder engine for compact passenger cars and later towards development of a V6 engine (Fig. 2.2) as an enhanced-performance option (220 brake horsepower at 5600 rpm) for a mid-size sports sedan. Combustionchamber design, fuel-injection systems and porting all underwent substantial evolution during the course of the program. As is often the case in development programs, the optical research engines did not always fully reflect the current state of the developmental hardware. This situation was due both to hardware availability and to the need to provide optical access to the cylinder, which requires additional design and fabrication effort and which always entails some compromise in terms of engine geometry and operation. The first optical engine to be discussed here (Fig. 2.3) operated only under motored conditions with highly simplified cylinder heads mounted on a commercially available three-cylinder two-stroke crankcase and block whose “Schn¨urle” porting arrangement [32, 53] was similar to that used in the early stages of the threecylinder engine development effort. For LDV measurements of scavenging flows (Sect. 2.3), whose primary emphasis was on the flows entering the cylinder and the formation of the characteristic scavenging loop pattern (sketched in Fig. 2.1), the combustion-chamber geometry was simplified to a right circular cylinder with a flat piston crown and a flat quartz window as the cylinder head (Fig. 2.3a). Backscatter LDV through this window permitted all three velocity components to be measured without modifying the ports to provide optical access (Sect. 2.3.2.1).



Fig. 2.2 GM experimental CDS2 V6 direct-injection two-stroke engine
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Fig. 2.3 Schematics of first two optical engines. (a) Flat-head version used for scavenging-flow measurements. (b) Version with central cylindrical bowl in cylinder head used for liquid/vapor fuel visualization



For spectrally discriminated visualization of liquid- and vapor-phase fuel using exciplex fluorescence (Sect. 2.4), the same engine was reconfigured with a centrally located bowl-in-head combustion chamber that was formed by clamping a quartz ring between the cylinder block and a metal plate in which the fuel injector was mounted (Fig. 2.3b). A metal spacer ring below the quartz ring was used to vary compression ratio. Extensive studies of fuel sprays from a variety of injectors were also carried out with simple off-axis combustion chambers using planar laser Mie scattering together with high-speed film and video imaging. In order to make the most direct use of optical diagnostics in engine development – especially for such design-specific issues as cyclic variability and hydrocarbon emissions – the optical experiments should simulate “real” engine operation as closely as possible. Fuel sprays, mixture preparation, combustion, and emissions formation under realistic firing conditions were studied in a single-cylinder optical research engine (Fig. 2.4a) whose cylinder block, piston, rings, fuel-injection system and lubrication system were all taken from one of the experimental V6 engines. Note that this design follows the spray-guided DISI engine concept (see Chap. 3), in which charge stratification is achieved through close spacing of the fuel spray and ignition in both space and time. To permit high-quality imaging, the rounded contours of the V6 engine’s bowlin-head combustion chamber were modified to a nearly rectangular shape (Fig. 2.4b) and fitted with flat ultraviolet-grade quartz windows that formed two orthogonal sides. The combustion-chamber volume, the chamber-entrance area, the TDC pistonto-head clearance, and the location of the fuel injector relative to the spark plug were the same in the optical and unmodified versions. As discussed in Sect. 2.5.3.2, the optical engine achieved realistic part-load operation as gauged by indicated work, combustion stability, and exhaust emissions.
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Combustion Chamber Profiles Fig. 2.4 (a) Cross-sectional diagram of combustion chamber of realistic Mod-3 optical singlecylinder research engine used for mixture preparation, combustion and HC emissions measurements. (b) Combustion chamber profiles of unmodified and optical engines on enlarged scale



2.3 Scavenging Flow Measurements Using Laser Velocimetry Prior to this work, comparatively little quantitative experimental data were available on flow fields in crankcase-compression two-stroke engines. Systematic laserDoppler-velocimetry (LDV) measurements (velocity–crank-angle histories of three vector components at nearly 200 spatial locations) were therefore undertaken in a representative engine to characterize in detail both the flow entering the cylinder through the transfer ports and the resulting in-cylinder flow field. Full details can be found in [54, 55]. Like all of the diagnostic work discussed in this chapter, the principal goals of the LDV program were to obtain physical insight and engineering guidance, as well as to obtain an extensive data set under well characterized conditions for assessing computational-fluid-dynamics (CFD) calculations [56, 57]. Early CFD work also used the port-efflux LDV data to establish boundary conditions for calculations of the in-cylinder flow field and combustion without modeling the flow through the transfer passages that connect the crankcase to the cylinder [58].



2.3.1 Engine Configuration and Operating Conditions As mentioned in Sect. 2.2, the LDV measurements were performed in one cylinder of a commercially available two-stroke engine. To simulate moderate-load, moderate
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Table 2.1 Specifications of two-stroke optical research engine used for scavenging-flow measurements Number of cylinders Displacement Bore Stroke Connecting-rod length Wrist-pin offset Compression ratio (trapped)



1 0.5 liter 86 mm 86 mm 191.5 mm 1.0 mm 6.5



speed passenger-car operation, the engine was motored at a speed of 1600 rpm and a delivery ratio8 of 0.5. The nominally mirror-symmetric arrangement of the exhaust port and the six transfer ports is illustrated schematically in several of the flow-field representations in Sect. 2.3.3. For engine specifications, see Table 2.1.



2.3.2 Photon-Correlation Laser-Doppler-Velocimetry Both the LDV system and the data-analysis procedures have been described previously in detail [54, 55, 59]. The LDV apparatus (Fig. 2.5) uses conventional
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Fig. 2.5 Block diagram of photon-correlation LDV system
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Delivery ratio, a measure of overall engine air flow through a two-stroke engine, is defined as the fraction of a displacement volume of fresh air at ambient conditions that is delivered to the cylinder each cycle.
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discrete optical components together with photon-correlation signal processing, which permits the desired flow-velocity information to be extracted from very weak (single-photon) signals despite significant stray-light noise (Sect. 2.3.2.2). 2.3.2.1 LDV Hardware As in all dual-beam LDV systems, two coherent laser beams (here from an argon-ion laser at 488 nm) are focused to intersect and form a small measurement volume in a flowing fluid. Minute tracer particles (∼0.5-m silicone oil droplets) scatter light as they cross the interference fringes formed in the measurement volume. The scattered light intensity is therefore modulated at a frequency (the difference between the Doppler-shift frequencies associated with each laser beam) that is proportional to the velocity of the particles normal to the bisector of the intersecting beams. The LDV apparatus (Fig. 2.5) is a single-velocity-component system that uses a backscatter configuration, dual-Bragg-cell frequency shifting to resolve the velocitydirection ambiguity, rapid data transfer to a large buffer memory, and automated, off-line fast-Fourier-transform (FFT) data reduction of the scattered-light intensity autocorrelation functions (correlograms) formed by a real-time digital correlator. The transmitting optics also include collimating lenses to place the laser beam waists precisely at the beam intersection, a Dove prism to rotate the plane of the intersecting beams and thereby change the direction of the velocity measurement, and a beam expander that reduces the final focal diameter in order to increase the signal intensity and improve spatial resolution. To minimize stray-light acceptance and to reduce the effective length of the measurement volume, scattered light is collected about 15◦ off axis and imaged onto a pinhole spatial filter. A photomultiplier tube and signal-conditioning electronics produce single-photon detection pulses of uniform amplitude and duration (10 ns). The entire optical system was mounted on a milling-machine base. With the beam arrangement shown in Fig. 2.5, measuring the x and y velocity components normal to the cylinder axis was straightforward within the interior of the cylinder. To obtain the mean axial velocity Uz  without optical access through the cylinder wall, LDV data were also collected with the incident laser beams rotated 30◦ away from the cylinder axis. The mean velocity component measured with this beam orientation was a linear combination of Uz  and Ux  or U y , from which



Uz  was extracted. Velocity measurements at the port-cylinder interface required that the beams used to measure the x and y components be tilted 5◦ in order to avoid obstruction by the cylinder wall. The beam plane was tilted an additional 30◦ to measure Uz . With careful alignment, useful port-efflux velocity data were obtained within ∼1–2 mm of the piston surface. 2.3.2.2 Photon-Correlation Signal Processing The attraction of photon-correlation LDV is that (at the cost of non-trivial electronics and software effort) it achieves (1) maximal sensitivity by processing the scattered-light signals at the single-photon level to form their intensity autocor-
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relation function (ACF) in real time and (2) maximal efficiency in extracting the desired velocity information by (off-line) Fourier transforming the ACF to obtain the power spectrum of the scattered light. This permits velocity measurements under adverse signal-to-noise conditions where conventional LDV frequency trackers and counters fail. For instantaneous velocity measurements from single particle transits (single-burst operation), performance comparable to photon-correlation processing has recently become available in the latest generation of commercial Fouriertransform and autocorrelation-based real-time processors [60, 61]. However, the photon ACF can also be accumulated over many successive scattering-particle transits, permitting an ensemble-averaged velocity probability density function (PDF) to be recovered from the power spectrum even when the scattered light is too weak for single-burst operation [59, 62].9 This is the data-acquisition mode used here, where high flow velocities (>200 m/s) and unfavorable light-collection efficiency often combined to produce detected signal levels of less than one photon per interferencefringe crossing [55, 59]. 2.3.2.3 Data Acquisition and Analysis All the velocity data were acquired as ensemble averages over many engine cycles at specified engine crank angles. Experiment control and synchronization to the engine cycle is achieved by a custom-built programmable sequencer together with a 0.5◦ -resolution crankshaft encoder and a microcomputer, which also performs offline data reduction. The photon correlator (Malvern K7026) uses a shift-register delay-line architecture to form a real-time digital approximation to the autocorrelation function of the scattered light intensity I(t):  G(τ ) =



I (t)I (t + τ )dt ∼ = G(k⌬t) =



NW 



n i n i+k ,



i=0



where the delay time τ = k⌬t; k = 1, 2, 3, . . . , 64; n i is the number (typically 500 here) had been stored, ensemble-averaged correlograms were constructed by summing all the shortduration correlograms associated with each specified crank angle window. 9



With this mode of data acquisition, photon-correlation LDV is also intrinsically corrected to first order for velocity-sampling bias (more fast particles cross the measurement volume per unit time than slow ones) [62].
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When the correlogram is accumulated at fixed crank angle over the transits of many scattering particles during many engine cycles, the coherent Doppler signal emerges clearly from the statistical noise. Each correlogram (e.g., Fig. 2.6a,b) exhibits damped oscillations at the mean Doppler-difference frequency superimposed on a Gaussian pedestal that is due to the laser-beam intensity profile and on a flat (uncorrelated) stray-light background. The damping of the oscillations reflects the distribution of velocities due to turbulence and any other source of flow variation during the accumulation of the correlogram. Fourier transformation of the correlogram yields the power spectrum of the scattered light, in which the velocity PDF appears as a peak (Fig. 2.6c,d). The Gaussian pedestal contributes a broad, near-dc peak to the spectrum which here obscures velocities below –250 m/s, as indicated by the shaded bands. For any velocity component, the ensemble-mean velocity U  and the ensemblerms velocity fluctuation u were evaluated as the first and second moments of the PDF P(U), with the limits of integration taken as the velocities on either side of the Doppler peak at which P(U) had fallen to the estimated noise floor of the spectrum. PDF broadening by the Gaussian beam profile was corrected [55, 59] to eliminate overestimation of u . Figure 2.6 demonstrates that this multi-burst photon-correlation scheme works well with mean signal levels of substantially less than one photon per Doppler
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Fig. 2.6 Correlograms (a,b) and resulting velocity PDFs (scattered-light power spectra) (c,d) for measurement locations at the port-cylinder interface and near the cylinder center. The crosshatched regions in c and d indicate the near-DC contribution of the Gaussian beam profile to the Doppler spectra
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cycle10 (fringe crossing) and at frequencies approaching the Nyquist limit of two samples per Doppler cycle, even in the presence of significant stray-light noise (note the uncorrelated background level in the correlograms; in Fig. 2.6a, the LDV measurement volume is 1.3 mm above the piston surface). With an interferencefringe spacing of 15 m, an applied frequency difference of 20 MHz between the laser beams, and the12-ns correlator sample duration (Nyquist maximum Doppler frequency of 41.67 MHz), a usable velocity range of –250 to +325 m/s was obtained. This was sufficient to cope with the high flow velocities, strong flow reversals, and high turbulence intensities encountered in the engine.



2.3.3 Scavenging Flow-Field Survey Figure 2.7 shows mean-velocity vector maps of the flow entering the cylinder through the transfer ports at crank angle 135◦ ATDC, roughly 15◦ after they have been uncovered by the piston. The large exhaust port and the six smaller transfer ports are nominally mirror symmetric about an axis (defined here as the x axis) that is offset 60◦ from the crankshaft axis. The port-efflux velocity profiles are fairly uniform circumferentially and approximately follow the port layout’s nominal symmetry with respect to the x axis, although there are some deviations (e.g., flow attachment) at the edges of some of the ports. The angles by which the port-efflux velocities are tilted up out of the x–y plane (not shown) display a similar degree of circumferential uniformity along each port and are mirror symmetric to within a few degrees [54]. As illustrated by the velocity–crank-angle plots in Fig. 2.8, the port-efflux velocity magnitude falls rapidly (an order of magnitude in 2–3 ms) as the crankcase discharges into the cylinder. This behavior parallels the rapid decline in the crankcase-to-cylinder pressure difference (Fig. 2.8a) that drives the scavenging



Fig. 2.7 Vector plot showing port efflux velocities at crank angle 135◦ (overlay of velocity vectors from three planes at distances of 66, 68 and 70 mm below the cylinder head)
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Even with photon correlation, usable single-burst LDV measurements require at least 1 detected photon per Doppler cycle.
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Fig. 2.8 Variation with crank angle of driving pressure difference between crankcase and cylinder (upper) together with resulting mean (middle) and rms (lower) port-efflux (radial) velocities for two points on opposite sides of the nominal port symmetry axis. Solid and dashed arrows indicate measurement locations and corresponding velocity curves
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process. Little time is needed to discharge the crankcase because of the comparatively low delivery ratio at this simulated part-load test condition.11 During this comparatively brief interval (roughly between 120◦ –140◦ ATDC), the port-efflux flows are, in essence, highly transient but well behaved turbulent slot jets, with rms fluctuation intensities u   10% of the local ensemble-mean velocity, as typified by the radial-inflow PDF of Fig. 2.6c. Despite the near-symmetry and modest rms velocities of the port-efflux jets, the interaction of these jets with each other and with the chamber surfaces produces an in-cylinder flow field characterized by strong asymmetry and very high rms velocities (u  / U  ∼ 30–40%, as illustrated by Fig. 2.6d), as well as locally high mean velocities (Fig. 2.9). As the strong inflow diminishes and the crankcase and cylinder pressures equilibrate, the scavenging-loop vortex becomes recognizable in the axial (symmetry) plane (Fig. 2.10), but the flow at the port-cylinder interface becomes complex (note, the spatially non-uniform backflow into two of the transfer ports). By BDC (Fig. 2.11), the overall velocity level has fallen considerably, and the scavenging-loop vortex has become very well defined. A residual effect of the asymmetry in the in-cylinder flow is the development of unintentional swirl, as seen most
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This also implies a high residual fraction at part load, as mentioned earlier.
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Fig. 2.9 In-cylinder velocity field at CA = 135◦



clearly in planes B and C. As the piston compresses the scavenging-loop vortex, causing it first to spin up and then (in this pancake-chamber geometry) to break down into turbulence shortly before TDC, the swirl remains as the only organized motion near TDC [54].



2 Flow, Mixture Preparation and Combustion in Direct-Injection Two-Stroke Engines Fig. 2.10 In-cylinder velocity field at 150◦ ATDC showing both axial plane of nominal symmetry (upper) and a diametral cross section just below the tops of the transfer ports (lower).
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2.3.4 Discussion 2.3.4.1 Comparison to Four-Stroke Engines To a good approximation, the mean and rms velocities in four-stroke spark-ignition and Diesel engines scale linearly with engine speed because the intake and compression processes are driven by the rate of change of the cylinder volume, which is proportional to engine speed [63]. The mean piston speed V P = 2N S (where N is the engine speed in revolutions per second and S is the engine stroke) therefore provides a useful normalizing parameter that allows meaningful comparison of the valve-efflux and in-cylinder velocities between different engines irrespective of engine speed or volumetric efficiency. In two-stroke engines of the type studied here, however, the gas-exchange process is driven primarily by the discharge of compressed air from the crankcase into the cylinder when the intake ports are uncovered by the piston, and hence, as mentioned in Sect. 2.1, the gas velocities do not
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Fig. 2.11 In-cylinder velocity field at CA = 180◦
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scale in any simple way with engine speed.12 This is probably why velocities in two-stroke engines have generally not been expressed in terms of mean piston speed. Two alternative reference velocities for two-stroke engines are discussed briefly in footnotes below.13,14 Normalization by the mean piston speed is nevertheless an instructive way to place the range of velocities observed in this study in the context of four-stroke SI engines [63], bearing in mind that the normalized velocities will vary with engine speed and delivery ratio. For the present engine, VP = 4.59 m/s at the operating condition of N = 1600 rpm and delivery ratio ηdel = 0.5. The largest mean velocities, which occur at the port exits during scavenging, are in the range of about 40–50VP (Fig. 2.6b), while the largest rms velocities are about 8–10VP and are found near the cylinder center (Fig. 2.6d). These values are large on the scale of four-stroke SI engines, where the maximum mean and rms velocities during intake are typically in the ranges of 3–10VP and 1–2VP , respectively. In four-stroke engines with simple open chambers and in the absence of intake-generated tumble and strong squish flows, the rms velocities decay after intake to values of about 0.3–0.5VP at typical ignition times shortly before compression TDC. Intake-generated tumble, which occurs naturally in four-valve pent-roof engines, leads to essentially the same vortex spin-up/breakdown process during compression as that mentioned in Sect. 2.3.3 for the two-stroke scavenging-loop flow. This process enhances turbulence, leading to rms velocities just before TDC of about 0.8–1VP in four-stroke engines, values which are only slightly less than the rms velocities of about 1–1.2VP measured just before TDC in the two-stroke engine studied here at the stated operating condition [54]. 2.3.4.2 Implications for DI2S Engine Design and Operation The impulsive character of the crankcase discharge into the cylinder and the high initial port-efflux velocities (∼200 m/s) are intrinsic to crankcase-compression
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In-cylinder velocities in two-stroke engines with external scavenging driven by a blower connected to the crankshaft do scale with engine speed.
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A reference velocity based on, say, delivered air mass per cycle, ambient air density and total ˙ del /ρamb A por t , might appear to be preferable to V P for two-stroke port area, i.e., V r e f = M engines. Note, however, that any reference velocity that involves air mass per engine cycle implicitly involves engine speed and is hence proportional to mean piston speed. For the example ˙ del = ρamb ηdel VD N , where ηdel is the delivery ratio, here, the mass of air delivered per cycle M and VD is the displacement volume. But V D = Abor e S, whereAbor e is the bore area, and hence V r e f = ηdel (Abor e /A por t )V P /2. For the present work, A por t = 19.9 cm2 , so V r e f = 3.35 m/s.
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The ideal (discharge coefficient = 1) port-efflux velocity when the transfer ports are first uncovered could be evaluated from the orifice-flow equations and used as a reference velocity that is independent of engine speed. This approach requires conditions in the crankcase at port opening to be assumed, measured or calculated. For this study, the crankcase pressure data yield V por t,ideal ≈ 250 m/s. Such a reference velocity might be useful for comparing flows between two-stroke engines, but it seems unlikely to be helpful for comparing in-cylinder velocities between two- and four-stroke engines.
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scavenging, although they could be eliminated by external (blower) scavenging. The observed flow asymmetry, including the appearance of appreciable swirl, diminishes scavenging effectiveness by increasing short circuiting and fresh-residual gas mixing [32, 53]. CFD calculations [56, 57] were able to reproduce many of the major features of the LDV data, but predicted much less asymmetry, even though the calculations included a digitized representation of the transfer passages and ports. The CFD results are very sensitive, however, to small (sub-mm) geometric changes such as a difference in the heights of the transfer ports on opposite sides of the symmetry plane.15 The sensitivity to small perturbations, the very high ensemble-rms velocity fluctuations measured within the cylinder (which are consistently underpredicted by CFD), and the bimodal velocity PDFs observed at some locations ([54]; not shown here) all suggest that reliance on ostensibly symmetric colliding-jet flows to establish the desired scavenging-loop flow structure may lead to large-scale instabilities from one cycle to another. Finally, the observed flow asymmetry, the sensitivity to small geometric variations (such as might easily occur in manufacturing), and the possibility of large-scale cyclic flow-field variation are all undesirable in emissionsregulated applications and require an improved port design that is less susceptible to these problems.



2.4 Liquid/Vapor Fuel Visualization Using Exciplex Fluorescence For an initial study of air-assist fuel sprays and charge stratification, the exciplex laser-induced fluorescence (LIF) technique [64, 65, 66, 67] was applied to simulated (non-firing) near-idle conditions in the same engine as used for the LDV study, but with a centrally located bowl-in-head combustion chamber (Fig. 2.3b). The major attraction of the exciplex technique is that it enables spectrally separated imaging of liquid and vapor phases of the fuel. The technique has become well known and will only be discussed briefly, together with a set of representative engine results. Additional details, results of exciplex imaging in an atmospheric-pressure test rig, and CFD modeling of the sprays can be found in [68]. Differences between the exciplex technique, other approaches to LIF imaging of fuel, and Mie-scattering spray imaging are discussed later in Sect. 2.5.2.2.



2.4.1 Exciplex Liquid/Vapor Visualization With the exciplex technique, small quantities of organic dopants are added to the fuel. When excited by ultraviolet (UV) light, the dopants produce differentcolored fluorescence from the liquid and vapor phases. Following [66, 67], we use



15



The LDV data suggest that jets from opposing ports arrive at the symmetry plane at slightly different times, which could be due to small differences in port heights. A slightly tilted piston would have much the same effect [54].
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decane fuel doped with naphthalene and TMPD (n,n,n ,n -tetramethyl-p-phenylene diamine) in the proportion 89:10:1 by weight. Exciplex-visualization photophysics is discussed in detail in [64, 65, 66, 67]. In brief, a TMPD molecule can be driven from its ground state to an electronically excited state (denoted TMPD*) by absorption of an ultraviolet photon. In the gas phase, the TMPD* molecule can return to the ground state either by emission of a longer-wavelength fluorescence photon or by collisional quenching (i.e., collisional de-excitation without emission of light, which is especially severe when oxygen is present). In the liquid mixture, however, TMPD* can bind with naphthalene to form an excited-state complex, or exciplex, a molecule which is bound only in an excited state and which has no stable ground state. Relative to fluorescence from isolated TMPD*, the fluorescence from the TMPD*-naphthalene exciplex is red-shifted by the binding energy of the exciplex. The concentrations of TMPD and naphthalene in the two phases can be arranged to ensure that essentially all the TMPD* molecules bind to naphthalene in the liquid and essentially none bind in the gas phase. The net result is spectrally separated fluorescence from the two phases: purple emission from the vapor and green emission from the liquid.



2.4.2 Planar Exciplex Imaging System Figure 2.12 is a schematic diagram of the experiment. The output beam of a pulsed, frequency-tripled Nd:YAG laser (355 nm wavelength, 35–40 mJ/pulse energy) was formed into a thin vertical sheet (∼0.5 × 40 mm) and directed through the transparent quartz head of the engine. Fluorescence excited in a planar slice along the axis of the fuel spray was collected at 90◦ to the incident light sheet. Note that the light sheet was parallel to the crankshaft axis and was therefore at an angle of 60◦ to the nominal symmetry plane of the ports. Simultaneous single-laser-shot liquid- and vapor-phase images were obtained by forming two images of the combustion chamber with a commercial glass biprism [66], isolating the liquid (green, 500-nm) and vapor (purple, 400-nm) fluorescence with narrow-band filters, and recording both filtered images with a cooled, imageintensified vidicon camera system.16 Neutral density filters were sometimes needed to attenuate the liquid fluorescence. The laser pulse duration (10 ns) and the fluorescence lifetime (0 ∂r



Avg. velocity of ∂ Uθ δr surrounding fluid: Uθ + ∂r



Unstable if: ∂ Uθ ⎛ δr ⎞ δr Uθ ⎜1 − ⎟ > Uθ + ∂r r ⎝ ⎠



i.e.:



∂ rUθ u  , then u r u  < 0 and, according to Eq. (4.11), energy will be abstractedfrom stresses and  the  radial   2 2 transferred to the tangential stresses. Conversely, if u r < u  , then u r u  > 0 and energy will be transferred from the tangential stresses to the radial stresses. In a solid-body-like turbulent flow, there is evidently a self-stabilizing process that attempts to equalize the normal stresses and reduce the shear stress; i.e., a tendency toward isotropy.
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3. Generalizing to a non-solid-body-like mean flow structure, if the radial gradient in mean angular momentum becomes sufficiently small, but remains positive, the shear stress u r u  will be positive. Under these circumstances   the radial fluctuations will be enhanced, but a negative production of u  2 will occur. Consequently, the shear stress will decrease—followed by reduced net produc   tion of k. Conversely, for a sufficiently large angular momentum gradient, uru    



will be negative. Accordingly, u  2 will increase, but u  2r will decrease. The net effect will be to increase the shear stress (decrease its magnitude), again reducing the production of k. Thus for a non-solid-body-like flow structure, there is a tendency for reduced shear stresses and reduced production of k analogous to the tendency toward isotropy discussed above. 4. If the mean angular momentum gradient is negative,    then both the radial and the tangential fluctuations will lead to increased u r u  . Similarly, production of both      2 2 u r and u  will be positive, leading to still further increased u r u  . Plainly, a large increase in turbulence energy can be expected under these circumstances. Recall that, as discussed in the context of Eqs. (4.3)–(4.5) and Fig. 4.1, a negative angular momentum gradient defines an unstable mean flow condition. Although the above observations are made for a simplified flow, and are based on approximate equations for the Reynolds stresses, it is expected that they will provide guidance regarding the behavior of more realistic engine flows. As will be seen in greater detail below, this expectation is largely justified.



4.2.3 Turbulence Modeling The modeling of the turbulent stresses is vital to not only the correct prediction of the mean flow development given by Eqs. (4.3)–(4.5), but also to the prediction of the production of k. The production figures not only in the conservation equation for k, but also in the model equation governing the dissipation ε. Within the k-ε turbulence model, the turbulent   stresses are modeled in terms of the anisotropic mean rate-of-strain tensor Sij∗ and an isotropic eddy viscosity νT : 



 2   u i u j − kδij = −2νT Sij∗ 3



(4.18)



  1 Sij∗ = Sij − (∇ · U) δij 3



(4.19)



where 



and νT = C



k2 ε



(4.20)
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Several points should be noted from Eqs. (4.18)–(4.20): 1. The last term on the RHS of Eq. (4.19) is required in variable density flows to ensure that the modeled u i u i = 2k. This term is absent in descriptions of the k-ε turbulence modeling of constant density flows. 2. There is no assumption embodied in Eqs. (4.18)–(4.20) that the turbulent stresses are isotropic. In fact,it is only the anisotropic portion of the stress tensor that is νT is assumed isotropic—that modeled in terms of Sij . Only the eddy  viscosity is, independent of the component of u i u i being modeled. This scalar isotropic eddy viscosity is thus modeled only in terms of other scalars: k, ε, and the model constant C . 3. Equation (4.18) is commonly regarded as a postulated relationship. However, as will be seen below, it is the leading term in a more general constitutive relation that can be derived directly from the Reynolds-averaged equations [42, 77, 87]. This may also be inferred by comparison of Eqs. (4.16) and (4.18). If the adequacy of Eqs. (4.18)–(4.20) in modeling the turbulent stresses is to be assessed experimentally, both the appropriate mean flow gradients and turbulence quantities must be obtained. Although k can be obtained from measurement of the normal stresses, the dissipation ε is less accessible. It can be estimated, however, by the relation 2 3/2 k (4.21) ε=A 3  Equation (4.21) implies that the turbulence is in equilibrium—the production of turbulence energy, its rate-of-transfer to smaller scales, and its viscous dissipation are all approximately in balance. In engine flows, where the characteristic time scale of the turbulence can be considerably greater than the time scales describing the mean flow evolution, this condition may not be fulfilled. An alternative perspective on this issue may be gained by considering Eq. (4.18) as an expression of a mixing length hypothesis, which can be obtained by substitution of Eq. (4.21) into Eqs. (4.18) and (4.20): 



 2   u i u j − kδij = −2Cu   Sij∗ 3



(4.22)



where C is a constant and u  ∝ k 1/2 . From this viewpoint, the quantity u   ∝ kε is directly related to the transport of momentum by a turbulent fluctuation with velocity u  over a distance , and use of Eq. (4.21) seems justified. However, employing a value for the constant A obtained in equilibrium turbulence may not be appropriate. Nevertheless, in the results presented below we adopt the relation A = 0.55, obtained from grid turbulence measurements [25] when the integral scale employed is the transverse scale g , as defined by Hinze [51]. To improve the prediction of the normal stress anisotropy [88], and the prediction of the stresses in swirling flows [21, 28, 87] alternatives to the linear relation between the turbulent stresses and the mean strain rate embodied in Eq. (4.18) have 2
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been explored. These relations (retaining terms only up to the third order) take the form      2    2 u i u j − 23 kδij k k k 1 Sik∗ Skj∗ − Skl∗ Skl∗ δij + α3 = − α1 Sij∗ + α2 2k ε ε 3 ε       k 2 1 Ωik∗ Ωkj∗ − Ωkl∗ Ωkl∗ δij Sik∗ Ωkj∗ − Ωik∗ Skj∗ + α4 ε 3  3   3   k k + α5 Sik∗ Skl∗ Ωlj∗ − Ωik∗ Skl∗ Slj∗ + α6 Ωik∗ Ωkl∗ Slj∗ ε ε  2 ∗ ∗ ∗ ∗ ∗ ∗ +Sik Ωkl Ωlj − Slm Ωmn Ωnl δij 3 (4.23) In writing Eq. (4.23), we anticipate that the mean rate-of-rotation tensor Ωij may need to be modified to accommodate flows with streamline curvature [43] or coordinate system rotation [42]. Note that the angle-brackets denoting the ensemble mean have been dropped in writing Eq. (4.23). The multipliers α 1 -α 6 are generally strain dependent and anisotropic. In some models, e.g., [28], an additional term 3 may be included that is also cubic in the mean velocity gradients, i.e.: α7 kε ∗ ∗



Skl Skl − Ωkl∗ Ωkl∗ Sij∗ . This term can be absorbed into the leading term on the RHS of Eq. (4.23), providing (additional) strain dependence to the multiplier α 1 . Note the equivalence of the leading term in Eq. (4.23) with Eq. (4.18). It is important to appreciate that models of this form are not simply higher-order ‘postulated’ relations, but can be developed in a rigorous manner from algebraic Reynolds stress closures developed from the Reynolds-averaged momentum equations. A key qualitative feature to recognize in Eq. (4.23) is that the quantity k/ε  ∗ denotes the turbulent time scale, and hence (k/ε) Sij represents a time scale ratio: the turbulent time scale by a time scale characteristic of the mean flow. When mean flow time scales are large compared to the turbulent time scale (the mean flow velocity gradients are small), then the higher order terms in Eq. (4.23) are of little importance. Accordingly, under these conditions, a stress model based on only the leading term can be expected to perform well. Various stress models of the form of Eq. (4.23) will be evaluated below to illustrate the potential benefits that they may offer in engine flows. In addition to the stress modeling, the k-ε turbulence model and its variants rely on a modeled equation for the turbulent energy dissipation ε (e.g., [48]). No specific relationships in this model equation are amenable to quantitative assessment as will be performed with the stress model relationships described above. Hence, the appraisals made below  3/2 will be based on a qualitative comparison of the trends in the computed length k ε and time scales (k/) with the measured quantities. It will be noted however, that when the measured length and time scales are scaled according to Eq. (4.21), very good quantitative agreement is observed over significant portions of the cycle.
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4.3 Review of the Recent Literature A general trend in experimental studies of in-cylinder fluid motion published in the last two decades is a tendency towards engine geometries and operating conditions which are more representative of production diesel engines. A large number of these studies have been devoted to the clarification of the effects of combustion bowl geometry, swirl level, and engine speed on the flow structures and turbulence. However, a necessary prelude to consideration of this recent work is a brief review of the formation of the mean flow structure in the late compression stroke and the subsequent ‘squish/swirl’ interaction. Our understanding of the structure of turbulent engine flows has also benefited from numerous experimental studies that have provided detailed information on the shear stresses and the anisotropy, as well as the length scales of the turbulence. The aforementioned topics form a general outline of this section, which begins with a brief overview of the induction stroke fluid dynamics that sets the stage for the later flow development.



4.3.1 Induction and Early Compression A detailed understanding of the flow structure development and turbulence generation during the induction stroke is indispensable for engine technologies that rely on early in-cylinder mixing of fuel/air/residuals. For direct-injection diesel engines, however, the flow details during this period are less important, except to the extent that they influence the mean flow configuration and the in-cylinder turbulence level during the latter part of the compression stroke. Accordingly, only general observations are summarized below. Additional details can be found in [46] and in the individual references cited below. 1. Mean flow structures, such as the ring-vortex structures formed by the flow through the valve (e.g. [3, 52]) or double-vortex structures in horizontal, diametric planes (e.g. [8, 9]) generally decay by bottom center. The only mean flow structures surviving well into the compression stroke are tumble and swirl motions. 2. Discussion of tumble motion is entirely absent from the diesel engine literature, despite its important role in spark ignition engine applications. As will be seen below, to ensure high turbulence levels near TDC—even in large squish-area, reentrant, bowl-in-piston combustion chambers—it is important to maintain high levels of turbulence throughout the compression stroke. Tumble may play an important role here. However, flow tumble may be suppressed in high-swirl flows, as large centrifugal forces acting on high angular momentum fluid will resist inward fluid displacement by tumble motion. This is an area that requires additional exploration. 3. The position of the swirl center often rotates about the cylinder axis [9, 30, 96]. Bowl-in-piston engines promote swirl-centering and reduce the amplitude of this motion.



186



P. C. Miles



4. An engine speed dependency of the swirl flow development is often reported. Discussion of this speed dependency is deferred until a later section. 5. Some degree of axial stratification of the swirl velocity (or angular momentum) is frequently observed (e.g. [64, 70], refs. in [46]). Insufficient information is available to quantify the influence of port design on this phenomenon. 6. Modeling studies suggest that the bulk of the turbulent energy observed during induction is generated in-cylinder by the anisotropic stresses. Port-generated turbulence, convected into the cylinder, is a minor contribution. 7. Peak turbulence levels occur in the mid-induction stroke, and decay rapidly thereafter. Extrapolation of the decay rate suggests that induction generated turbulence will have substantially dissipated by intake valve closure. Additional numerical simulations [20, 33] and scaling analysis [62] support this observation. 8. The spatial distribution of turbulence energy is reasonably homogeneous, and is characterized by approximately equal normal stresses by the early part of the compression stroke. Overall, as the last third of the compression stroke begins, the mean flow field in a swirl-supported, direct-injection engine is generally characterized by a single rotating vortex, with a center roughly aligned with the cylinder axis. The radial distribution of the swirl velocity in this vortex does not differ dramatically from a solid-body-like structure, although at the outer radii a flattened radial profile may be observed (e.g., Fig. 4.2). Some axial stratification of angular momentum may also be observed. Measurements of mean axial velocities are sparse, but the results of numerical simulations [72] suggest that they do not differ significantly from a linear variation from the piston surface to the head. The distribution of turbulent kinetic energy is approximately homogeneous, with the energy roughly equally distributed among the three component fluctuations. Velocity fluctuations are typically found to be 0.5–0.8 times the mean piston speed Sp . This flow description can be dramatically modified as the compression stroke proceeds, as will be described in detail below.



4.3.2 Near-TDC Mean Flow Structure: The Squish/Swirl Interaction Gosman and co-workers ([46], and references therein) established through numerical modeling the existence of a strong interaction between the flow swirl and the squish flow that dominates the fluid mechanics of bowl-in-piston diesel engines near the end of compression. In contrast to cylindrical (‘pancake’) combustion chambers, wherein the solid-body-like form of the radial distribution of the swirl velocity is not appreciably modified during the compression and expansion processes, the squish flow significantly disrupts the radial distribution of the swirl velocity and causes large departures from a solid-body-like structure. This disruption creates r-z plane vertical structures that vary considerably with swirl level and bowl geometry, and which, in turn, change the convective transport of existing turbulence and generate additional turbulence.
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Fig. 4.2 Typical mean and rms swirl velocity profiles illustrating the solid-body-like mean flow structure and the homogeneity of the fluctuating velocity as the latter portion of the compression stroke begins (-55 CAD)



The process by which the squish flow interacts with the flow swirl is depicted schematically in Fig. 4.3. During compression, the vertical motion of the piston displaces fluid elements inward toward the cylinder centerline. Neglecting turbulent diffusion and assuming axisymmetric flow, the tangential momentum equation— Eq. (4.4a)— reduces to the statement that the angular momentum of the fluid element is conserved: r U  is constant. Thus, as the element is displaced inward, its tangential velocity increases as the radius of gyration is reduced. This ‘spin-up’ process is analogous to the figure skater who increases/decreases his rotational speed through a corresponding decrease/increase of his rotational moment of inertia. As a consequence of the increased tangential velocity, the centrifugal Squish Volume
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θ Fig. 4.3 Schematic diagram depicting the inward displacement of a fluid element by the squish flow
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forces acting on the fluid element are increased. Eventually, as the fluid penetrates inward, the radial momentum imparted by the squish flow cannot overcome the increased centrifugal forces and further inward penetration is impeded. Because the squish flow is dominated by the changing combustion chamber geometry, the radial momentum imparted to fluid elements during the squish process is independent of the flow swirl level. In contrast, the centrifugal forces acting on a fluid element will increase approximately quadratically with the flow swirl ratio. The inward penetration of the squish flow, therefore, is strongly influenced by the swirl, with the greatest penetration occurring at the lowest swirl levels. For low levels of flow swirl, the squish flow penetrates to nearly the cylinder centerline before it turns down into the bowl as required by symmetry constraints. As the flow swirl is increased, the inward penetration is reduced and the flow turns down into the bowl when the increasing centrifugal forces have overcome the initial radial momentum imparted by the squish process. For high swirl levels, the centrifugal forces are sufficiently great that the squish flow turns down into the bowl as soon as the combustion chamber geometry permits. After turning downward, the high-U  fluid invariably attempts to return to the outer bowl radii due to the high centrifugal forces acting on it. The resulting near-TDC flow fields, as predicted by numerical simulation, are depicted in Fig. 4.4. Additional examples are found in references [1, 6, 13, 15, 33, 59, 65, 86, 91, 92, 98]. Note from Fig. 4.4 that the r-z plane flow structures formed by the squish/swirl interaction act to transport angular momentum to different locations within the bowl. Accordingly, the tangential velocity distribution, shown by the false color background, also varies dramatically with swirl level. As will be seen below, the spatial distribution of the swirl velocity U  has an important influence on the generation of turbulence. Thus, it must be anticipated that differences in the spatial distribution and characteristics of the turbulence within the bowl will also be observed as the swirl level is varied. Furthermore, note that at the highest swirl ratio, Rs = 3.5, a double vortex structure is developing within the bowl. The lower vortex develops as the high-momentum fluid in the bottom of the bowl is deflected upward by the bowl pip and attempts to return to the bowl periphery under the action of centrifugal force. A second, counterrotating vortex subsequently forms above the pip. If the swirl ratio is increased further, the former vortex is confined to the lower, outer regions of the bowl, while the latter grows accordingly. In addition to turbulence generation effected by the spatial distribution of U , we must also expect that the high level of mean flow deformation in the r-z plane at the interface between these two vortices will also elevate turbulence production. An important aspect of the squish/swirl interaction process that is often overlooked is that as the high tangential velocity fluid is forced inward and downward into the bowl, the conserved quantity is angular momentum—not rotational kinetic energy. Arcoumanis et al. [6] remind us that, in an idealized situation, the rotational kinetic energy of the charge can increase by as much as the square of the cylinder-to-bowl diameter ratio. The source of this increased energy is ultimately associated with piston work performed during compression.
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Fig. 4.4 Illustration of the changing r-z plane flow structures, and the differing spatial distribution of the swirl velocity, as the flow swirl ratio is increased. The velocity scales are expressed in units of mean piston speed Sp



Detailed experimental mappings of the r-z plane mean flow structures, such as might be obtained with particle image velocimetry, do not exist. However, the experimental data that do exist are collectively sufficient to validate the multi-dimensional model predictions and the physical ideas discussed above. Arcoumanis and coworkers [5] provided the first experimental validation of the effects of swirl–squish interaction on r-z plane flow structures. Their measurements of axial and radial velocity profiles clearly demonstrated the decreased penetration of the squish flow when flow swirl is present, and the subsequent formation of flow structures similar to those shown in Fig. 4.4. Additionally, the tangential (swirl) velocity measurements illustrate the role of these structures in transporting high angular momentum fluid to different locations within the bowl. Further measurements supporting the predicted flow structures are reported by Rask and Saxena [80], who sketch streamlines based on radial velocity measurements that are reminiscent of the structures shown in Fig. 4.4 for the Rs = 0.5 swirl case. Their measurements also indicate that at higher swirl ratios, the squish flow turns down into the bowl at larger radii. Similarly, Fansler and French [35] report radial velocity measurements that are consistent with the above description of the r-z plane flow structures and the effect of increasing swirl on these structures. In addition, their tangential velocity measurements clearly illustrate the ‘spin-up’ of
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the fluid exiting the squish volume. Tangential velocity measurements reported by Sugiyama [91] plainly depict the increased inward penetration of high angular momentum fluid at the lower swirl ratios. Radial profiles of measured axial velocities reported by Arcoumanis et al. [9] are also consistent with the high swirl ratio flow structure depicted in Fig. 4.4. More recently, Miles et al. [67, 72] make a direct comparison between measured axial profiles of radial and tangential mean velocities and the predictions of a multi-dimensional simulation. The level of agreement observed suggests that the numerical predictions are capable of predicting the mean r-z plane structures with good quantitative accuracy—including such details as mean flow strain rates—provided the bulk swirl ratio is specified or predicted accurately.



4.3.3 Turbulent Flow Structure 4.3.3.1 Ensemble Averaging vs. Cycle-Resolved Analysis A still unresolved issue in the study of turbulent engine flows is how one can separate and characterize quantitatively the ‘turbulence’ flow structures, when cycleto-cycle variations in mean, bulk flow structures—with similar characteristic time and length scales—occur simultaneously. Discussion of this topic and selected applications can be found in references [36, 50, 60, 62, 106]. Methods to separate measured velocity fluctuations due to these two sources (‘cycle-resolved’ analysis) typically rely on temporal or spatial filtering techniques. Due to a lack of separation of length and time scales characterizing the turbulence and the cycle-to-cycle mean flow variations, these attempts invariably include some of the turbulence structures/energy in the mean flow results, and vice versa. In the discussion that follows (and in the later sections of this manuscript), the statistical characterization of the turbulence is achieved through standard ensemble averaging techniques, unless otherwise specified. This choice has been made for the following reasons: 1. Cycle-to-cycle mean flow fluctuations are generally small when a strong, directed mean flow exists [60, 79]. In direct-injection diesel engines, such a mean flow structure is provided by flow swirl and by the pronounced squish flows present in engines with reentrant bowl geometries. 2. A significant part of the anisotropy of the turbulence is found in the large scales of the turbulence structures. If, due to the overlapping of scales, contributions from these large scales are removed from the turbulence, the anisotropic part of the turbulent stress tensor will be altered significantly. It is the anisotropic part of the turbulent stresses that is responsible for the transport of momentum that influences the mean flow development [78]. Additional perspective on this issue is provided by considering the Eulerian correlation functions that are obtained with filtered turbulent fluctuations [19, 39, 61]. Integral scales derived from these correlations would be near zero. Although the relationship between Eulerian and Lagrangian integral scales is not known, they are generally considered to be approximately proportional [93]. It is relevant to note here, then, that
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a turbulence field with a Lagrangian integral length scale of zero is incapable of transporting momentum. Similarly, it is the anisotropic part of the stresses that are predominantly responsible for the production of additional turbulence. Altering (and, in some cases, nearly removing) the anisotropic stresses through application of cycle-resolved analysis techniques can thus fundamentally alter the very aspects of the turbulence that are most important to understand and accurately model. 3. As will be seen below, when the turbulent stresses are estimated from the measured mean velocity gradients using a stress modeling hypothesis and associated constants derived in canonical, ergodic flows, they agree very well with the experimentally measured stresses over significant portions of the cycle. A similar agreement is observed between measured turbulent time and length scales and the results of numerical simulations. This agreement would be unlikely to be observed if the measured stresses had significant contributions from cycle-tocycle fluctuations. Despite the above assertions, cycle-to-cycle fluctuations in the mean flow structure may be more important during some periods of the cycle or at some spatial locations than at others, and could result in significant error in the estimation of mean velocity gradients or turbulent stresses under some circumstances. Although these fluctuations will not be considered explicitly below, their possible existence must be borne in mind when the experimental data are employed for detailed validation of or selection of turbulent stress models, or for attempting to evaluate the dominant sources of turbulence production.



4.3.3.2 The Influence of Bowl Geometry and Flow Swirl At first sight, there appears to be a broad range of views in the literature regarding the typical intensity of near TDC turbulence and its spatial distribution within the bowl. To organize and compare the various results, it is useful to segregate the various studies by bowl geometry, swirl ratio, and spatial locations investigated. Upon performing this segregation, a reasonably consistent picture of the effect of these variables on the turbulence structure emerges. This picture is summarized in Fig. 4.5. An appropriate baseline against which to compare the turbulence structure obtained in bowl-in-piston engines is the flat-piston, or ‘pancake’ chamber engine. As discussed earlier, the intake-generated turbulence decays on a time scale significantly shorter than the duration of the engine cycle, and thus has little influence on the near-TDC fluctuations. In the absence of significant tumble motion, the near-TDC fluctuations are approximately 0.5 times the mean piston speed Sp [4, 5, 16, 46, 96], and are approximately homogenous. Swirl motion, in the form of solid-body-rotation, is not a source of turbulent kinetic energy, and there is evidence that increasing the flow swirl may slightly decrease the turbulent fluctuations near-TDC [16, 46, 96]. With swirl, however, increased fluctuations near the cylinder center are often observed (e.g. [102]), and are typically attributed to
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Fig. 4.5 Composite picture of near-TDC turbulence structure for various bowl types, summarizing results obtained from both measurements and numerical simulation as swirl ratio and squish area are varied



precession of the mean flow swirl center. In general, the component fluctuations are approximately equal, although there are several studies that provide (conflicting) evidence that some anisotropy develops. This will be examined more closely in a later section. For non-reentrant, bowl-in-piston engines without flow swirl, both experimental [5] and numerical studies [46], indicate that the spatial distribution of turbulence within the bowl is generally fairly uniform, with an intensity comparable to that  found in pancake chambers— Sup ≈ 0.5 − 0.6. With the addition of swirl, the numerical studies suggest that at low swirl ratio (Rs ≈ 1.0) there is little change in the turbulence intensity or spatial distribution, while for higher swirl ratios (Rs ≈ 5.0)  a modest increase is seen ( Sup ≈ 0.7). Experimental results [5, 6, 23, 64, 75] are consistent, with swirl ratios at intake valve closure (IVC) of 2–3 providing perhaps a marginal increase in the turbulent kinetic energy but not significantly affecting the spatial homogeneity. The increased turbulence observed with swirl—not seen in pancake chambers—is indicative of the disruption of a solid-body-like swirl velocity distribution by the squish flow. In the above referenced work, a small squish area ratio Asq , defined as the ratio of the squish area to the cylinder bore area, was employed—hence the designa-
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tion ‘open cylindrical bowl’ in Fig. 4.5. The squish flows are therefore of modest strength. Consequently, no significant increase in turbulent fluctuations near the bowl lip is seen as TDC is approached [5, 46, 75, 100], even with modest levels of flow swirl. With the addition of both swirl and the larger squish area ratios associated with deeper cylindrical bowls, an increase in turbulence fluctuations near the bowl lip to levels of roughly 1.2 Sp is typically observed. This peak is generally attributed to large amounts of r-z plane flow deformation (‘shear’) associated with the squish r . Stronger squish flows also are expected to result in flow and dominated by ⭸U ⭸z larger departures of the swirl velocity from a solid-body-like form, however, due to the ‘spinning-up’ of high angular momentum fluid as it is displaced inward. Thus, large r-θ plane and z-θ ‘plane’ flow deformation can also exist, as measured (see the mean flow fields shown in Fig. 4.4). Both experby r ⭸r⭸ Ur and ⭸U ⭸z imental [26, 34, 35, 74, 84] and numerical studies [6], exhibit this squish-flow driven increase in turbulent fluctuations, although exceptions can be found [59]. An increase in Rs generally increases the intensity of the squish-generated fluctuations [35, 84]. Because the magnitude of the squish flow velocity near the bowl lip is not sensitive to Rs , this observation implies that radial and axial gradients in U  identified above play a role in generating the increased turbulence. In addition to turbulence generation by mean flow deformation, numerical studies indicate that flow separation at the bowl lip may also contribute to the enhanced fluctuations observed in that region [20]. Finally, studies conducted with higher swirl and squish area ratios [34, 74] show less homogeneity within the bowl. Besides the localized peaks in the turbulent fluctuations seen near the bowl lip, peaks are often seen near the bowl centerline as well. Experimentally, these are often attributed to swirl center precession [5, 96]. In one instance [36], cycle-resolved analysis has demonstrated that the measured increase in fluctuations seen on the bowl centerline is associated with low-frequency motions that are self-correlated over appreciable periods (30–100 CAD), lending credence to this suggestion. Nevertheless, as discussed in [36], multi-dimensional models often predict increased fluctuations on or near the bowl centerline [6, 59] that can exceed 1.1 Sp . These numerical studies do not identify the mechanism by which the increased fluctuations are produced. Reentrant bowls have still higher squish area ratios (resulting in increased tangential velocities for inwardly displaced fluid), and the trends observed above for nonreentrant bowls as Asq and Rs are increased continue to hold. Overall, the average level of measured turbulent fluctuations within the bowl is increased over nonreentrant bowls, although the specific measured levels vary between roughly 0.5 and 1.5 Sp [9, 13, 67, 72, 75, 80, 96]. On the whole, higher fluctuations reported in these studies correlate well with higher swirl ratios and squish area ratios. Rask and Saxena [80], in a study specifically designed to investigate the effects of Asq , corroborate this finding, although they observe only a minor influence of swirl ratio. In general, the homogeneity of the turbulent fluctuations within the bowl suffers with reentrant bowls, although the available measurements suggest that away from the walls the spatial variation in the turbulent fluctuations is within a factor of 2
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[9, 13, 67, 80, 96]. Numerical simulations further support this estimate [86], with the exception of local peaks computed on the bowl centerline [15, 33, 92]. Due to their characteristically large Asq , regions of high turbulent fluctuations are observed numerically in the lip region of reentrant bowls, even with no swirl [33, 92]. With swirl, both experimental [11, 26, 27, 35, 80, 84] and numerical [33, 46, 86, 91, 92] studies indicate high turbulence regions near the lip. Studies which provide a crank-angle evolution of these fluctuations indicate that they are maximized near the time of the peak squish flow, roughly 10 CAD prior to TDC. An interesting attribute of reentrant bowl geometries is the presence of a pronounced peak in turbulence intensity near the bowl lip region during the reversesquish period, 10–20 CAD ATDC. This reverse-squish peak is observed in both experiments [4, 13, 35, 80, 84] and simulations [46, 59, 91]. Fansler and French [35] have provided an explanation for the occurrence of this peak. With a re-entrant bowl, fluid beneath the bowl rim must flow inward to pass through the bowl throat as the piston descends. However, the expanding squish volume dictates that the flow be outward at and above the bowl throat. The radial flow must therefore undergo a r . This effect is absent— reversal near the bowl lip, leading to regions of large ⭸U ⭸z or greatly diminished—in non-reentrant bowls, although numerical studies suggest there may be modest reverse-squish turbulence production near the lip for these geometries also [6]. Two additional phenomena that occur during the reverse squish period merit discussion. Firstly, large amounts of reverse squish turbulence have been observed near the bowl centerline [19] in an engine with a non-axisymmetric bowl. Concurrently, large mean velocities are observed. Similar levels of turbulent and mean velocities are not seen during the squish period. A similar increase has been observed near the bowl centerline in the LDV experiments of Beard et al. [13]. This phenomenon bears further examination. Secondly, turbulence is expected to be generated in the reverse-squish period by large velocity gradients above the piston face. This is distinct from the reversesquish peak discussed above, which occurs within the bowl throat. In addition to shear generated turbulence, numerical studies suggest that unsteady flow separation from the bowl edge is a significant source of flow turbulence [6, 20]. Measurements within the squish region near TDC are scarce, but radial profiles of tangential and axial fluctuations obtained 40 CAD ATDC [67] show no evidence of intense turbulence in the squish region at this time. Measured fluctuations are radially homogeneous at a level of approximately 0.5 Sp . A final observation related to the effects of bowl geometry can be found in the measurements of Beard et al. [13], who find an enhancement of fluctuations when the bowl floor has a pronounced central pip. Measured radial velocity fluctuations reported by Cipolla et al. [23] similarly exhibit a modest increase in the lowercentral region of the bowl—near the pip—as do simulation results reported in [6] and [59]. The mechanism for the production of these enhanced fluctuations has not been clarified.
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4.3.3.3 Anisotropy and Shear Stresses As described in the theoretical background section, there is no inherent distinction between turbulent shear stresses and normal stresses, since the turbulent stress tensor can always be diagonalized by choice of an appropriate coordinate system (the principal axes)—the fundamental distinction is between the isotropic and the anisotropic part of the stress tensor. In an incompressible flow, the anisotropic stresses are responsible for generating turbulence—the isotropic stresses play no role. Furthermore, the anisotropic stresses are responsible for the transport of momentum, thus influencing the mean flow development. The anisotropy of the turbulence is thus an essential feature, and accurate prediction of the anisotropic stresses is central to turbulence modeling. Shear stresses are always related to the anisotropic part of the stress tensor, and knowledge of their magnitude is clearly desirable. The anisotropy in the normal stresses is of equal importance, however. The dominant source of normal stress anisotropy is associated with anisotropy in the production of the individual stresses1 . Examination of the stress anisotropy, therefore, can provide valuable information on the sources of turbulence even in the absence of knowledge of the shear stresses. Measurement of the shear stresses, along with the corresponding normal stresses, provides a complete characterization of the anisotropic stresses. Typically, this requires simultaneous measurement of two-components of velocity. The shear stresses in a given plane can be extracted algebraically, however, from independent measurements of the normal stresses along three-different directions in the plane of interest, e.g. [40]. This technique requires highly repeatable flow conditions, and attempts to apply it to engine flows by the current author have failed to yield reliable results. Shear stresses reported in the engine literature have all been obtained via simultaneous measurement of multiple components of velocity. Foster and Witze [37, 103] report the first measurements  of shear stress in an engine flow, having measured u r u z (or, equivalently, u  u z ) on the centerline of a pancake-shaped chamber. Although this engine geometry is not representative of typical direct-injection diesel engines, these measurements are examined in some detail in the following paragraphs—due to the clear illustration they provide of the enhanced understanding that may be gained through a more complete characterization of the turbulent stress tensor. To examine the evolution of the underlying structure of the stress tensor reported in [37] in greater detail, it is useful to normalize it by 2k, such that the sum of the normal stresses equals 1 [v. Eq. (4.23)]. In this manner, changes in the stress tensor caused by the changing turbulence energy—which peaks approximately 15 CAD before TDC—are removed. The components of the normalized stress tensor are depicted in Fig. 4.6, from which the following observations are made: 1. The normalized stress tensor is essentially identical for both engine speeds. 2. The normal stresses follow a well-defined trend. Prior to –35 CAD the majority of the turbulence energy is in the z-component fluctuations (perpendicular to 1



Close to walls, however, other factors may affect the isotropy of the normal stresses.
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Fig. 4.6 Crank angle evolution of the components of the normalized stress tensor reported by Foster and Witze [37]
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the piston surface). The fraction of energy in the z-component fluctuations then decays approximately monotonically, while the r- (or θ -) component fluctuations increase. 3. The shear stresses exhibit a smooth variation, showing a modest peak at approximately –15 CAD. The gradual transfer of turbulence energy from one normal stress component to the other, and the maximum in the normalized shear stresses in the midst of this transfer, suggest a gradual rotation of the principal axes that characterize the r-z plane stress. To examine this more closely, the magnitude of the normal stresses, with the normalized stress tensor expressed in principal axes, and the angle made by the major axis of the stress tensor with the horizontal plane are plotted in Fig. 4.7. From Fig. 4.7, the evolution of the structure of the r-z plane turbulent stresses is much clearer. The energy in the turbulent normal stresses, expressed in principal axes, remains approximately equally distributed at all crank angles, with approximately 70% of the energy in one component, and 30% in the other. The principal axes slowly rotate (in a manner that is nearly linear with crank angle), such that the major axis goes from being nearly aligned with the vertical direction to being nearly aligned with the horizontal direction. This process is depicted pictorially in Fig. 4.8. Foster and Witze do not report mean velocity gradients, and a detailed assessment of the stress modeling is not possible. Nevertheless, some general observations can be made. First, if one idealizes the flow in the cylinder as undergoing a simple one-dimensional compression, then the only significant mean normalstrain  rate is ⭸Uz  2 , and all turbulence production by the isotropic stresses feeds u z . Conse⭸z quently, the turbulence is expected to be anisotropic, with the major axis of the stress tensor roughly aligned with the z-direction. During expansion, the opposite effect   is anticipated. A one-dimensional expansion process will extract energy from u  2z ,
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Fig. 4.7 Evolution of the turbulent normal stresses expressed in principal axes, and the angle of the major axis with the horizontal plane
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and the major axis of the turbulent stresses can be expected to be approximately perpendicular to the z-direction. This simple picture is consistent with the behavior of the measured stresses, with the exception that the measured rotation of the principal axes is not symmetric about TDC—the principal axes are oriented at 45◦ to the r- and z-coordinate axis at approximately –35 CAD. λ1 λ1 λ1
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Fig. 4.8 Pictorial description of the evolution of the major axes of the turbulent stress tensor as the piston passes through TDC
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This asymmetry with respect to TDC is consistent with the effects of tumble motion in the r-z plane, which is identified by Foster and Witze as being the dominant mean flow structure present in their engine. Measurements of the evolution of a r z >> ⭸U . tumble vortex as it is compressed [7] indicate that by about –30 CAD ⭸U ⭸z ⭸r ⭸Ur  That is, the mean flow in the r-z plane is dominated by ⭸z . Consequently, turbulence generation associated with the mean r-z plane velocity gradients primarily enhances the radial component fluctuations, leading to a rotation of the principal axes of the turbulent stress tensor. Thus, while a quantitative analysis of the coupling of the mean velocity gradients with the turbulent stress tensor is not possible, qualitatively the behavior of the stress tensor is fully consistent with expectations based on the flow physics. Dimopoulos and Boulouchos [31, 32] measure the full turbulent stress tensor in a pancake chamber for various swirl levels. Significant differences in the evolution of both the anisotropic normal stresses and the shear stresses are observed as the flow swirl is varied. For the high-swirl flow measurements [32], mean velocity gradients are also reported and employed to qualitatively assess the validity of stress modeling via an eddy-viscosity model. The results of this assessment show that while the eddy viscosity is generally positive, it is anisotropic and varies significantly with crank-angle. Assuming axisymmetry, it is also possible to estimate the magnitude of the various sources of turbulence production from the data of Dimopoulos and Boulouchos. These estimates indicate that the radial gradients in the swirl velocity U , coupled with the r-θ plane stress, do not provide a significant enhancement to the turbulent kinetic energy k—energy in the radial fluctuations is removed at approximately the same rate that energy is added to the tangential fluctuations. r , is the largest net source of Flow deformation in the r-z plane, dominated by ⭸U ⭸z turbulence production by the anisotropic stresses. Like the Foster and Witze study discussed above, this source is associated with tumble motion within the cylinder and enhances the radial component energy. Interestingly, for this pancake-shaped chamber, production via the isotropic stresses is the dominant source of k, and appears to be approximately two to three times the size of the turbulence production associated with the mean tumble motion at the time of peak k (–20 CAD). Recent results in the author’s laboratory, discussed below, show a similar dominance of the isotropic production terms in low-swirl, bowl-in-piston engines. It must be noted, however, that rotation of the tumble vortex around the cylinder axis by the flow swirl could be subject to cycle-to-cycle fluctuations that lead to underestimation of ⭸Ur  and, hence, underestimation of the tumble induced turbulence production. ⭸z  Auriemma and co-workers [11] present measurements of u r u  and the corresponding radial and tangential fluctuations near the lip of a re-entrant, bowlin-piston combustion chamber with swirl. During the latter part of the compression stroke the component fluctuations are approximately equal, but they begin to diverge and rapidly increase beginning at about –15 CAD. Shortly before TDC, the average fluctuation level has increased by over 50%, and the tangential
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fluctuations exceed the radial fluctuations by approximately 20%. Fansler and French [35] observed very similar behavior, though the increase in fluctuations and the degree of anisotropy was larger. Based on the available measurements it is possible to generate a rational—albeit incomplete—picture of the dominant turbulence generation processes near the lip.  The shear stress u r u  measured in [11], which was small prior to –15 CAD, shows an attendant increase to levels corresponding to a correlation coefficient of 0.3 by TDC. Based on complementary measurements reported in [27], the radial gradient in  U   is positive at this time. According to Eq. (4.11), the action of the increased u r u  (changing signs to account for the different coordinate system used in [11]) will be to produce tangential fluctuations while decreasing the radial fluctuations. Thus, it is probable that the increased u r u  , in conjunction U  and its radial gradient, is a major contributor to the observed anisotropy in the tangential and radial fluctuations. However, like the study of Dimopoulos and Boulouchos [32]  described above, estimates of U  and ⭸rU suggest that the net influence on k of   ⭸r the turbulent fluctuations produced by u r u  is considerably smaller than the influence on the individual component energies. Based on the anticipated large values of ⭸U  associated with the ‘spinning-up’ of fluid displaced by the squish process,   ⭸z  u  u z ⭸U can also be expected to be an important source of tangential fluctuations ⭸z and increased k. The observed sensitivity of near-lip turbulence to Rs , cited above, further indicates the probable importance of turbulence production by these radial and axial gradients in U .  r Fansler and French [35] have identified u r u z ⭸U as another potentially impor⭸z tant production term near the lip. This term will enhance the radial fluctuations. Note, however, that this enhancement may be masked by the reduction in the radial  fluctuations associated with u r u  discussed above. Another potential source of k is production during the compression process by the isotropic stresses. This source, however, generally peaks near –20 CAD and is thus an unlikely contributor to the enhanced fluctuations in the vicinity of the lip near TDC. Overall, the picture that emerges is one in which squish-generated axial gradients in U  and Ur  enhance both the tangential and radial fluctuations. Production terms associated with the radial distribution of U  also likely generate turbulence energy, but mainly redistribute energy from the tangential fluctuations into the radial fluctuations, thereby enhancing the anisotropy. Although some degree of anisotropy in the turbulent normal stresses is reported in several additional studies employing bowl-in-piston geometries (e.g. [9, 13, 67, 80]), the measurements are generally insufficient and the degree of anisotropy too slight to draw well-founded conclusions. Even in pancake-chambers, the available experimental results are often conflicting. Late in the compression stroke, some studies exhibit lower axial fluctuations [32, 37], others report higher fluctuations [36], and still others indicate almost no anisotropy [5, 7, 16] or show location dependent behavior [31]. Evidently, additional detailed measurements that characterize potential sources of anisotropy associated with the turbulence production terms will
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be required if these complex flows are to be better understood. A first step in this direction, in which the anisotropy of the normal stresses is correlated with the dominant production terms [72], is described briefly below. 4.3.3.4 Length Scales There are two broad areas in which improved knowledge of the turbulent length scale can improve our understanding and ability to model turbulent engine flows. Firstly, turbulent viscosity based stress models can be viewed as mixing length models. That is, the viscosity can be expressed as a product of a characteristic turbulent velocity scale and a characteristic length scale over which the turbulence can effectively transport momentum. This length scale can be expressed in terms of a Lagrangian integral scale2 , which, in turn, can be related to Eulerian integral scales [93]. Evaluation of Eulerian length scales is thus central to the assessment of various turbulent stress models and the benefits that might be achieved by adopting more complex formulations. Examples of more complex viscosity based stress models include those with non-isotropic viscosities or with strain-dependent coefficients. Secondly, some specification of a turbulent length or time scale is required to connect the large-scale, energetic turbulent motions with the small-scale motions that dissipate the turbulent energy. Typically, this specification takes the form of Eq. (4.21), which assumes that the dissipation of turbulence energy is determined 



2 by the rate u  / at which turbulence energy u  is provided from the larger scales. Thus, evaluation of length scales and their evolution allows the examination, albeit qualitatively, of the turbulent dissipation rate. Furthermore, analysis based on spectral similarity considerations [93] indicates that when  is defined by Eq. (4.21), it is directly proportional to the Lagrangian integral scale which arises in the mixing length considerations discussed in the preceding paragraph. The foregoing discussion is intended not only to motivate the study of turbulent length scales, but also to provide some perspective on their interpretation. Turbulent length scales are often judged to be a measure of a distance over which a flow remains self-correlated. While this viewpoint is certainly valid, the additional perspective offered by noting the relationship of the integral scales to the momentum transfer (stress modeling) and to the dissipation rate adds physical understanding. For example, increased turbulent dissipation will act not only to dissipate turbulence directly, but, all other factors being equal, will also reduce production through a diminished mixing length. Further, this additional perspective indicates that some common data reduction practices are likely to produce results which no longer reflect the physical significance of the integral scale in the momentum transport process. Determination of integral scales through integration of a positive envelope delimiting the magnitude of the measured correlation functions is one example of such a practice. Although an improved estimate of the length over which a turbulent flow is self-correlated may be obtained, the result is unlikely to correctly reflect the 2



Integral time or length scales are determined by integration of temporal or spatial correlation functions, e.g. [51]
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distance over which the fluctuating velocities can transport momentum. Similarly, as noted in Sect. 4.3.3, high-pass filtering of velocity data can significantly impede the ability of the flow to transport momentum, and integral scales computed from such data are typically small. In a general turbulent flow many different spatial correlations can be defined, depending on the orientation of both the spatial separation vector as well as the velocity components considered. A corresponding number of different integral length scales exist. For isotropic turbulence, however, there is a significant simplification: only two distinct length scales f and g exist—based on the longitudinal and lateral velocity autocorrelation functions f(r) and g(r), respectively. The longitudinal correlation corresponds to fluctuating velocities parallel to the separation vector, while the lateral correlation corresponds to perpendicular fluctuations. Note that in an isotropic flow there can be no dependency on the orientation of the separation vector and the correlation between orthogonal fluctuating velocities must, like the shear stress, be zero. Furthermore, f and g are not independent, but f = 2g . Preferably, integral length scales are obtained directly using spatial correlation functions calculated from multi-point experimental data, such as is provided by particle image velocimetry (PIV) or multiple probe volume laser doppler anemometry (LDA) techniques. Spatial correlations obtained by rapidly traversing a measuring instrument through the flow can also provide accurate scale estimates— provided the traverse time is small as compared to the time scales of the flow. ‘Flying’ hot-wire anemometry (HWA) or scanning LDA are examples of this latter method. Most commonly, however, integral length scales are estimated from single point experimental data using Taylor’s hypothesis, which relates  to the integral time scale τ via  = U  τ



(4.24)



The validity of Taylor’s hypothesis rests on the assumption that the characteristic time scale of a turbulent eddy is much larger than the time required for that eddy to be convected through the measurement location by the mean flow, or equivalently, u  25% 20–25% >25% Hydroconversion of Vacuum 15–20% 15–20% 15–20% 20–25% Distillation Residue Kerosene 20–25% 20–25% 15–20% 
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