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2 Solution of non-linear algebraic equations 2.1 Introduction In the solution of linear problems by a finite element method we always need to solve a set of simultaneous algebraic equations of the form



Ka = f



(2.1)



Provided the coefficient matrix is non-singular the solution to these equations is unique. In the solution of non-linear problems we will always obtain a set of algebraic equations; however, they generally will be non-linear, which we indicate as *(a)



=f



-



P(a) = 0



where a is the set of discretization parameters, f a vector which is independent of the parameters and P a vector dependent on the parameters. These equations may have multiple solutions [i.e. more than one set of a may satisfy Eq. (2.2)]. Thus, if a solution is achieved it may not necessarily be the solution sought. Physical insight into the nature of the problem and, usually, small-step incremental approaches from known solutions are essential to obtain realistic answers. Such increments are indeed always required if the constitutive law relating stress and strain changes is path dependent or if the load-displacement path has bifurcations or multiple branches at certain load levels. The general problem should always be formulated as the solution of *,,+I



= * ( % + l ) = f , , + l -P(a,,+1) = o



(2.3)



which starts from a nearby solution at a = a,,,



*,,=o.



f=f,,



(2.4)



and often arises from changes in the forcing function f,, to f,,iI



= f,,



+ Af,,



The determination of the change Aa, such that a,,+I



= a,,



+ 4,



(2.5)
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Fig. 2.1 Possibility of multiple solutions



will be the objective and generally the increments of Af, will be kept reasonably small so that path dependence can be followed. Further, such incremental procedures will be useful in avoiding excessive numbers of iterations and in following the physically correct path. In Fig. 2.1 we show a typical non-uniqueness which may occur if the function decreases and subsequently increases as the parameter a uniformly increases. It is clear that to follow the path Af,?will have both positive and negative signs during a complete computation process. It is possible to obtain solutions in a single increment o f f only in the case of mild non-linearity (and no path dependence), that is, with



+



f,, = 0,



Af,, = f,, + 1



=f



(2.7)



The literature on general solution approaches and on particular applications is extensive and, in a single chapter, it is not possible to encompass fully all the variants which have been introduced. However, we shall attempt to give a comprehensive picture by outlining first the generul solution procedures. In later chapters we shall focus on procedures associated with rate-independent material non-linearity (plasticity), rate-dependent material non-linearity (creep and visco-plasticity), some non-linear field problems, large displacments and other special examples.



2.2 Iterative techniques 2.2.1 General remarks The solution of the problem posed by Eqs (2.3)-(2.6) cannot be approached directly and some form of iteration will always be required. We shall concentrate here on procedures in which repeated solution of linear equations (i.e. iteration) of the form K'da:, = r;?+I



(2.8)
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in which a superscript i indicates the iteration number. In these a solution increment dab is computed.* Gaussian elimination techniques of the type discussed in Volume 1 can be used to solve the linear equations associated with each iteration. However, the application of an iterative solution method may prove to be more economical, and in later chapters we shall frequently refer to such possibilities although they have not been fully explored. Many of the iterative techniques currently used to solve non-linear problems originated by intuitive application of physical reasoning. However, each of such techniques has a direct association with methods in numerical analysis, and in what follows we shall use the nomenclature generally accepted in texts on this subject.’-’ Although we state each algorithm for a set of non-linear algebraic equations, we shall illustrate each procedure by using a single scalar equation. This, though useful from a pedagogical viewpoint, is dangerous as convergence of problems with numerous degrees of freedom may depart from the simple pattern in a single equation.



2.2.2 The Newton-Raphson method The Newton-Raphson method is the most rapidly convergent process for solutions of problems in which only one evaluation of is made in each iteration. Of course, this assumes that the initial solution is within the zone of attraction and, thus, divergence does not occur. Indeed, the Newton-Raphson method is the only process described here in which the asymptotic rate of convergence is quadratic. The method is sometimes simply called Newton’s method but it appears to have been simultaneously derived by Raphson, and an interesting history of its origins is given in reference 6. In this iterative method we note that, to the first order, Eq. ( 2 . 3 ) can be approximated as



*



Here the iteration counter i usually starts by assuming (2.10)



at?,] I = a,,



in which a, is a converged solution at a previous load level or time step. The jacobian matrix (or in structural terms the stiffness matrix) corresponding to a tangent direction is given by



dP KT=-=-da



a* da



Equation (2.9) gives immediately the iterative correction as



*



Note the difference betwecn a solution increment da and a differential da



(2.11)
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Fig. 2.2 The Newton-Raphson method.



or



dal



=



(K~)-'!€$+,



(2.12)



A series of successive approximations gives i+l



- i



a,,, - a n + ] f d d . 1 = a,



+ Aai



(2.13)



c



(2.14)



where i



Aai =



dat



k=l



The process is illustrated in Fig. 2.2 and shows the very rapid convergence that can be achieved. The need for the introduction of the total increment Aa:, is perhaps not obvious here but in fact it is essential if the solution process is path dependent, as we shall see in Chapter 3 for some non-linear constitutive equations of solids. The Newton-Raphson process, despite its rapid convergence, has some negative features: 1. a new K, matrix has to be computed at each iteration; 2. if direct solution for Eq. (2.12) is used the matrix needs to be factored at each iteration; 3. on some occasions the tangent matrix is symmetric at a solution state but unsymmetric otherwise (e.g. in some schemes for integrating large rotation parameters' or non-associated plasticity). In these cases an unsymmetric solver is needed in general.



Some of these drawbacks are absent in alternative procedures, although generally then a quadratic asymptotic rate of convergence is lost.
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2.2.3 Modified Newton-Raphson method This method uses essentially the same algorithm as the Newton-Raphson process but replaces the variable jacobian matrix K; by a constant approximation .



K;



-



M



(2.15)



KT



giving in place of Eq. (2.12),



dat = KTI*L+~



(2.16)



Many possible choices exist here. For instance KT can be chosen as the matrix corresponding to the first iteration [as shown in Fig. 2.3(a)] or may even be one corresponding to some previous time step or load increment KO [as shown in Fig. 2.3(b)]. In the context of solving problems in solid mechanics the method is also known as the stress transfer or initial stress method. Alternatively, the approximation can be chosen every few iterations as KT = K i where j < i. Obviously, the procedure generally will converge at a slower rate (generally a norm of the residual \k has linear asymptotic convergence instead of the quadratic one in the full Newton-Raphson method) but some of the difficulties mentioned above for the Newton-Raphson process disappear. However, some new difficulties can also arise as this method fails to converge when the tangent used has opposite 'slope' to the one at the current solution (e.g. as shown by regions with different slopes in Fig. 2.1). Frequently the 'zone of attraction' for the modified process is increased and previously divergent approaches can be made to converge, albeit slowly. Many variants of this process can be used and symmetric solvers often can be employed when a symmetric form of K T is chosen.



Ki



2.2.4 Incremental-secant or quasi-Newton methods Once the first iteration of the preceding section has been established giving



da; = Kyl*L+



(2.17)



I



a secant 'slope' can be found, as shown in Fig. 2.4, such that dal =



(K:)-'(*L+I



(2.18)



-*:+I)



This 'slope' can now be used to establish a; by using dd =



2 -1 2 (Ks) *n+



(2.19)



I



Quite generally, one could write in place of Eq. (2.19) for i > I , now dropping subscripts,



da' = (K;)-'w



(2.20)



where (K;)-' is determined so that da1-l



= (~;)-'(*f-l



-



=



(K;)-'~I-'



(2.21)
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Fig. 2.3 The modified Newton-Raphson method: (a) with initial tangent in increment; (b)with initial problem tangent.



For the scalar system illustrated in Fig. 2.4 the determination of K: is trivial and, as shown, the convergence is much more rapid than in the modified Newton-Raphson process (generally a super-linear asymptotic convergence rate is achieved for a norm of the residual). For systems with more than one degree of freedom the determination of Ki or its inverse is more difficult and is not unique. Many different forms of the matrix Kf can satisfy relation (2.1) and, as expected, many alternatives are used in practice. All of these use some form of updating of a previously determined matrix or of its inverse in a manner that satisfies identically Eq. (2.21). Some such updates preserve the matrix symmetry whereas others do not. Any of the methods which begin with
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Fig. 2.4 The secant method starting from a KO prediction



a symmetric tangent can avoid the difficulty of non-symmetric matrix forms that arise in the Newton-Raphson process and yet achieve a faster convergence than is possible in the modified Newton-Raphson procedures. Such secant update methods appear to stem from ideas introduced first by Davidon8 and developed later by others. Dennis and More' survey the field extensively, while Matthies and Strang" appear to be the first to use the procedures in the finite element context. Further work and assessment of the performance of various update procedures is available in references 11-14, The BFGS update' (named after Broyden, Fletcher, Goldfarb and Shanno) and the DFP update' (Davidon, Fletcher and Powell) preserve matrix symmetry and positive definiteness and both are widely used. We summarize below a step of the BFGS update for the inverse, which can be written as



(K')-'= ( I + ~ , ~ ~ ) ( K , - ' ) - ' ( I + ~ , ~ ~ )



(2.22)



where I is an identity matrix and v,=



[



1 - (da'- I lTy' - I ] * l d(a')TqL-' 1



w, = d a ( i - l ) T



1



- *I



(2.23)



&-I 1-1



Y



where y is defined by Eq. (2.21). Some algebra will readily verify that substitution of Eqs (2.22) and (2.23) into Eq. (2.21) results in an identity. Further, the form of Eq. (2.22) guarantees preservation of the symmetry of the original matrix. The nature of the update does not preserve any sparsity in the original matrix. For this reason it is convenient at every iteration to return to the original (sparse) matrix KA, used in the first iteration and to reapply the multiplication of Eq. (2.22) through
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Fig. 2.5 Direct (or Picard) iteration.



all previous iterations. This gives the algorithm in the form bl



=



f i ( 1 - t vjw~)!@' .I = 2



(2.24)



b2 = ( K f ) - ' h , i-2



da' = n(I+ w ~ T- ~ v ~ - ~ ) ~ ~ /=0



This necessitates the storage of the vectors vi and wj for all previous iterations and their successive multiplications. Further details on the operations are described well in reference 10. When the number of iterations is large (i > 15) the efficiency of the update decreases as a result of incipient instability. Various procedures are open at this stage, the most effective being the recomputation and factorization of a tangent matrix at the current solution estimate and restarting the process again. Another possibility is to disregard all the previous updates and return to the original matrix KB. Such a procedure was first suggested by C r i ~ f i e l d ' l . ' ~in. ' ~the finite element context and is illustrated in Fig. 2.5. It is seen to be convergent at a slightly slower rate but avoids totally the stability difficulties previously encountered and reduces the storage and number of operations needed. Obviously any of the secant update methods can be used here. The procedure of Fig. 2.5 is identical to that generally known as direct (or Picard) iteration' and is particularly useful in the solution of non-linear problems which can be written as (2.25) @(a)= f - K(a)a = 0 '



In such a case a:+



1



= a, is taken and the iteration proceeds as I+



1



a,,.,



=



[K(a:+I)]-



I frt+l



(2.26)
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2.2.5 Line search procedures - acceleration of convergence All the iterative methods of the preceding section have an identical structure described by Eqs (2.12)-(2.14) in which various approximations to the Newton matrix Kf are used. For all of these an iterative vector is determined and the new value of the unknowns found as a:,:,'



= ai,



l



+ da:,



(2.27)



starting from I %+I



= a,



in which a,, is the known (converged) solution at the previous time step or load level. The objective is to achieve the reduction of !PL,l: to zero, although this is not always easily achieved by any of the procedures described even in the scalar example illustrated. To get a solution approximately satisfying such a scalar non-linear problem would have been in fact easier by simply evaluating the scalar q:L'l for various values of a,+l and by suitable interpolation arriving at the required answer. For multi-degree-of-freedom systems such an approach is obviously not possible unless some scalar norm of the residual is considered. One possible approach is to write l + l , / -



a,,.,



i



(2.28)



- a n + , +v,.,dai



and determine the step size vi,,so that a projection of the residual on the search direction dai is made zero. We could define this projection as G,,= ~ (daL)TqiA1,J



(2.29)



where



$,>'i' = * ( a i + 1



+ v,,,da;),



vj,o= 1



Here, of course, other norms of the residual could be used. This process is known as a line search, and vi,, can conveniently be obtained by using a regula fulsi (or secant) procedure as illustrated in Fig 2.6. An obvious



Fig. 2.6 Regula f a h applied to line search: (a) extrapolation; (b) interpolation.
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disadvantage of a line search is the need for several evaluations of @. However, the acceleration of the overall convergence can be remarkable when applied to modified or quasi-Newton methods. Indeed, line search is also useful in the full Newton method by making the radius of attraction larger. A compromise frequently used" is to undertake the search only if G, > E (dab)TQ:,++I~



I



(2.30)



where the tolerance E is set between 0.5 and 0.8. This means that if the iteration process directly resulted in a reduction of the residual to E or less of its original value a line search is not used.



2.2.6 'Softening' behaviour and displacement control In applying the preceding to load control problems we have implicitly assumed that the iteration is associated with positive increments of the forcing vector, f, in Eq. (2.5). In some structural problems this is a set of loads that can be assumed to be proportional to each other, so that one can write Af,, = AA,f,



(2.31)



In many problems the situation will arise that no solution exists above a certain maximum value o f f and that the real solution is a 'softening' branch, as shown in Fig. 2.1. In such cases Ax, will need to be negative unless the problem can be recast as one in which the forcing can be applied by displacement control. In a simple case of a single load it is easy to recast the general formulation to increments of a single prescribed displacement and much effort has gone into such ~ o l u t i o n s . " . ' ~ - ~ ' In all the successful approaches of incrementation of AA, the original problem of Eq. (2.3) is rewritten as the solution of with (2.32)



being included as variables in any increment. Now an additional equation (constraint) needs to be provided to solve for the extra variable Ax,,. This additional equation can take various forms. Riksl' assumes that in each increment



+ AA2fifo= AI' (2.33) in the space of n + 1 dimensions. Crisfieldl'.24pro-



AaTAa,



where AI is a prescribed 'length' vides a more natural control on displacements, requiring that Aa;fAa,, =



(2.34)



These so-called arc-length and spherical path controls are but some of the possible constraints.



32



Solution of non-linear algebraic equations



Direct addition of the constraint Eqs (2.33) or (2.34) to the system of Eqs (2.32) is now possible and the previously described iterative methods could again be used. However, the 'tangent' equation system would always lose its symmetry so an alternative procedure is generally used. We note that for a given iteration i we can write quite generally the solution as Q;+, = X;+,fo - P ( a L + ] )



Qi'+'i= QL+ I + dX;,



fo - Kids;



(2.35)



The solution increment for a may now be given as daL = (K\)-' dak = da:,



[QL+ + dXLfo]



(2.36)



+ dXLdai



where (2.37) Now an additional equation is cast using the constraint. Thus, for instance, with Eq. (2.34) we have



(Ask-



+ d a i )T (Ask- + dak) = A12



(2.38)



where Ash-' is defined by Eq. (2.14). On substitution of Eq. (2.36) into Eq. (2.38) a quadratic equation is available for the solution of the remaining unknown dXk (which may well turn out to be negative). Additional details may be found in references 11 and 24. A procedure suggested by Bergan2023is somewhat different from those just described. Here a fixed load increment Ax, is first assumed and any of the previously introduced iterative procedures are used for calculating the increment dak. Now a new increment Ax,*, is calculated so that it minimizes a norm of the residual



[(AX:,f0- P;;")'(nX;fo



-



P;;")]



= A12



(2.39)



The result is thus computed from dA12 -=o d AX; and yields the solution (2.40) This quantity may again well be negative, requiring a load decrease, and it indeed results in a rapid residual reduction in all cases, but precise control of displacement magnitudes becomes more difficult. The interpretation of the Bergan method in a one-dimensional example, shown in Fig. 2.7, is illuminating. Here it gives the exact answers - with a displacement control, the magnitude of which is determined by the initial AX, assumed to be the slope K T used in the first iteration.
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Fig. 2.7 One-dimensional interpretation of the Bergan procedure.



2.2.7 Convergence criteria In all the iterative processes described the numerical solution is only approximately achieved and some tolerance limits have to be set to terminate the iteration. Since finite precision arithmetic is used in all computer calculations, one can never achieve a better solution than the round-off limit of the calculations. Frequently, the criteria used involve a norm of the displacement parameter changes I Ida:]I or, more logically, that of the residuals I lQ:?+ I I 1. In the latter case the limit can often be expressed as some tolerance of the norm of forces Ilfn+lll.Thus, we may require that



IlQL+lll where



E



d



(2.41)



Ellfn+lll



is chosen as a small number, and



j(Q(l



(2.42)



= (QTQ)I’*



Other alternatives exist for choosing the comparison norm, and another option is to use the residual of the first iteration as a basis. Thus,



IlQf+lll



d



(2.43)



EllQ:+lll



The error due to the incomplete solution of the discrete non-linear equations is of course additive to the error of the discretization that we frequently measure in the energy norm (see Chapter 14 of Volume 1). It is possible therefore to use the same norm for bounding of the iteration process. We could, as a third option, require that the error in the energy norm satisfy



dE‘ = d a > ~ l B b + l ) ” 
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