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Praise for Fundamentals of WiMAX This book is one of the most comprehensive books I have reviewed … it is a must read for engineers and students planning to remain current or who plan to pursue a career in telecommunications. I have reviewed other publications on WiMAX and have been disappointed. This book is refreshing in that it is clear that the authors have the in-depth technical knowledge and communications skills to deliver a logically laid out publication that has substance to it. —Ron Resnick, President, WiMAX Forum This is the first book with a great introductory treatment of WiMAX technology. It should be essential reading for all engineers involved in WiMAX. The high-level overview is very useful for those with non-technical background. The introductory sections for OFDM and MIMO technologies are very useful for those with implementation background and some knowledge of communication theory. The chapters covering physical and MAC layers are at the appropriate level of detail. In short, I recommend this book to systems engineers and designers at different layers of the protocol, deployment engineers, and even students who are interested in practical applications of communication theory. —Siavash M. Alamouti, Chief Technology Officer, Mobility Group, Intel This is a very well-written, easy-to-follow, and comprehensive treatment of WiMAX. It should be of great interest. —Dr. Reinaldo Valenzuela, Director of Wireless Research, Bell Labs Fundamentals of WiMAX is a comprehensive guide to WiMAX from both industry and academic viewpoints, which is an unusual accomplishment. I recommend it to anyone who is curious about this exciting new standard. —Dr. Teresa Meng, Professor, Stanford University, Founder and Director, Atheros Communications Andrews, Ghosh, and Muhamed have provided a clear, concise, and well-written text on 802.16e/WiMAX. The book provides both the breadth and depth to make sense of the highly complicated 802.16e standard. I would recommend this book to both development engineers and technical managers who want an understating of WiMAX and insight into 4G modems in general. —Paul Struhsaker, VP of Engineering, Chipset platforms, Motorola Mobile Device Business Unit, former vice chair of IEEE 802.16 working group



Fundamentals of WiMAX is written in an easy-to-understand tutorial fashion. The chapter on multiple antenna techniques is a very clear summary of this important technology and nicely organizes the vast number of different proposed techniques into a simple-to-understand framework. —Dr. Ender Ayanoglu, Professor, University of California, Irvine, Editor-in-Chief, IEEE Transactions on Communications Fundamentals of WiMAX is a comprehensive examination of the 802.16/WiMAX standard and discusses how to design, develop, and deploy equipment for this wireless communication standard. It provides both insightful overviews for those wanting to know what WiMAX is about and comprehensive, in-depth chapters on technical details of the standard, including the coding and modulation, signal processing methods, Multiple-Input Multiple-Output (MIMO) channels, medium access control, mobility issues, link-layer performance, and system-level performance. —Dr. Mark C. Reed, Principle Researcher, National ICT Australia, Adjunct Associate Professor, Australian National University This book is an excellent resource for any engineer working on WiMAX systems. The authors have provided very useful introductory material on broadband wireless systems so that readers of all backgrounds can grasp the main challenges in WiMAX design. At the same time, the authors have also provided very thorough analysis and discussion of the multitudes of design options and engineering tradeoffs, including those involved with multiple antenna communication, present in WiMax systems, making the book a must-read for even the most experienced wireless system designer. —Dr. Nihar Jindal, Assistant Professor, University of Minnesota This book is very well organized and comprehensive, covering all aspects of WiMAX from the physical layer to the network and service aspects. The book also includes insightful business perspectives. I would strongly recommend this book as a mustread theoretical and practical guide to any wireless engineer who intends to investigate the road to fourth generation wireless systems. —Dr. Yoon Chae Cheong, Vice President, Communication Lab, Samsung The authors strike a wonderful balance between theoretical concepts, simulation performance, and practical implementation, resulting in a complete and thorough exposition of the standard. The book is highly recommended for engineers and managers seeking to understand the standard. —Dr. Shilpa Talwar, Senior Research Scientist, Intel



Fundamentals of WiMAX is a comprehensive guide to WiMAX, the latest frontier in the communications revolution. It begins with a tutorial on 802.16 and the key technologies in the standard and finishes with a comprehensive look at the predicted performance of WiMAX networks. I believe readers will find this book invaluable whether they are designing or testing WiMAX systems. —Dr. James Truchard, President, CEO and Co-Founder, National Instruments This book is a must-read for engineers who want to know WiMAX fundamentals and its performance. The concepts of OFDMA, multiple antenna techniques, and various diversity techniques—which are the backbone of WiMAX technology—are explained in a simple, clear, and concise way. This book is the first of its kind. —Amitava Ghosh, Director and Fellow of Technical Staff, Motorola Andrews, Ghosh, and Muhamed have written the definitive textbook and reference manual on WiMAX, and it is recommended reading for engineers and managers alike. —Madan Jagernauth, Director of WiMAX Access Product Management, Nortel
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Foreword Within the last two decades, communication advances have reshaped the way we live our daily lives. Wireless communications has grown from an obscure, unknown service to an ubiquitous technology that serves almost half of the people on Earth. Whether we know it or not, computers now play a dominant role in our daily activities, and the Internet has completely reoriented the way people work, communicate, play, and learn. However severe the changes in our lifestyle may seem to have been over the past few years, the convergence of wireless with the Internet is about to unleash a change so dramatic that soon wireless ubiquity will become as pervasive as paper and pen. WiMAX—which stands for Worldwide Interoperability for Microwave Access—is about to bring the wireless and Internet revolutions to portable devices across the globe. Just as broadcast television in the 1940’s and 1950’s changed the world of entertainment, advertising, and our social fabric, WiMAX is poised to broadcast the Internet throughout the world, and the changes in our lives will be dramatic. In a few years, WiMAX will provide the capabilities of the Internet, without any wires, to every living room, portable computer, phone, and handheld device. In its simplest form, WiMAX promises to deliver the Internet throughout the globe, connecting the “last mile” of communications services for both developed and emerging nations. In this book, Andrews, Ghosh, and Muhamed have done an excellent job covering the technical, business, and political details of WiMAX. This unique trio of authors have done the reader a great service by bringing their first-hand industrial expertise together with the latest results in wireless research. The tutorials provided throughout the text are especially convenient for those new to WiMAX or the wireless field. I believe Fundamentals of WiMAX will stand out as the definitive WiMAX reference book for many years to come. —Theodore S. Rappaport Austin, Texas
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Preface Fundamentals of WiMAX was consciously written to appeal to a broad audience, and to be of value to anyone who is interested in the IEEE 802.16e standards or wireless broadband networks more generally. The book contains cutting-edge tutorials on the technical and theoretical underpinnings to WiMAX that are not available anywhere else, while also providing high-level overviews that will be informative to the casual reader. The entire book is written with a tutorial approach that should make most of the book accessible and useful to readers who do not wish to bother with equations and technical details, but the details are there for those who want a rigorous understanding. In short, we expect this book to be of great use to practicing engineers, managers and executives, graduate students who want to learn about WiMAX, undergraduates who want to learn about wireless communications, attorneys involved with regulations and patents pertaining to WiMAX, and members of the financial community who want to understand exactly what WiMAX promises.



Organization of the Book The book is organized into three parts with a total of twelve chapters. Part I provides an introduction to broadband wireless and WiMAX. Part II presents a collection of rigorous tutorials covering the technical and theoretical foundations upon which WiMAX is built. In Part III we present a more detailed exposition of the WiMAX standard, along with a quantitative analysis of its performance. In Part I, Chapter 1 provides the background information necessary for understanding WiMAX. We provide a brief history of broadband wireless, enumerate its applications, discuss the market drivers and competitive landscape, and present a discussion of the business and technical challenges to building broadband wireless networks. Chapter 2 provides an overview of WiMAX and serves as a summary of the rest of the book. This chapter is written as a standalone tutorial on WiMAX and should be accessible to anyone interested in the technology. We begin Part II of the book with Chapter 3, where the immense challenge presented by a time-varying broadband wireless channel is explained. We quantify the principal effects in broadband wireless channels, present practical statistical models, and provide an overview of diversity countermeasures to overcome the challenges. Chapter 4 is a tutorial on OFDM, where the elegance of multicarrier modulation and the theory of how it works are explained. The chapter emphasizes a practical understanding of OFDM system design and discusses implementation issues for WiMAX systems such as the peak-to-average ratio. Chapter 5 presents a rigorous tutorial on multiple antenna techniques covering a broad gamut of techniques from simple receiver diversity to advanced beamforming and spatial multiplexing. The practical considerations in the
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application of these techniques to WiMAX are also discussed. Chapter 6 focuses on OFDMA, another key-ingredient technology responsible for the superior performance of WiMAX. The chapter explains how OFDMA can be used to enhance capacity through the exploitation of multiuser diversity and adaptive modulation, and also provides a survey of different scheduling algorithms. Chapter 7 covers end-to-end aspects of broadband wireless networking such as QoS, session management, security, and mobility management. WiMAX being an IP-based network, this chapter highlights some of the relevant IP protocols used to build an end-to-end broadband wireless service. Chapters 3 though 7 are more likely to be of interest to practicing engineers, graduate students, and others wishing to understand the science behind the WiMAX standard. In Part III of the book, Chapters 8 and 9 describe the details of the physical and media access control layers of the WiMAX standard and can be viewed as a distilled summary of the far more lengthy IEEE 802.16e-2005 and IEEE 802.16-2004 specifications. Sufficient details of these layers of WiMAX are provided in these chapters to enable the reader to gain a solid understanding of the salient features and capabilities of WiMAX and build computer simulation models for performance analysis. Chapter 10 describes the networking aspects of WiMAX, and can be thought of as a condensed summary of the end-to-end network systems architecture developed by the WiMAX Forum. Chapters 11 and 12 provide an extensive characterization of the expected performance of WiMAX based on the research and simulation-based modeling work of the authors. Chapter 11 focuses on the link-level performance aspects, while Chapter 12 presents system-level performance results for multicellular deployment of WiMAX.
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roadband wireless sits at the confluence of two of the most remarkable growth stories of the telecommunications industry in recent years. Both wireless and broadband have on their own enjoyed rapid mass-market adoption. Wireless mobile services grew from 11 million subscribers worldwide in 1990 to more than 2 billion in 2005 [1]. During the same period, the Internet grew from being a curious academic tool to having about a billion users. This staggering growth of the Internet is driving demand for higher-speed Internet-access services, leading to a parallel growth in broadband adoption. In less than a decade, broadband subscription worldwide has grown from virtually zero to over 200 million [2]. Will combining the convenience of wireless with the rich performance of broadband be the next frontier for growth in the industry? Can such a combination be technically and commercially viable? Can wireless deliver broadband applications and services that are of interest to the endusers? Many industry observers believe so. Before we delve into broadband wireless, let us review the state of broadband access today. Digital subscriber line (DSL) technology, which delivers broadband over twisted-pair telephone wires, and cable modem technology, which delivers over coaxial cable TV plant, are the predominant mass-market broadband access technologies today. Both of these technologies typically provide up to a few megabits per second of data to each user, and continuing advances are making several tens of megabits per second possible. Since their initial deployment in the late 1990s, these services have enjoyed considerable growth. The United States has more than 50 million broadband subscribers, including more than half of home Internet users. Worldwide, this number is more than 200 million today and is projected to grow to more than 400 million by 2010 [2]. The availability of a wireless solution for broadband could potentially accelerate this growth. What are the applications that drive this growth? Broadband users worldwide are finding that it dramatically changes how we share information, conduct business, and seek entertainment.
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Figure 1.1 Worldwide subscriber growth 1990–2006 for mobile telephony, Internet usage, and broadband access [1, 2, 3]



Broadband access not only provides faster Web surfing and quicker file downloads but also enables several multimedia applications, such as real-time audio and video streaming, multimedia conferencing, and interactive gaming. Broadband connections are also being used for voice telephony using voice-over-Internet Protocol (VoIP) technology. More advanced broadband access systems, such as fiber-to-the-home (FTTH) and very high data rate digital subscriber loop (VDSL), enable such applications as entertainment-quality video, including high-definition TV (HDTV) and video on demand (VoD). As the broadband market continues to grow, several new applications are likely to emerge, and it is difficult to predict which ones will succeed in the future. So what is broadband wireless? Broadband wireless is about bringing the broadband experience to a wireless context, which offers users certain unique benefits and convenience. There are two fundamentally different types of broadband wireless services. The first type attempts to provide a set of services similar to that of the traditional fixed-line broadband but using wireless as the medium of transmission. This type, called fixed wireless broadband, can be thought of as a competitive alternative to DSL or cable modem. The second type of broadband wireless, called mobile broadband, offers the additional functionality of portability, nomadicity,1 and mobility. Mobile broadband attempts to bring broadband applications to new user experience scenarios and hence can offer the end user a very different value proposition. WiMAX (worldwide interoperability for microwave access) technology, the subject of this book, is designed to accommodate both fixed and mobile broadband applications. 1. Nomadicity implies the ability to connect to the network from different locations via different base stations; mobility implies the ability to keep ongoing connections active while moving at vehicular speeds.
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In this chapter, we provide a brief overview of broadband wireless. The objective is to present the the background and context necessary for understanding WiMAX. We review the history of broadband wireless, enumerate its applications, and discuss the business drivers and challenges. In Section 1.7, we also survey the technical challenges that need to be addressed while developing and deploying broadband wireless systems.



1.1 Evolution of Broadband Wireless The history of broadband wireless as it relates to WiMAX can be traced back to the desire to find a competitive alternative to traditional wireline-access technologies. Spurred by the deregulation of the telecom industry and the rapid growth of the Internet, several competitive carriers were motivated to find a wireless solution to bypass incumbent service providers. During the past decade or so, a number of wireless access systems have been developed, mostly by start-up companies motivated by the disruptive potential of wireless. These systems varied widely in their performance capabilities, protocols, frequency spectrum used, applications supported, and a host of other parameters. Some systems were commercially deployed only to be decommissioned later. Successful deployments have so far been limited to a few niche applications and markets. Clearly, broadband wireless has until now had a checkered record, in part because of the fragmentation of the industry due to the lack of a common standard. The emergence of WiMAX as an industry standard is expected to change this situation. Given the wide variety of solutions developed and deployed for broadband wireless in the past, a full historical survey of these is beyond the scope of this section. Instead, we provide a brief review of some of the broader patterns in this development. A chronological listing of some of the notable events related to broadband wireless development is given in Table 1.1. WiMAX technology has evolved through four stages, albeit not fully distinct or clearly sequential: (1) narrowband wireless local-loop systems, (2) first-generation line-of-sight (LOS) broadband systems, (3) second-generation non-line-of-sight (NLOS) broadband systems, and (4) standards-based broadband wireless systems. 1.1.1 Narrowband Wireless Local-Loop Systems Naturally, the first application for which a wireless alternative was developed and deployed was voice telephony. These systems, called wireless local-loop (WLL), were quite successful in developing countries such as China, India, Indonesia, Brazil, and Russia, whose high demand for basic telephone services could not be served using existing infrastructure. In fact, WLL systems based on the digital-enhanced cordless telephony (DECT) and code division multiple access (CDMA) standards continue to be deployed in these markets. In markets in which a robust local-loop infrastructure already existed for voice telephony, WLL systems had to offer additional value to be competitive. Following the commercialization of the Internet in 1993, the demand for Internet-access services began to surge, and many saw providing high-speed Internet-access as a way for wireless systems to differentiate themselves. For example, in February 1997, AT&T announced that it had developed a wireless access system
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for the 1,900MHz PCS (personal communications services) band that could deliver two voice lines and a 128kbps data connection to subscribers. This system, developed under the code name “Project Angel,” also had the distinction of being one of the first commercial wireless systems to use adaptive antenna technology. After field trials for a few years and a brief commercial offering, AT&T discontinued the service in December 2001, citing cost run-ups and poor take-rate as reasons. During the same time, several small start-up companies focused solely on providing Internet-access services using wireless. These wireless Internet service provider (WISP) companies typically deployed systems in the license-exempt 900MHz and 2.4GHz bands. Most of these systems required antennas to be installed at the customer premises, either on rooftops or under the eaves of their buildings. Deployments were limited mostly to select neighborhoods and small towns. These early systems typically offered speeds up to a few hundred kilobits per second. Later evolutions of license-exempt systems were able to provide higher speeds. 1.1.2 First-Generation Broadband Systems As DSL and cable modems began to be deployed, wireless systems had to evolve to support much higher speeds to be competitive. Systems began to be developed for higher frequencies, such as the 2.5GHz and 3.5GHz bands. Very high speed systems, called local multipoint distribution systems (LMDS), supporting up to several hundreds of megabits per second, were also developed in millimeter wave frequency bands, such as the 24GHz and 39GHz bands. LMDSbased services were targeted at business users and in the late 1990s enjoyed rapid but short-lived success. Problems obtaining access to rooftops for installing antennas, coupled with its shorterrange capabilities, squashed its growth. In the late 1990s, one of the more important deployments of wireless broadband happened in the so-called multichannel multipoint distribution services (MMDS) band at 2.5GHz. The MMDS band was historically used to provide wireless cable broadcast video services, especially in rural areas where cable TV services were not available. The advent of satellite TV ruined the wireless cable business, and operators were looking for alternative ways to use this spectrum. A few operators began to offer one-way wireless Internet-access service, using telephone line as the return path. In September 1998, the Federal Communications Commission (FCC) relaxed the rules of the MMDS band in the United States to allow two-way communication services, sparking greater industry interest in the MMDS band. MCI WorldCom and Sprint each paid approximately $1 billion to purchase licenses to use the MMDS spectrum, and several companies started developing high-speed fixed wireless solutions for this band. The first generation of these fixed broadband wireless solutions were deployed using the same towers that served wireless cable subscribers. These towers were typically several hundred feet tall and enabled LOS coverage to distances up to 35 miles, using high-power transmitters. First-generation MMDS systems required that subscribers install at their premises outdoor antennas high enough and pointed toward the tower for a clear LOS transmission path. Sprint and MCI launched two-way wireless broadband services using first-generation MMDS systems
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Table 1.1 Important Dates in the Development of Broadband Wireless Date



Event



February 1997



AT&T announces development of fixed wireless technology code named “Project Angel”



February 1997



FCC auctions 30MHz spectrum in 2.3GHz band for wireless communications services (WCS)



American Telecasting (acquired later by Sprint) announces wireless Internet access September 1997 services in the MMDS band offering 750kbps downstream with telephone dial-up modem upstream September 1998 FCC relaxes rules for MMDS band to allow two-way communications April 1999



MCI and Sprint acquire several wireless cable operators to get access to MMDS spectrum



July 1999



First working group meeting of IEEE 802.16 group



March 2000



AT&T launches first commercial high-speed fixed wireless service after years of trial



May 2000



Sprint launches first MMDS deployment in Phoenix, Arizona, using first-generation LOS technology



June 2001



WiMAX Forum established



October 2001



Sprint halts MMDS deployments



December 2001



AT&T discontinues fixed wireless services



December 2001



IEEE 802.16 standards completed for > 11GHz.



February 2002



Korea allocates spectrum in the 2.3GHz band for wireless broadband (WiBro)



January 2003



IEEE 802.16a standard completed



June 2004



IEEE 802.16-2004 standard completed and approved



September 2004 Intel begins shipping the first WiMAX chipset, called Rosedale December 2005



IEEE 802.16e standard completed and approved



January 2006



First WiMAX Forum–certified product announced for fixed applications



June 2006



WiBro commercial services launched in Korea



August 2006



Sprint Nextel announces plans to deploy mobile WiMAX in the United States



in a few markets in early 2000. The outdoor antenna and LOS requirements proved to be significant impediments. Besides, since a fairly large area was being served by a single tower, the capacity of these systems was fairly limited. Similar first-generation LOS systems were deployed internationally in the 3.5GHz band.
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1.1.3 Second-Generation Broadband Systems Second-generation broadband wireless systems were able to overcome the LOS issue and to provide more capacity. This was done through the use of a cellular architecture and implementation of advanced-signal processing techniques to improve the link and system performance under multipath conditions. Several start-up companies developed advanced proprietary solutions that provided significant performance gains over first-generation systems. Most of these new systems could perform well under non-line-of-sight conditions, with customer-premise antennas typically mounted under the eaves or lower. Many solved the NLOS problem by using such techniques as orthogonal frequency division multiplexing (OFDM), code division multiple access (CDMA), and multiantenna processing. Some systems, such as those developed by SOMA Networks and Navini Networks, demonstrated satisfactory link performance over a few miles to desktop subscriber terminals without the need for an antenna mounted outside. A few megabits per second throughput over cell ranges of a few miles had become possible with secondgeneration fixed wireless broadband systems. 1.1.4 Emergence of Standards-Based Technology In 1998, the Institute of Electrical and Electronics Engineers (IEEE) formed a group called 802.16 to develop a standard for what was called a wireless metropolitan area network, or wireless MAN. Originally, this group focused on developing solutions in the 10GHz to 66GHz band, with the primary application being delivering high-speed connections to businesses that could not obtain fiber. These systems, like LMDS, were conceived as being able to tap into fiber rings and to distribute that bandwidth through a point-to-multipoint configuration to LOS businesses. The IEEE 802.16 group produced a standard that was approved in December 2001. This standard, Wireless MAN-SC, specified a physical layer that used single-carrier modulation techniques and a media access control (MAC) layer with a burst time division multiplexing (TDM) structure that supported both frequency division duplexing (FDD) and time division duplexing (TDD). After completing this standard, the group started work on extending and modifying it to work in both licensed and license-exempt frequencies in the 2GHz to 11GHz range, which would enable NLOS deployments. This amendment, IEEE 802.16a, was completed in 2003, with OFDM schemes added as part of the physical layer for supporting deployment in multipath environments. By this time, OFDM had established itself as a method of choice for dealing with multipath for broadband and was already part of the revised IEEE 802.11 standards. Besides the OFDM physical layers, 802.16a also specified additional MAC-layer options, including support for orthogonal frequency division multiple access (OFDMA). Further revisions to 802.16a were made and completed in 2004. This revised standard, IEEE 802.16-2004, replaces 802.16, 802.16a, and 802.16c with a single standard, which has also been adopted as the basis for HIPERMAN (high-performance metropolitan area network) by ETSI (European Telecommunications Standards Institute). In 2003, the 802.16 group began work on enhancements to the specifications to allow vehicular mobility applications. That revision,
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Sidebar 1.1 A Brief Histor y of OFDM



Although OFDM has become widely used only recently, the concept dates back some 40 years. This brief history of OFDM cites some landmark dates. 1966: Chang shows that multicarrier modulation can solve the multipath problem without reducing data rate [4]. This is generally considered the first official publication on multicarrier modulation. Some earlier work was Holsinger’s 1964 MIT dissertation [5] and some of Gallager’s early work on waterfilling [6]. 1971: Weinstein and Ebert show that multicarrier modulation can be accomplished using a DFT [7]. 1985: Cimini at Bell Labs identifies many of the key issues in OFDM transmission and does a proof-of-concept design [8]. 1993: DSL adopts OFDM, also called discrete multitone, following successful field trials/competitions at Bellcore versus equalizer-based systems. 1999: The IEEE 802.11 committee on wireless LANs releases the 802.11a standard for OFDM operation in 5GHz UNI band. 2002: The IEEE 802.16 committee releases an OFDM-based standard for wireless broadband access for metropolitan area networks under revision 802.16a. 2003: The IEEE 802.11 committee releases the 802.11g standard for operation in the 2.4GHz band. 2003: The multiband OFDM standard for ultrawideband is developed, showing OFDM’s usefulness in low-SNR systems. 802.16e, was completed in December 2005 and was published formally as IEEE 802.16e-2005. It specifies scalable OFDM for the physical layer and makes further modifications to the MAC layer to accommodate high-speed mobility. As it turns out, the IEEE 802.16 specifications are a collection of standards with a very broad scope. In order to accommodate the diverse needs of the industry, the standard incorporated a wide variety of options. In order to develop interoperable solutions using the 802.16 family of standards, the scope of the standard had to be reduced by establishing consensus on what options of the standard to implement and test for interoperability. The IEEE developed the specifications but left to the industry the task of converting them into an interoperable standard that can be certified. The WiMAX Forum was formed to solve this problem and to promote solutions based on the IEEE 802.16 standards. The WiMAX Forum was modeled along the lines of the Wi-Fi Alliance, which has had remarkable success in promoting and providing interoperability testing for products based on the IEEE 802.11 family of standards. The WiMAX Forum enjoys broad participation from the entire cross-section of the industry, including semiconductor companies, equipment manufacturers, system integraters, and service
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providers. The forum has begun interoperability testing and announced its first certified product based on IEEE 802.16-2004 for fixed applications in January 2006. Products based on IEEE 802.18e-2005 are expected to be certified in early 2007. Many of the vendors that previously developed proprietary solutions have announced plans to migrate to fixed and/or mobile WiMAX. The arrival of WiMAX-certified products is a significant milestone in the history of broadband wireless.



1.2 Fixed Broadband Wireless: Market Drivers and Applications Applications using a fixed wireless solution can be classified as point-to-point or point-to-multipoint. Point-to-point applications include interbuilding connectivity within a campus and microwave backhaul. Point-to-multipoint applications include (1) broadband for residential, small office/home office (SOHO), and small- to medium-enterprise (SME) markets, (2) T1 or fractional T1-like services to businesses, and (3) wireless backhaul for Wi-Fi hotspots. Figure 1.2 illustrates the various point-to-multipoint applications. Consumer and small-business broadband: Clearly, one of the largest applications of WiMAX in the near future is likely to be broadband access for residential, SOHO, and SME markets. Broadband services provided using fixed WiMAX could include high-speed Internet access, telephony services using voice over IP, and a host of other Internet-based applications. Fixed wireless offers several advantages over traditional wired solutions. These advantages include lower entry and deployment costs; faster and easier deployment and revenue realization; ability to build out the network as needed; lower operational costs for network maintenance, management, and operation; and independence from the incumbent carriers. From a customer premise equipment (CPE)2 or subscriber station (SS) perspective, two types of deployment models can be used for fixed broadband services to the residential, SOHO, and SME markets. One model requires the installation of an outdoor antenna at the customer premise; the other uses an all-in-one integrated radio modem that the customer can install indoors like traditional DSL or cable modems. Using outdoor antennas improves the radio link and hence the performance of the system. This model allows for greater coverage area per base station, which reduces the density of base stations required to provide broadband coverage, thereby reducing capital expenditure. Requiring an outdoor antenna, however, means that installation will require a truck-roll with a trained professional and also implies a higher SS cost. Clearly, the two deployment scenarios show a trade-off between capital expenses and operating expense: between base station capital infrastructure costs and SS and installation costs. In developed countries, such as the United States, the high labor cost of truck-roll, coupled with consumer dislike for outdoor antennas, will likely favor an indoor SS deployment, at least for the residential application. Further, an indoor self-install SS will also allow a business model that can exploit the retail distribution channel and offer consumers a variety of SS choices. In devel2. The CPE is referred to as a subscriber station (SS) in fixed WiMAX.
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Figure 1.2 Point-to-multipoint WiMAX applications



oping countries, however, where labor is cheaper and aesthetic and zoning considerations are not so powerful, an outdoor-SS deployment model may make more economic sense. In the United States and other developed countries with good wired infrastructure, fixed wireless broadband is more likely to be used in rural or underserved areas, where traditional means of serving them is more expensive. Services to these areas may be provided by incumbent telephone companies or by smaller players, such as WISPs, or local communities and utilities. It is also possible that competitive service providers could use WiMAX to compete directly with DSL and cable modem providers in urban and suburban markets. In the United States, the FCC’s August 2005 decision to rollback cable plant sharing needs is likely to increase the appeal of fixed wireless solutions to competitive providers as they look for alternative means to reach subscribers. The competitive landscape in the United States is such that traditional cable TV companies and telephone companies are competing to offer a full bundle of telecommunications and entertainment services to customers. In this environment, satellite TV companies may be pushed to offering broadband services including voice and data in order to stay competitive with the telephone and cable companies, and may look to WiMAX as a potential solution to achieve this. T1 emulation for business: The other major opportunity for fixed WiMAX in developed markets is as a solution for competitive T1/E1, fractional T1/E1, or higher-speed services for the business market. Given that only a small fraction of commercial buildings worldwide have access to fiber, there is a clear need for alternative high-bandwidth solutions for enterprise
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customers. In the business market, there is demand for symmetrical T1/E1 services that cable and DSL have so far not met the technical requirements for. Traditional telco services continue to serve this demand with relatively little competition. Fixed broadband solutions using WiMAX could potentially compete in this market and trump landline solutions in terms of time to market, pricing, and dynamic provisioning of bandwidth. Backhaul for Wi-Fi hotspots: Another interesting opportunity for WiMAX in the developed world is the potential to serve as the backhaul connection to the burgeoning Wi-Fi hotspots market. In the United States and other developed markets, a growing number of Wi-Fi hotspots are being deployed in public areas such as convention centers, hotels, airports, and coffee shops. The Wi-Fi hotspot deployments are expected to continue to grow in the coming years. Most WiFi hotspot operators currently use wired broadband connections to connect the hotspots back to a network point of presence. WiMAX could serve as a faster and cheaper alternative to wired backhaul for these hotspots. Using the point-to-multipoint transmission capabilities of WiMAX to serve as backhaul links to hotspots could substantially improve the business case for Wi-Fi hotspots and provide further momentum for hotspot deployment. Similarly, WiMAX could serve as 3G (third-generation) cellular backhaul. A potentially larger market for fixed broadband WiMAX exists outside the United States, particularly in urban and suburban locales in developing economies—China, India, Russia, Indonesia, Brazil and several other countries in Latin America, Eastern Europe, Asia, and Africa—that lack an installed base of wireline broadband networks. National governments that are eager to quickly catch up with developed countries without massive, expensive, and slow network rollouts could use WiMAX to leapfrog ahead. A number of these countries have seen sizable deployments of legacy WLL systems for voice and narrowband data. Vendors and carriers of these networks will find it easy to promote the value of WiMAX to support broadband data and voice in a fixed environment.



1.3 Mobile Broadband Wireless: Market Drivers and Applications Although initial WiMAX deployments are likely to be for fixed applications, the full potential of WiMAX will be realized only when used for innovative nomadic and mobile broadband applications. WiMAX technology in its IEEE 802.16e-2005 incarnation will likely be deployed by fixed operators to capture part of the wireless mobility value chain in addition to plain broadband access. As endusers get accustomed to high-speed broadband at home and work, they will demand similar services in a nomadic or mobile context, and many service providers could use WiMAX to meet this demand. The first step toward mobility would come by simply adding nomadic capabilities to fixed broadband. Providing WiMAX services to portable devices will allow users to experience bandwidth not just at home or work but also at other locations. Users could take their broadband connection with them as they move around from one location to another. Nomadic access may not allow for seamless roaming and handover at vehicular speeds but would allow pedestrian-speed mobility and the ability to connect to the network from any location within the service area.
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In many parts of the world, existing fixed-line carriers that do not own cellular, PCS, or 3G spectrum could turn to WiMAX for provisioning mobility services. As the industry moves along the path of quadruple-play service bundles—voice, data, video, and mobility—some service providers that do not have a mobility component in their portfolios—cable operators, satellite companies, and incumbent phone companies—are likely to find WiMAX attractive. For many of these companies, having a mobility plan will be not only a new revenue opportunity but also a defensive play to mitigate churn by enhancing the value of their product set. Existing mobile operators are less likely to adopt WiMAX and more likely to continue along the path of 3G evolution for higher data rate capabilities. There may be scenarios, however, in which traditional mobile operators may deploy WiMAX as an overlay solution to provide even higher data rates in targetted urban centers or metrozones. This is indeed the case with Korea Telecom, which has begun deploying WiBro service in metropolitan areas to complement its ubiquitous CDMA2000 service by offering higher performance for multimedia messaging, video, and entertainment services. WiBro is a mobile broadband solution developed by Korea’s Electronics and Telecommunications Research Institute (ETRI) for the 2.3GHz band. In Korea, WiBro systems today provide end users with data rates ranging from 512kbps to 3Mbps. The WiBro technology is now compatible with IEEE 802.16e-2005 and mobile WiMAX. In addition to higher-speed Internet access, mobile WiMAX can be used to provide voiceover-IP services in the future. The low-latency design of mobile WiMAX makes it possible to deliver VoIP services effectively. VoIP technologies may also be leveraged to provide innovative new services, such as voice chatting, push-to-talk, and multimedia chatting. New and existing operators may also attempt to use WiMAX to offer differentiated personal broadband services, such as mobile entertainment. The flexible channel bandwidths and multiple levels of quality-of-service (QoS) support may allow WiMAX to be used by service providers for differentiated high-bandwidth and low-latency entertainment applications. For example, WiMAX could be embedded into a portable gaming device for use in a fixed and mobile environment for interactive gaming. Other examples would be streaming audio services delivered to MP3 players and video services delivered to portable media players. As traditional telephone companies move into the entertainment area with IP-TV (Internet Protocol television), portable WiMAX could be used as a solution to extend applications and content beyond the home.



1.4 WiMAX and Other Broadband Wireless Technologies WiMAX is not the only solution for delivering broadband wireless services. Several proprietary solutions, particularly for fixed applications, are already in the market. A few proprietary solutions, such as i-Burst technology from ArrayComm and Flash-OFDM from Flarion (acquired by QualComm) also support mobile applications. In addition to the proprietary solutions, there are standards-based alternative solutions that at least partially overlap with WiMAX, particularly for the portable and mobile applications. In the near term, the most significant of these alternatives are third-generation cellular systems and IEEE 802.11-based Wi-Fi systems. In this section, we
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compare and contrast the various standards-based broadband wireless technologies and highlight the differentiating aspects of WiMAX. 1.4.1 3G Cellular Systems Around the world, mobile operators are upgrading their networks to 3G technology to deliver broadband applications to their subscribers. Mobile operators using GSM (global system for mobile communications) are deploying UMTS (universal mobile telephone system) and HSDPA (high speed downlink packet access) technologies as part of their 3G evolution. Traditional CDMA operators are deploying 1x EV-DO (1x evolution data optimized) as their 3G solution for broadband data. In China and parts of Asia, several operators look to TD-SCDMA (time division-synchronous CDMA) as their 3G solution. All these 3G solutions provide data throughput capabilities on the order of a few hundred kilobits per second to a few megabits per second. Let us briefly review the capabilities of these overlapping technologies before comparing them with WiMAX. HSDPA is a downlink-only air interface defined in the Third-generation Partnership Project (3GPP) UMTS Release 5 specifications. HSDPA is capable of providing a peak user data rate (layer 2 throughput) of 14.4Mbps, using a 5MHz channel. Realizing this data rate, however, requires the use of all 15 codes, which is unlikely to be implemented in mobile terminals. Using 5 and 10 codes, HSDPA supports peak data rates of 3.6Mbps and 7.2Mbps, respectively. Typical average rates that users obtain are in the range of 250kbps to 750kbps. Enhancements, such as spatial processing, diversity reception in mobiles, and multiuser detection, can provide significantly higher performance over basic HSDPA systems. It should be noted that HSDPA is a downlink-only interface; hence until an uplink complement of this is implemented, the peak data rates achievable on the uplink will be less than 384kbps, in most cases averaging 40kbps to 100kbps. An uplink version, HSUPA (high-speed uplink packet access), supports peak data rates up to 5.8Mbps and is standardized as part of the 3GPP Release 6 specifications; deployments are expected in 2007. HSDPA and HSUPA together are referred to as HSPA (high-speed packet access). 1x EV-DO is a high-speed data standard defined as an evolution to second-generation IS-95 CDMA systems by the 3GPP2 standards organization. The standard supports a peak downlink data rate of 2.4Mbps in a 1.25MHz channel. Typical user-experienced data rates are in the order of 100kbps to 300kbps. Revision A of 1x EV-DO supports a peak rate of 3.1Mbps to a mobile user; Revision B will support 4.9Mbps. These versions can also support uplink data rates of up to 1.8Mbps. Revision B also has options to operate using higher channel bandwidths (up to 20MHz), offering potentially up to 73Mbps in the downlink and up to 27Mbps in the uplink. In addition to providing high-speed data services, 3G systems are evolving to support multimedia services. For example, 1x EV-DO Rev A enables voice and video telephony over IP. To make these service possible, 1xEV-DO Rev A reduces air-link latency to almost 30ms, introduces intrauser QoS, and fast intersector handoffs. Multicast and broadcast services are also



1.4 WiMAX and Other Broadband Wireless Technologies



15



supported in 1x EV-DO. Similarly, development efforts are under way to support IP voice, video, and gaming, as well as multicast and broadcast services over UMTS/HSPA networks. It should also be noted that 3GPP is developing the next major revision to the 3G standards. The objective of this long-term evolution (LTE) is to be able to support a peak data rate of 100Mbps in the downlink and 50Mbps in the uplink, with an average spectral efficiency that is three to four times that of Release 6 HSPA. In order to achieve these high data rates and spectral efficiency, the air interface will likely be based on OFDM/OFDMA and MIMO (multiple input/ multiple output), with similarities to WiMAX. Similarly, 3GPP2 also has longer-term plans to offer higher data rates by moving to higherbandwidth operation. The objective is to support up to 70Mbps to 200Mbps in the downlink and up to 30Mbps to 45Mbps in the uplink in EV-DO Revision C, using up to 20MHz of bandwidth. It should be noted that neither LTE nor EV-DO Rev C systems are expected to be available until about 2010. 1.4.2 Wi-Fi Systems In addition to 3G, Wi-Fi based-systems may be used to provide broadband wireless. Wi-Fi is based on the IEEE 802.11 family of standards and is primarily a local area networking (LAN) technology designed to provide in-building broadband coverage. Current Wi-Fi systems based on IEEE 802.11a/g support a peak physical-layer data rate of 54Mbps3 and typically provide indoor coverage over a distance of 100 feet. Wi-Fi has become the defacto standard for “last feet” broadband connectivity in homes, offices, and public hotspot locations. In the past couple of years, a number of municipalities and local communities around the world have taken the initiative to get Wi-Fi systems deployed in outdoor settings to provide broadband access to city centers and metrozones as well as to rural and underserved areas. It is this application of Wi-Fi that overlaps with the fixed and nomadic application space of WiMAX. Metro-area Wi-Fi deployments rely on higher power transmitters that are deployed on lampposts or building tops and radiating at or close to the maximum allowable power limits for operating in the license-exempt band. Even with high power transmitters, Wi-Fi systems can typically provide a coverage range of only about 1,000 feet from the access point. Consequently, metroWi-Fi applications require dense deployment of access points, which makes it impractical for large-scale ubiquitous deployment. Nevertheless, they could be deployed to provide broadband access to hotzones within a city or community. Wi-Fi offers remarkably higher peak data rates than do 3G systems, primarily since it operates over a larger 20MHz bandwidth. The inefficient CSMA (carrier sense multiple access) protocol used by Wi-Fi, along with the interference constraints of operating in the license-exempt band, is likely to significantly reduce the capacity of outdoor Wi-Fi systems. Further, Wi-Fi systems are not designed to support high-speed mobility. One significant advantage of Wi-Fi over WiMAX and 3G is the wide availability of terminal devices. A vast majority of laptops shipped today have a built-in Wi-Fi interface. Wi-Fi interfaces 3. This typically translates to only around 20Mbps to 25Mbps layer 2 peak throughput owing to CSMA overhead.
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are now also being built into a variety of devices, including personal data assistants (PDAs), cordless phones, cellular phones, cameras, and media players. The large embedded base of terminals makes it easy for consumers to use the services of broadband networks built using Wi-Fi. As with 3G, the capabilities of Wi-Fi are being enhanced to support even higher data rates and to provide better QoS support. In particular, using multiple-antenna spatial multiplexing technology, the emerging IEEE 802.11n standard will support a peak layer 2 throughput of at least 100Mbps. IEEE 802.11n is also expected to provide significant range improvements through the use of transmit diversity and other advanced techniques. 1.4.3 WiMAX versus 3G and Wi-Fi How does WiMAX compare with the existing and emerging capabilities of 3G and Wi-Fi? The throughput capabilities of WiMAX depend on the channel bandwidth used. Unlike 3G systems, which have a fixed channel bandwidth, WiMAX defines a selectable channel bandwidth from 1.25MHz to 20MHz, which allows for a very flexible deployment. When deployed using the more likely 10MHz TDD (time division duplexing) channel, assuming a 3:1 downlink-to-uplink split and 2 × 2 MIMO, WiMAX offers 46Mbps peak downlink throughput and 7Mbps uplink. The reliance of Wi-Fi and WiMAX on OFDM modulation, as opposed to CDMA as in 3G, allows them to support very high peak rates. The need for spreading makes very high data rates more difficult in CDMA systems. More important than peak data rate offered over an individual link is the average throughput and overall system capacity when deployed in a multicellular environment. From a capacity standpoint, the more pertinent measure of system performance is spectral efficiency. In Chapter 12, we provide a detailed analysis of WiMAX system capacity and show that WiMAX can achieve spectral efficiencies higher than what is typically achieved in 3G systems. The fact that WiMAX specifications accommodated multiple antennas right from the start gives it a boost in spectral efficiency. In 3G systems, on the other hand, multiple-antenna support is being added in the form of revisions. Further, the OFDM physical layer used by WiMAX is more amenable to MIMO implementations than are CDMA systems from the standpoint of the required complexity for comparable gain. OFDM also makes it easier to exploit frequency diversity and multiuser diversity to improve capacity. Therefore, when compared to 3G, WiMAX offers higher peak data rates, greater flexibility, and higher average throughput and system capacity. Another advantage of WiMAX is its ability to efficiently support more symmetric links— useful for fixed applications, such as T1 replacement—and support for flexible and dynamic adjustment of the downlink-to-uplink data rate ratios. Typically, 3G systems have a fixed asymmetric data rate ratio between downlink and uplink. What about in terms of supporting advanced IP applications, such as voice, video, and multimedia? How do the technologies compare in terms of prioritizing traffic and controlling quality? The WiMAX media access control layer is built from the ground up to support a variety of traffic mixes, including real-time and non-real-time constant bit rate and variable bit rate traffic,
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prioritized data, and best-effort data. Such 3G solutions as HSDPA and 1x EV-DO were also designed for a variety of QoS levels. Perhaps the most important advantage for WiMAX may be the potential for lower cost owing to its lightweight IP architecture. Using an IP architecture simplifies the core network— 3G has a complex and separate core network for voice and data—and reduces the capital and operating expenses. IP also puts WiMAX on a performance/price curve that is more in line with general-purpose processors (Moore’s Law), thereby providing greater capital and operational efficiencies. IP also allows for easier integration with third-party application developers and makes convergence with other networks and applications easier. In terms of supporting roaming and high-speed vehicular mobility, WiMAX capabilities are somewhat unproven when compared to those of 3G. In 3G, mobility was an integral part of the design; WiMAX was designed as a fixed system, with mobility capabilities developed as an addon feature. In summary, WiMAX occupies a somewhat middle ground between Wi-Fi and 3G technologies when compared in the key dimensions of data rate, coverage, QoS, mobility, and price. Table 1.2 provides a summary comparison of WiMAX with 3G and Wi-Fi technologies. 1.4.4 Other Comparable Systems So far, we have limited our comparison of WiMAX to 3G and Wi-Fi technologies. Two other standards based-technology solutions could emerge in the future with some overlap with WiMAX: the IEEE 802.20 and IEEE 802.22 standards under development. The IEEE 802.20 standard is aimed at broadband solutions specifically for vehicular mobility up to 250 kmph. This standard is likely to be defined for operation below 3.5GHz to deliver peak user data rates in excess of 4Mbps and 1.2Mbps in the downlink and uplink, respectively. This standardsdevelopment effort began a few years ago but it has not made much progress, owing to lack of consensus on technology and issues with the standardization process. The IEEE 802.22 standard is aimed specifically at bringing broadband access to rural and remote areas through wireless regional area networks (WRAN). The basic goal of 802.22 is to define a cognitive radio that can take advantage of unused TV channels that exist in these sparsely populated areas. Operating in the VHF and low UHF bands provides favorable propagation conditions that can lead to greater range. This development effort is motivated by the fact that the FCC plans to allow the use of this spectrum without licenses as long as a cognitive radio solution that identifies and operates in unused portions of the spectrum is used. IEEE 802.22 is in early stages of development and is expected to provide fixed broadband applications over larger coverage areas with low user densities.



1.5 Spectrum Options for Broadband Wireless The availability of frequency spectrum is key to providing broadband wireless services. Several frequency bands can be used for deploying WiMAX. Each band has unique characteristics that have a significant impact on system performance. The operating frequency band often dictates
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Table 1.2 Comparison of WiMAX with Other Broadband Wireless Technologies Parameter Standards



Fixed WiMAX IEEE 802.162004



9.4Mbps in 3.5MHz with 3:1 Peak down DL-to-UL ratio link data rate TDD; 6.1Mbps with 1:1



Mobile WiMAX



HSPA



1x EV-DO Rev A



IEEE 802.16e2005



3GPP Release 6 3GPP2



46Mbpsa with 3:1 DL- to-UL ratio TDD; 32Mbps with 1:1



14.4Mbps using all 15 codes; 7.2Mbps with 10 codes



Peak uplink data rate



3.3Mbps in 3.5MHz using 3:1 DL-to-UL ratio; 6.5Mbps with 1:1



7Mbps in 1.4Mbps ini10MHz using 3:1 tially; 5.8Mbps DL-to-UL ratio; later 4Mbps using 1:1



Bandwidth



3.5MHz and 7MHz in 3.5GHz band; 10MHz in 5.8GHz band



3.5MHz, 7MHz, 5MHz, 10MHz, and 8.75MHz initially



Modulation



QPSK, 16 QAM, 64 QAM



3.1Mbps; Rev. B will support 4.9Mbps



1.8Mbps



Wi-Fi IEEE 802.11a/g/n



54 Mbpsb shared using 802.11a/g; more than 100Mbps peak layer 2 throughput using 802.11n



1.25MHz



20MHz for 802.11a/g; 20/40MHz for 802.11n



QPSK, 16 QAM, QPSK, 64 QAM 16 QAM



QPSK, 8 PSK, 16 QAM



BPSK, QPSK, 16 QAM, 64 QAM



Multiplexing TDM



TDM/OFDMA



TDM/CDMA



TDM/ CDMA



CSMA



Duplexing



TDD, FDD



TDD initially



FDD



FDD



TDD



Frequency



3.5GHz and 5.8GHz initially



2.3GHz, 2.5GHz, 800/900/1,800/ and 3.5GHz 1,900/ initially 2,100MHz



800/900/ 1,800/ 1,900MHz



2.4GHz, 5GHz



Coverage (typical)



3–5 miles



< 2 miles



1–3 miles



1–3 miles



< 100 ft indoors; < 1000 ft outdoors



Mobility



Not applicable



Mid



High



High



Low



5MHz



a. Assumes 2 × 2 MIMO and a 10MHz channel. b. Due to inefficient CSMA MAC, this typically translates to only ~20Mbps to 25Mbps layer 2 throughput.



fundamental bounds on achievable data rates and coverage range. Table 1.3 summarizes the various frequency bands that could be used for broadband wireless deployment. From a global perspective, the 2.3GHz, 2.5GHz, 3.5GHz, and 5.7GHz bands are most likely to see WiMAX deployments. The WiMAX Forum has identified these bands for initial interoperability certifications. A brief description of these bands follows. Licensed 2.5GHz: The bands between 2.5GHz and 2.7GHz have been allocated in the United States, Canada, Mexico, Brazil, and some southeast Asian countries. In many countries, this band



1.5 Spectrum Options for Broadband Wireless



19



Table 1.3 Summary of Potential Spectrum Options for Broadband Wireless Designation



Fixed wireless access (FWA): 3.5GHz



Broadband radio services (BRS): 2.5GHz



Frequency Allocation



Amount of Spectrum



Notes



3.4GHz – 3.6GHz mostly; 3.3GHz – 3.4GHz and 3.6GHz – 3.8GHz also available in some countries



Not generally available in the Total 200MHz mostly; United States. A 50MHz chunk varies from 2 × 5MHz from 3.65GHz – 3.70GHz being to 2 × 56MHz paired allocated for unlicensed operaacross nations tion in United States.



2.495GHz – 2.690GHz



194MHz total; 22.5MHz licenses, where a 16.5MHz is paired with 6MHz



Wireless Communi2.305GHz – 2.320GHz; cations Services 2.345GHz – 2.360GHz (WCS) 2.3GHz



Allocation shown is for United States after the recent change in band plan. Available in a few other countries as well.



Allocation shown for United Two 2 × 5MHz paired; States. Also available in Korea, two unpaired 5MHz Australia, New Zealand.



License exempt: 2.4GHz



2.405GHz – 2.4835GHz



One 80MHz block



Allocation shown for United States but available worldwide. Heavily crowded band; used by Wi-Fi.



License exempt: 5GHz



5.250GHz – 5.350GHz; 5.725GHz – 5.825GHz



200MHz available in United States; additional 255MHz to be allocated



Called U-NII in United States. Generally available worldwide; lower bands have severe power restrictions.



UHF band: 700MHz



698MHz – 746MHz (lower); 747MHz – 792MHz (upper)



30MHz upper band; 48MHz lower band



Allocations shown for United States, only 18MHz of lower band auctioned so far. Other nations may follow.



Advanced wireless services (AWS)



1.710GHz – 1.755GHz 2.110GHz – 2.155GHz



2 × 45MHz paired



Auctioned in the United States. In other parts of the world, this is used for 3G.



is restricted to fixed applications; in some countries, two-way communication is not permitted. Among all the available bands, this one offers the most promise for broadband wireless, particularly within the United States. The FCC allowed two-way transmissions in this band in 1998 and in mid-2004 realigned the channel plan. This band, now called the broadband radio services (BRS) band, was previously called the MMDS band. The BRS band now has 195MHz, including guard bands and MDS (multi-point distribution services) channels, available in the United States between 2.495GHz and 2.690GHz. Regulations allow a variety of services, including fixed, portable, and mobile services. Both FDD and TDD operations are allowed. Licenses were issued for eight 22.5MHz slices of this band, where a 16.5MHz block is paired with a 6MHz block, with the separation between the two blocks varying from 10MHz to 55MHz. The rules of this band also allow for license aggregation. A majority of this spectrum in the United States is controlled by Sprint,



20



Chapter 1 • Introduction to Broadband Wireless



Nextel, and Clearwire. Regulatory changes may be required in many countries to make this band more available and attractive, particularly for mobile WiMAX. Licensed 2.3GHz: This band, called the WCS band in the United States, is also available in many other countries such as Australia, South Korea, and New Zealand. In fact, the WiBro services being deployed in South Korea uses this band. In the United States, this band includes two paired 5MHz bands and two unpaired 5MHz bands in the 2.305GHz to 2.320GHz and 2.345GHz to 2.360GHz range. A major constraint in this spectrum is the tight out-of-band emission requirements enforced by the FCC to protect the adjacent DARS (digital audio radio services) band (2.320GHz to 2.345GHz). This makes broadband services, particularly mobile services, difficult in the sections of this band closest to the DARS band. Licensed 3.5GHz: This is the primary band allocated for fixed wireless broadband access in several countries across the globe, with the notable exception of the United States. In the United States, the FCC has recently allocated 50MHz of spectrum in the 3.65GHz to 3.70GHz band for high-power unlicensed use with restrictions on transmission protocols that precludes WiMAX. Internationally, the allocated band is in the general vicinity of 3.4GHz to 3.6GHz, with some newer allocation in 3.3GHz to 3.4GHz and 3.6GHz to 3.8GHz as well. The available bandwidth varies from country to country, but it is generally around 200MHz. The available band is usually split into many individual licenses, varying from 2 × 5MHz to 2 × 56MHz. Spectrum aggregation rules also vary from country to country. While some countries only allow FDD operations, others allow either FDD or TDD. In most countries, the current rules in this band do not allow for nomadic and mobile broadband applications. It is hoped that the regulations in this band will, over time, become more flexible, and the WiMAX Forum has committed to working with regulatory authorities around the world to achieve this flexibility. The heavier radio propagation losses at 3.5GHz, however, is likely to make it more difficult to provide nomadic and mobile services in this band. License-exempt 5GHz: The license-exempt frequency band 5.25GHz to 5.85GHz is of interest to WiMAX. This band is generally available worldwide. In the United States, it is part of the unlicensed national information infrastructure (U-NII) band and has 200MHz of spectrum for outdoor use. An additional 255MHz of spectrum in this band has been identified by the FCC for future unlicensed use. Being free for anyone to use, this band could enable grassroots deployments of WiMAX, particularly in underserved, low-population-density rural and remote markets. The large bandwidth available may enable operators to coordinate frequencies and mitigate the interference concerns surrounding the use of license-exempt bands, particularly in underserved markets. The relatively high frequency, coupled with the power restrictions in this band, will, however, make it extremely difficult to provide nomadic or mobile services. Even fixed applications will, in most cases, require installing external antennas at the subscriber premise. Within the 5GHz band, it is the upper 5.725GHz–5.850GHz band that is most attractive to WiMAX. Many countries allow higher power output—4 W EIRP (effective isotropic radiated power)—in this band compared to an EIRP of 1W or less in the lower 5GHz bands. In the United States, the FCC is considering proposals to further increase power output—perhaps to
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the tune of 25 W—in license-exempt bands in rural areas to facilitate less costly deployments in underserved areas. It should be noted that there is another 80MHz of license-exempt spectrum, in the 2.4GHz band, which could also be used for WiMAX. Given the already high usage in this band, particularly from Wi-Fi, it is not very likely that WiMAX will be deployed in the 2.4GHz band, particularly for point-to-multipoint applications. Although the 2.3GHz, 2.5GHz, 3.5GHz, and 5.7GHz bands are the most attractive for WiMAX in the near term, other bands could see future WiMAX deployments. Examples of these are the UHF (ultra high frequency) and AWS bands. UHF bands: Around the world, as television stations transition from analog to digital broadcasting, a large amount of spectrum below 800MHz could become available. For example, in the United States, the FCC has identified frequency bands 698MHz–746MHz to be vacated by broadcasters as they transition to digital TV. Of these bands, 18MHz of spectrum has already been auctioned, and the remaining 60MHz is expected to be auctioned in a couple of years. The slow pace of digital TV adoption has delayed these auctions, and it is not likely that this spectrum will be usable for broadband wireless until at least 2009–2010. The FCC has also begun looking into the possibility of allocating more spectrum in the sub-700MHz bands, perhaps for unlicensed use as well. UHF band spectrum has excellent propagation characteristics compared to the other microwave bands and hence is valuable, particularly for portable and mobile services. The larger coverage range possible in this band makes the economics of deployment particularly attractive for suburban and rural applications. AWS band: In August 2006, the FCC auctioned 1.710GHz–1.755GHz paired with 2.110GHz–2.155GHz as spectrum for advanced wireless services (AWS) in the United States. This band offers 90MHz of attractive spectrum that could be viable for WiMAX in the longer term. Beyond these, it is possible that WiMAX could be deployed in bands designated for 3G. Particularly in Europe, greenfield 3G operators could choose to deploy WiMAX if regulatory relief to do so is obtained. Another interesting possibility is the 1.5GHz L-band used by mobile satellite today. Clearly, WiMAX systems could be deployed in a number of spectrum bands. The challenge is get the allocations and regulations across the globe harmonized in order to gain the advantage of economies of scale. In the next section, we discuss this and other business challenges to broadband wireless in general and WiMAX in particular.



1.6 Business Challenges for Broadband Wireless and WiMAX Despite the marketing hype and the broad industry support for the development of WiMAX, its success is not a forgone conclusion. In fact, broadband wireless in general and WiMAX in particular face a number of challenges that could impede their adoption in the marketplace. The rising bar of traditional broadband: In the fixed broadband application space, WiMAX will have to compete effectively with traditional wired alternatives, such as DSL and cable, to achieve widespread adoption in mature markets, such as the United States. DSL and cable modem technologies continue to evolve at a rapid pace, providing increasing data rate
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capabilities. For example, DSL services in the United States already offer 3Mbps–6Mbps of downstream throughput to the end user, and solutions based on the newer VDSL2 standard will soon deliver up to 50Mbps–100Mbps, depending on the loop length. With incumbent carriers pushing fiber deeper into the networks, the copper loop lengths are getting shorter, allowing for significantly improved data rates. Cable modem technologies offer even higher speeds than DSL. Even on the upstream, where bandwidth had been traditionally limited, data rates on the order of several megabits per second per user are becoming a reality in both DSL and cable. The extremely high data rates supported by these wired broadband solutions allow providers to offer not only data, voice, and multimedia applications but also entertainment TV, including HDTV. It will be extremely difficult for broadband wireless systems to match the rising throughput performance of traditional broadband. WiMAX will have to rely on portability and mobility as differentiators as opposed to data rate. WiMAX may have an advantage in terms of network infrastructure cost, but DSL and cable benefit from the declining cost curves on their CPE, due to their mature-market state. Given these impediments, fixed WiMAX is more likely to be deployed in rural or underserved areas in countries with a mature broadband access market. In developing countries, where existing broadband infrastructure is weak, the business challenges for fixed WiMAX are less daunting, and hence it is much more likely to succeed. Differences in global spectrum availability: As discussed earlier, there are considerable differences in the allocation and regulations of broadband spectrum worldwide. Although 2.5GHz, 3.5GHz, and 5.8GHz bands are allotted in many regions of the world, many growth markets require new allocations. Given the diverse requirements and regulatory philosophy of various national governments, it will be a challenge for the industry to achieve global harmonization. For WiMAX to be a global success like Wi-Fi, regulatory bodies need to allow full flexibility in terms of the services that can be offered in the various spectrum bands. Competition from 3G: For mobile WiMAX, the most significant challenge comes from 3G technologies that are being deployed worldwide by mobile operators. Incumbent mobile operators are more likely to seek performance improvements through 3G evolution than to adopt WiMAX. New entrants and innovative challengers entering the mobile broadband market using WiMAX will have to face stiff competition from 3G operators and will have to find a way to differentiate themselves from 3G in a manner that is attractive to the users. They may have to develop innovative applications and business models to effectively compete against 3G. Device development: For mobile WiMAX to be successful, it is important to have a wide variety of terminal devices. Embedding WiMAX chips into computers could be a good first step but may not be sufficient. Perhaps WiMAX can differentiate from 3G by approaching the market with innovative devices. Some examples could include WiMAX embedded into MP3 players, video players, or handheld PCs. Device-development efforts should also include multimode devices. A variety of broadband systems will likely be deployed, and it is critical that diverse networks interoperate to make ubiquitous personal broadband services a reality. Ensuring that device development happens concomitant with network deployment will be a challenge.
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1.7 Technical Challenges for Broadband Wireless So far, we have discussed the history, applications, and business challenges of broadband wireless. We now address the technical challenges of developing and deploying a successful broadband wireless system. The discussion presented in this section sets the stage for the rest of the book, especially Part II, where the technical foundations of WiMAX are discussed in detail. To gain widespread success, broadband wireless systems must deliver multimegabit per second throughput to end users, with robust QoS to support a variety of services, such as voice, data, and multimedia. Given the remarkable success of the Internet and the large variety of emerging IP-based applications, it is critical that broadband wireless systems be built to support these IP-based applications and services efficiently. Fixed broadband systems must, ideally, deliver these services to indoor locations, using subscriber stations that can be easily selfinstalled by the enduser. Mobile broadband systems must deliver broadband applications to laptops and handheld devices while moving at high speeds. Customers now demand that all this be done without sacrificing quality, reliability, or security. For WiMAX to be successful, it must deliver significantly better performance than current alternatives, such as 3G and Wi-Fi. This is indeed a high bar. Meeting these stringent service requirements while being saddled with a number of constraints imposed by wireless make the system design of broadband wireless a formidable technical challenge. Some of the key technical design challenges are • Developing reliable transmission and reception schemes to push broadband data through a hostile wireless channel • Achieving high spectral efficiency and coverage in order to deliver broadband services to a large number of users, using limited available spectrum • Supporting and efficiently multiplexing services with a variety of QoS (throughput, delay, etc.) requirements • Supporting mobility through seamless handover and roaming • Achieving low power consumption to support handheld battery-operated devices • Providing robust security • Adapting IP-based protocols and architecture for the wireless environment to achieve lower cost and convergence with wired networks As is often the case in engineering, solutions that effectively overcome one challenge may aggravate another. Design trade-offs have to be made to find the right balance among competing requirements—for example, coverage and capacity. Advances in computing power, hardware miniaturization, and signal-processing algorithms, however, enable increasingly favorable tradeoffs, albeit within the fundamental bounds imposed by laws of physics and information theory. Despite these advances, researchers continue to be challenged as wireless consumers demand even greater performance.
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We briefly explain each of the technical challenges, and touch on approaches that have been explored to overcome them. We begin with the challenges imposed by the wireless radio channel. 1.7.1 Wireless Radio Channel The first and most fundamental challenge for broadband wireless comes from the transmission medium itself. In wired communications channels, a physical connection, such as a copper wire or fiber-optic cable, guides the signal from the transmitter to the receiver, but wireless communication systems rely on complex radio wave propagation mechanisms for traversing the intervening space. The requirements of most broadband wireless services are such that signals have to travel under challenging NLOS conditions. Several large and small obstructions, terrain undulations, relative motion between the transmitter and the receiver, interference from other signals, noise, and various other complicating factors together weaken, delay, and distort the transmitted signal in an unpredictable and time-varying fashion. It is a challenge to design a digital communication system that performs well under these conditions, especially when the service requirements call for very high data rates and high-speed mobility. The wireless channel for broadband communication introduces several major impairments. Distance-dependent decay of signal power: In NLOS environments, the received signal power typically decays with distance at a rate much faster than in LOS conditions. This distancedependent power loss, called pathloss, depends on a number of variables, such as terrain, foliage, obstructions, and antenna height. Pathloss also has an inverse-square relationship with carrier frequency. Given that many broadband wireless systems will be deployed in bands above 2GHz under NLOS conditions, systems will have to overcome significant pathloss. Blockage due to large obstructions: Large obstructions, such as buildings, cause localized blockage of signals. Radio waves propagate around such blockages via diffraction but incur severe loss of power in the process. This loss, referred to as shadowing, is in addition to the distance-dependent decay and is a further challenge to overcome. Large variations in received signal envelope: The presence of several reflecting and scattering objects in the channel causes the transmitted signal to propagate to the receiver via multiple paths. This leads to the phenomenon of multipath fading, which is characterized by large (tens of dBs) variations in the amplitude of the received radio signal over very small distances or small durations. Broadband wireless systems need to be designed to cope with these large and rapid variations in received signal strength. This is usually done through the use of one or more diversity techniques, some of which are covered in more detail in Chapters 4, 5, and 6. Intersymbol interference due to time dispersion: In a multipath environment, when the time delay between the various signal paths is a significant fraction of the transmitted signal’s symbol period, a transmitted symbol may arrive at the receiver during the next symbol period and cause intersymbol interference (ISI). At higher data rates, the symbol time is shorter; hence, it takes only a smaller delay to cause ISI. This makes ISI a bigger concern for broadband wireless and mitigating it more challenging. Equalization is the conventional method for dealing
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with ISI but at high data rates requires too much processing power. OFDM has become the solution of choice for mitigating ISI in broadband systems, including WiMAX, and is covered in Chapter 4 in detail. Frequency dispersion due to motion: The relative motion between the transmitter and the receiver causes carrier frequency dispersion called Doppler spread. Doppler spread is directly related to vehicle speed and carrier frequency. For broadband systems, Doppler spread typically leads to loss of signal-to-noise ratio (SNR) and can make carrier recovery and synchronization more difficult. Doppler spread is of particular concern for OFDM systems, since it can corrupt the orthogonality of the OFDM subcarriers. Noise: Additive white Gaussian noise (AWGN) is the most basic impairment present in any communication channel. Since the amount of thermal noise picked up by a receiver is proportional to the bandwidth, the noise floor seen by broadband receivers is much higher than those seen by traditional narrowband systems. The higher noise floor, along with the larger pathloss, reduces the coverage range of broadband systems. Interference: Limitations in the amount of available spectrum dictate that users share the available bandwidth. This sharing can cause signals from different users to interfere with one another. In capacity-driven networks, interference typically poses a larger impairment than noise and hence needs to be addressed. Each of these impairments should be well understood and taken into consideration while designing broadband wireless systems. In Chapter 3, we present a more rigorous characterization of the radio channel, which is essential to the development of effective solutions for broadband wireless. 1.7.2 Spectrum Scarcity The second challenge to broadband wireless comes from the scarcity of radio-spectrum resources. As discussed in Section 1.5, regulatory bodies around the world have allocated only a limited amount of spectrum for commercial use. The need to accommodate an ever-increasing number of users and offering bandwidth-rich applications using a limited spectrum challenges the system designer to continuously search for solutions that use the spectrum more efficiently. Spectral-efficiency considerations impact many aspects of broadband wireless system design. The most fundamental tool used to achieve higher system-wide spectral efficiency is the concept of a cellular architecture, whereby instead of using a single high-powered transmitter to cover a large geographic area, several lower-power transmitters that each cover a smaller area, called a cell, are used. The cells themselves are often subdivided into a few sectors through the use of directional antennas. Typically, a small group of cells or sectors form a cluster, and the available frequency spectrum is divided among the cells or sectors in a cluster and allocated intelligently to minimize interference to one another. The pattern of frequency allocation within a cluster is then repeated throughout the desired service area and is termed frequency reuse. For higher capacity and spectral efficiency, frequency reuse must be maximized. Increasing reuse, however, leads to a larger potential for interference. Therefore, to facilitate tighter reuse, the
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challenge is to design transmission and reception schemes that can operate under lower signal-tointerference-plus-noise ratio (SINR) conditions or implement effective methods to deal with interference. One effective way to deal with interference is to use multiple-antenna processing. Beyond using the cellular architecture and maximizing frequency reuse, several other signalprocessing techniques can be used to maximize the spectral efficiency and hence capacity of the system. Many of these techniques exploit channel information to maximize capacity. Examples of these are included below. Adaptive modulation and coding: The idea is to vary the modulation and coding rate on a per user and/or per packet basis based on the prevailing SINR conditions. By using the highest level modulation and coding rate that can be supported by the SINR, the user data rates—and hence capacity—can be maximized. Adaptive modulation and coding is part of the WiMAX standard and are discussed in detail in Chapter 6. Spatial multiplexing: The idea behind spatial multiplexing is that multiple independent streams can be transmitted in parallel over multiple antennas and can be separated at the receiver using multiple receive chains through appropriate signal processing. This can be done as long as the multipath channels as seen by the various antennas are sufficiently decorrelated, as would be the case in a scattering-rich environment. Spatial multiplexing provides data rate and capacity gains proportional to the number of antennas used. This and other multiantenna techniques are covered in Chapter 5. Efficient multiaccess techniques: Besides ensuring that each user uses the spectrum as efficiently as possible, effective methods must be devised to share the resources among the multiple users efficiently. This is the challenge addressed at the MAC layer of the system. Greater efficiencies in spectrum use can be achieved by coupling channel-quality information in the resource-allocation process. MAC-layer techniques are discussed in more detail in Chapter 6. It should be emphasized that capacity and spectral efficiency cannot be divorced from the need to provide adequate coverage. If one were concerned purely with high spectral efficiency or capacity, an obvious way to achieve that would be to decrease the cell radius or to pack more base stations per unit area. Obviously, this is an expensive way to improve capacity. Therefore, it is important to look at spectral efficiency more broadly to include the notion of coverage area. The big challenge for broadband wireless system design is to come up with the right balance between capacity and coverage that offers good quality and reliability at a reasonable cost. 1.7.3 Quality of Service QoS is a broad and loose term that refers to the “collective effect of service,” as perceived by the user. For the purposes of this discussion, QoS more narrowly refers to meeting certain requirements—typically, throughput, packet error rate, delay, and jitter—associated with a given application. Broadband wireless networks must support a variety of applications, such as voice, data, video, and multimedia, and each of these has different traffic patterns and QoS requirements, as shown in Table 1.4. In addition to the application-specific QoS requirements, networks often need to also enforce policy-based QoS, such as giving differentiated services to users based on
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Table 1.4 Sample Traffic Parameters for Broadband Wireless Applications Parameter Data rate



Interactive Gaming 50Kbps– 85Kbps



Voice 4Kbps– 64Kbps



Streaming Media



Data



Video



5Kbps– 384Kbps



0.01Mbps– 100Mbps



> 1Mbps



Web browsing, e-mail, instant messaging (IM), telnet, file downloads



IPTV, movie download, peerto-peer video sharing



Example applications



Interactive gaming



VoIP



Music, speech, video clips



Traffic flow



Real time



Real-time continuous



Continuous, bursty



Non–real time, bursty



Continuous



Packet loss



Zero



< 1%



< 1% for audio; < 2% for video



Zero



< 10–8



Delay variation



Not applicable < 20 ms



< 2 sec



Not applicable



< 2 sec



Delay



< 50 ms– 150 ms



< 250 ms



Flexible



< 100 ms



< 100 ms



their subscribed service plans. The variability in the QoS requirements across applications, services, and users makes it a challenge to accommodate all these on a single-access network, particularly wireless networks, where bandwidth is at a premium. The problem of providing QoS in broadband wireless systems is one of managing radio resources effectively. Effective scheduling algorithms that balance the QoS requirements of each application and user with the available radio resources need to be developed. In other words, capacity needs to be allocated in the right proportions among users and applications at the right time. This is the challenge that the MAC-layer protocol must meet: simultaneously handling multiple types of traffic flows—bursty and continuous—of varying throughputs and latency requirements. Also needed are an effective signaling mechanism for users and applications to indicate their QoS requirements and for the network to differentiate among various flows. Delivering QoS is more challenging for mobile broadband than for fixed. The time variability and unpredictability of the channel become more acute, and complication arises from the need to hand over sessions from one cell to another as the user moves across their coverage boundaries. Handovers cause packets to be lost and introduce additional latency. Reducing handover latency and packet loss is also an important aspect of delivering QoS. Handover also necessitates coordination of radio resources across multiple cells. So far, our discussion of QoS has been limited to delivering it across the wireless link. From a user perspective, however, the perceived quality is based on the end-to-end performance of the network. To be effective, therefore, QoS has to be delivered end-to-end across the network, which may include, besides the wireless link, a variety of aggregation, switching, and routing elements between the communication end points. IP-based networks are expected to form the
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bulk of the core network; hence, IP-layer QoS is critical to providing end-to-end service quality. A more detailed discussion of end-to-end QoS is provided in Chapter 7. 1.7.4 Mobility For the end user, mobility is one of the truly distinctive values that wireless offers. The fact that the subscriber station moves over a large area brings several networking challenges. Two of the main challenges are (1) providing a means to reach inactive users for session initiation and packet delivery, regardless of their location within the network, and (2) maintaining an ongoing session without interruption while on the move, even at vehicular speeds. The first challenge is referred to as roaming; the second, handoff. Together, the two are referred to as mobility management, and performing them well is critical to providing a good user experience. Roaming: The task of locating roaming subscriber stations is typically accomplished through the use of centralized databases that store up-to-date information about their location. These databases are kept current though location-update messages that subscriber stations send to the network as it moves from one location area to another. To reach a subscriber station for session setup, the network typically pages for it over the base stations in and around the location area. The number of base stations over which the page is sent depends on the updating rate and movement of the subscriber stations. The radio-resource management challenge here is the trade-off between spending radio resources on transmitting location-update messages from nonactive subscriber stations more frequently versus paging terminals over a larger set of base stations at session setup. Handoff: To meet the second challenge of mobility, the system should provide a method for seamlessly handing over an ongoing session from one base station to another as the user moves across them. A handoff process typically involves detecting and deciding when to do a handoff, allocating radio resources for it, and executing it. It is required that all handoffs be performed successfully and that they happen as infrequently and imperceptibly as possible. The challenge for handoff-decision algorithms is the need to carefully balance the dropping probability and handoff rate. Being too cautious in making handoff decisions can lead to dropped sessions; excessive handoff can lead to an unnecessary signaling load. The other challenge is to ensure that sufficient radio resources are set aside so that ongoing sessons are not dropped midsession during handoff. Some system designs reserve bandwidth resources for accepting handoff or at least prioritize handoff requests over session-initiation requests. Another aspect of mobility management that will become increasingly important in the future is layer 3, IP mobility. Traditionally, in mobile networks, mobility is handled by the layer 2 protocol, and the fact that the terminal is moving is hidden from the IP network. The terminal continues to have a fixed IP address, regardless of its changing its point of attachment to the network. Although this is not an issue for most IP applications, it poses a challenge for certain IP applications, such as Web-caching and multicasting. IP-based mobility-management solutions can solve this problem, but it is tricky to make them work in a wireless environment. IP-based



1.7 Technical Challenges for Broadband Wireless



29



mobility management is also required to support roaming and handover across heterogeneous networks, such as between a WiMAX network and a Wi-Fi network. A more detailed discussion of the challenges of mobility is presented in Chapter 7. 1.7.5 Portability Like mobility, portability is another unique value provided by wireless. Portability is desired for not only full-mobility applications but also nomadic applications. Portability dictates that the subscriber device be battery powered and lightweight and therefore consume as little power as possible. Unfortunately, advances in battery technology have been fairly limited, especially when compared to processor technology. The problem is compounded by the fact that mobile terminals are required to pack greater processing power and functionality within a decreasing real estate. Given the limitations in battery power, it is important that it be used most efficiently. The need for reducing power consumption challenges designers to look for power-efficient transmission schemes, power-saving protocols, computationally less intensive signal-processing algorithms, low-power circuit-design and fabrication, and battery technologies with longer life. The requirement of low-power consumption drives physical-layer design toward the direction of using power-efficient modulation schemes: signal sets that can be detected and decoded at lower signal levels. Unfortunately, power-efficient modulation and coding schemes tend to be less spectrally efficient. Since spectral efficiency is also a very important requirement for broadband wireless, it is a challenge to make the appropriate trade-off between them. This often results in portable wireless systems offering asymmetric data rates on the downlink and the uplink. The power-constrained uplink often supports lower bits per second per Hertz than the downlink. It is not only the transmitter power that drains the battery. Digital signal processors used in terminal devices are also notorious for their power consumption. This motivates the designer to come up with computationally more efficient signal-processing algorithms for implementation in the portable device. Protocol design efforts at power conservation focus on incorporating lowpower sleep and idle modes with methods to wake up the device as and when required. Fastswitching technologies to ensure that the transmitter circuitry is turned on only when required and on an instantaneous demand basis can also be used to reduce overall power consumption. 1.7.6 Security Security is an important consideration in any communications system design but is particularly so in wireless communication systems. The fact that connections can be established in a untethered fashion makes it easier to intrude in an inconspicuous and undetectable manner than is the case for wired access. Further, the shared wireless medium is often perceived by the general public to be somewhat less secure than its wired counterpart. Therefore, a robust level of security must be built into the design of broadband wireless systems. From the perspective of an end user, the primary security concerns are privacy and data integrity. Users need assurance that no one can eavesdrop on their sessions and that the data sent
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across the communication link is not tampered with. This is usually achieved through the use of encryption. From the service provider’s perspective, an important security consideration is preventing unauthorized use of the network services. This is usually done using strong authentication and access control methods. Authentication and access control can be implemented at various levels of the network: the physical layer, the network layer, and the service layer. The service provider’s need to prevent fraud should be balanced against the inconvenience that it may impose on the user. Besides privacy and fraud, other security concerns include denial-of-service attacks in which malignant users attempt to degrade network performance, session hijacking, and virus insertion. Chapter 7 presents a more detailed discussion of the various security issues and solutions. 1.7.7 Supporting IP in Wireless The Internet Protocol (IP) has become the networking protocol of choice for modern communication systems. Internet-based protocols are now beginning to be used to support not only data but also voice, video, and multimedia. Voice over IP is quickly emerging as a formidable competitor to traditional circuit-switched voice and appears likely to displace it over time. Video over IP and IPTV are also emerging as potential rivals to traditional cable TV. Because more and more applications will migrate to IP, IP-based protocols and architecture must be considered for broadband wireless systems. A number of arguments favor the use of IP-based protocols and architecture for broadband wireless. First, IP-based systems tend to be cheaper because of the economies of scale they enjoy from widespread adoption in wired communication systems. Adopting an IP architecture can make it easier to develop new services and applications rapidly. The large IP application development community can be leveraged. An IP-based architecture for broadband wireless will enable easier support for such applications as IP multicast and anycast. An IP-based architecture makes it easy to integrate broadband wireless systems with other access technologies and thereby enable converged services. IP-based protocols are simple and flexible but not very efficient or robust. These deficiencies were not such a huge concern as IP evolved largely in the wired communications space, where transmission media, such as fiber-optic channels, offered abundant bandwidth and very high reliability. In wireless systems, however, introducing IP poses several challenges: (1) making IP-based protocols more bandwidth efficient, (2) adapting them to deliver the required QoS (delay, jitter, throughput, etc.) when operating in bandwidth-limited and unreliable media, and (3) adapting them to handle terminals that move and change their point of attachment to the network. Some of these issues and solutions are also presented in Chapter 7.
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1.7.8 Summary of Technical Challenges Table 1.5 summarizes the various technical challenges associated with meeting the service requirements for broadband wireless, along with potential solutions. Many of the solutions listed are described in more detail in Part II of the book. Table 1.5 Summary of Technical Design Challenges to Broadband Wireless Service Requirements Non-line-of-sight coverage



High data rate and capacity



Quality of service



Mobility



Technical Challenge Mitigation of multipath fading and interference



Diversity, channel coding, etc.



Achieving high spectral efficiency



Cellular architecture, adaptive modulation and coding, spatial multiplexing, etc.



Overcoming intersymbol interference



OFDM, equalization, etc.



Interference mitigation



Adaptive antennas, sectorization, dynamic channel allocation, CDMA, etc.



Supporting voice, data, video, etc. on a single access network



Complex MAC layer



Radio resource management



Efficient scheduling algorithms



End-to-end quality of service



IP QoS: DiffServ, IntServ, MPLS, etc.



Ability to be reached regardless of location



Roaming database, location update, paging



Session continuity while moving from the coverage area of one base station Seamless handover to another Session continuity across diverse networks



Portability



Potential Solution



IP-based mobility: mobile IP



Power-efficient modulation; sleep, idle Reduce battery power consumption on modes and fast switching between modes; portable subscriber terminals low-power circuit; efficient signal-processing algorithms Protect privacy and integrity of user data



Encryption



Prevent unauthorized access to network



Authentication and access control



Security



Low cost



Provide efficient and reliable commuAdaptation of IP-based protocols for wirenication using IP architecture and proless; adapt layer 2 protocols for IP tocols
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1.8 Summary and Conclusions In this chapter, we outlined a high-level overview of broadband wireless by presenting its history, applications, business challenges, and technical design issues. • Broadband wireless could be a significant growth market for the telecom industry. • Broadband wireless has had a checkered history, and the emergence of the WiMAX standard offers a significant new opportunity for success. • Broadband wireless systems can be used to deliver a variety of applications and services to both fixed and mobile users. • WiMAX could potentially be deployed in a variety of spectrum bands: 2.3GHz, 2.5GHz, 3.5GHz, and 5.8GHz. • WiMAX faces a number of competitive challenges from both fixed-line and thirdgeneration mobile broadband alternatives. • The service requirements and special constraints of wireless broadband make the technical design of broadband wireless quite challenging.
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fter years of development and uncertainty, a standards-based interoperable solution is emerging for wireless broadband. A broad industry consortium, the Worldwide Interoperability for Microwave Access (WiMAX) Forum has begun certifying broadband wireless products for interoperability and compliance with a standard. WiMAX is based on wireless metropolitan area networking (WMAN) standards developed by the IEEE 802.16 group and adopted by both IEEE and the ETSI HIPERMAN group. In this chapter, we present a concise technical overview of the emerging WiMAX solution for broadband wireless. The purpose here is to provide an executive summary before offering a more detailed exposition of WiMAX in later chapters. We begin the chapter by summarizing the activities of the IEEE 802.16 group and its relation to WiMAX. Next, we discuss the salient features of WiMAX and briefly describe the physicaland MAC-layer characteristics of WiMAX. Service aspects, such as quality of service, security, and mobility, are discussed, and a reference network architecture is presented. The chapter ends with a brief discussion of expected WiMAX performance.



2.1 Background on IEEE 802.16 and WiMAX The IEEE 802.16 group was formed in 1998 to develop an air-interface standard for wireless broadband. The group’s initial focus was the development of a LOS-based point-to-multipoint wireless broadband system for operation in the 10GHz–66GHz millimeter wave band. The resulting standard—the original 802.16 standard, completed in December 2001—was based on a single-carrier physical (PHY) layer with a burst time division multiplexed (TDM) MAC layer. Many of the concepts related to the MAC layer were adapted for wireless from the popular cable modem DOCSIS (data over cable service interface specification) standard.
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The IEEE 802.16 group subsequently produced 802.16a, an amendment to the standard, to include NLOS applications in the 2GHz–11GHz band, using an orthogonal frequency division multiplexing (OFDM)-based physical layer. Additions to the MAC layer, such as support for orthogonal frequency division multiple access (OFDMA), were also included. Further revisions resulted in a new standard in 2004, called IEEE 802.16-2004, which replaced all prior versions and formed the basis for the first WiMAX solution. These early WiMAX solutions based on IEEE 802.16-2004 targeted fixed applications, and we will refer to these as fixed WiMAX [1]. In December 2005, the IEEE group completed and approved IFEEE 802.16e-2005, an amendment to the IEEE 802.16-2004 standard that added mobility support. The IEEE 802.16e-2005 forms the basis for the WiMAX solution for nomadic and mobile applications and is often referred to as mobile WiMAX [2]. The basic characteristics of the various IEEE 802.16 standards are summarized in Table 2.1. Note that these standards offer a variety of fundamentally different design options. For example, there are multiple physical-layer choices: a single-carrier-based physical layer called WirelessMAN-SCa, an OFDM-based physical layer called WirelessMAN-OFDM, and an OFDMAbased physical layer called Wireless-OFDMA. Similarly, there are multiple choices for MAC architecture, duplexing, frequency band of operation, etc. These standards were developed to suit a variety of applications and deployment scenarios, and hence offer a plethora of design choices for system developers. In fact, one could say that IEEE 802.16 is a collection of standards, not one single interoperable standard. For practical reasons of interoperability, the scope of the standard needs to be reduced, and a smaller set of design choices for implementation need to be defined. The WiMAX Forum does this by defining a limited number of system profiles and certification profiles. A system profile defines the subset of mandatory and optional physical- and MAC-layer features selected by the WiMAX Forum from the IEEE 802.16-2004 or IEEE 802.16e-2005 standard. It should be noted that the mandatory and optional status of a particular feature within a WiMAX system profile may be different from what it is in the original IEEE standard. Currently, the WiMAX Forum has two different system profiles: one based on IEEE 802.16-2004, OFDM PHY, called the fixed system profile; the other one based on IEEE 802.16e-2005 scalable OFDMA PHY, called the mobility system profile. A certification profile is defined as a particular instantiation of a system profile where the operating frequency, channel bandwidth, and duplexing mode are also specified. WiMAX equipment are certified for interoperability against a particular certification profile. The WiMAX Forum has thus far defined five fixed certification profiles and fourteen mobility certification profiles (see Table 2.2). To date, there are two fixed WiMAX profiles against which equipment have been certified. These are 3.5GHz systems operating over a 3.5MHz channel, using the fixed system profile based on the IEEE 802.16-2004 OFDM physical layer with a point-to-multipoint MAC. One of the profiles uses frequency division duplexing (FDD), and the other uses time division duplexing (TDD).
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Table 2.1 Basic Data on IEEE 802.16 Standards 802.16



802.16-2004



802.16e-2005



Status



Completed December 2001



Completed June 2004



Completed December 2005



Frequency band



10GHz–66GHz



2GHz–11GHz



2GHz–11GHz for fixed; 2GHz–6GHz for mobile applications



Application



Fixed LOS



Fixed NLOS



Fixed and mobile NLOS



MAC architecture



Point-to-multipoint, mesh



Point-to-multipoint, mesh



Point-to-multipoint, mesh



Transmission scheme



Single carrier only



Single carrier, 256 OFDM or 2,048 OFDM



Single carrier, 256 OFDM or scalable OFDM with 128, 512, 1,024, or 2,048 subcarriers



Modulation



QPSK, 16 QAM, 64 QAM



QPSK, 16 QAM, 64 QAM



QPSK, 16 QAM, 64 QAM



Gross data rate



32Mbps–134.4Mbps



1Mbps–75Mbps



1Mbps–75Mbps



Multiplexing



Burst TDM/TDMA



Burst TDM/TDMA/ OFDMA



Burst TDM/TDMA/ OFDMA



Duplexing



TDD and FDD



TDD and FDD



TDD and FDD



20MHz, 25MHz, 28MHz



1.75MHz, 3.5MHz, 7MHz, 14MHz, 1.25MHz, 5MHz, 10MHz, 15MHz, 8.75MHz



1.75MHz, 3.5MHz, 7MHz, 14MHz, 1.25MHz, 5MHz, 10MHz, 15MHz, 8.75MHz



WirelessMAN-SCa WirelessMAN-OFDM WirelessMAN-OFDMA



WirelessMAN-SCa WirelessMAN-OFDM WirelessMAN-OFDMA



WirelessHUMANa



WirelessHUMANa



256 - OFDM as Fixed WiMAX



Scalable OFDMA as Mobile WiMAX



Channel bandwidths



Air-interface designation



WiMAX implementation



WirelessMAN-SC



None



a. WirelessHUMAN (wireless high-speed unlicensed MAN) is similar to OFDM-PHY (physical layer) but mandates dynamic frequency selection for license-exempt bands.
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Table 2.2 Fixed and Mobile WiMAX Initial Certification Profiles Band Index



Frequency Band



Channel Bandwidth



OFDM FFT Size



Duplexing



Notes



Fixed WiMAX Profiles



1



3.5 GHz



2



5.8GHz



3.5MHz



256



FDD



3.5MHz



256



TDD



7MHz



256



FDD



7MHz



256



TDD



10MHz



256



TDD



Products already certified



Mobile WiMAX Profiles



1



2.3GHz–2.4GHz



5MHz



512



TDD



10MHz



1,024



TDD



1,024



TDD



8.75MHz



2



3



4



5



2.305GHz– 2.320GHz, 2.345GHz– 2.360GHz 2.496GHz– 2.69GHz



3.3GHz–3.4GHz



3.4GHz–3.8GHz, 3.4GHz–3.6GHz, 3.6GHz–3.8GHz



3.5MHz



512



TDD



5MHz



512



TDD



10MHz



1,024



TDD



5MHz



512



TDD



10MHz



1,024



TDD



5MHz



512



TDD



7MHz



1,024



TDD



10MHz



1,024



TDD



5MHz



512



TDD



7MHz



1,024



TDD



10MHz



1,024



TDD



Both bandwidths must be supported by mobile station (MS)



Both bandwidths must be supported by mobile station (MS)



With the completion of the IEEE 802.16e-2005 standard, interest within the WiMAX group has shifted sharply toward developing and certifying mobile WiMAX1 system profiles based on this newer standard. All mobile WiMAX profiles use scalable OFDMA as the physical layer. At least initially, all mobility profiles will use a point-to-multipoint MAC. It should also be noted that all the current candidate mobility certification profiles are TDD based. Although TDD is often preferred, FDD profiles may be needed for in the future to comply with regulatory pairing requirements in certain bands.



1. Although designated as mobile WiMAX, it is designed for fixed, nomadic, and mobile usage scenarios.
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For the reminder of this chapter, we focus solely on WiMAX and therefore discuss only aspects of IEEE 802.16 family of standards that may be relevant to current and future WiMAX certification. It should be noted that the IEEE 802.16e-2004 and IEEE 802.16-2005 standards specifications are limited to the control and data plane aspects of the air-interface. Some aspects of network management are defined in IEEE 802.16g. For a complete end-to-end system, particularly in the context of mobility, several additional end-to-end service management aspects need to be specified. This task is being performed by the WiMAX Forums Network Working Group (NWG). The WiMAX NWG is developing an end-to-end network architecture and filling in some of the missing pieces. We cover the end-to-end architecture in Section 2.6.



2.2 Salient Features of WiMAX WiMAX is a wireless broadband solution that offers a rich set of features with a lot of flexibility in terms of deployment options and potential service offerings. Some of the more salient features that deserve highlighting are as follows: OFDM-based physical layer: The WiMAX physical layer (PHY) is based on orthogonal frequency division multiplexing, a scheme that offers good resistance to multipath, and allows WiMAX to operate in NLOS conditions. OFDM is now widely recognized as the method of choice for mitigating multipath for broadband wireless. Chapter 4 provides a detailed overview of OFDM. Very high peak data rates: WiMAX is capable of supporting very high peak data rates. In fact, the peak PHY data rate can be as high as 74Mbps when operating using a 20MHz2 wide spectrum. More typically, using a 10MHz spectrum operating using TDD scheme with a 3:1 downlink-to-uplink ratio, the peak PHY data rate is about 25Mbps and 6.7Mbps for the downlink and the uplink, respectively. These peak PHY data rates are achieved when using 64 QAM modulation with rate 5/6 error-correction coding. Under very good signal conditions, even higher peak rates may be achieved using multiple antennas and spatial multiplexing. Scalable bandwidth and data rate support: WiMAX has a scalable physical-layer architecture that allows for the data rate to scale easily with available channel bandwidth. This scalability is supported in the OFDMA mode, where the FFT (fast fourier transform) size may be scaled based on the available channel bandwidth. For example, a WiMAX system may use 128-, 512-, or 1,048-bit FFTs based on whether the channel bandwidth is 1.25MHz, 5MHz, or 10MHz, respectively. This scaling may be done dynamically to support user roaming across different networks that may have different bandwidth allocations. Adaptive modulation and coding (AMC): WiMAX supports a number of modulation and forward error correction (FEC) coding schemes and allows the scheme to be changed on a per user and per frame basis, based on channel conditions. AMC is an effective mechanism to maximize throughput in a time-varying channel. The adaptation algorithm typically calls for the use 2. Initial WiMAX profiles do not include 20MHz support; 74Mbps is combined uplink/downlink PHY throughput.
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of the highest modulation and coding scheme that can be supported by the signal-to-noise and interference ratio at the receiver such that each user is provided with the highest possible data rate that can be supported in their respective links. AMC is discussed in Chapter 6. Link-layer retransmissions: For connections that require enhanced reliability, WiMAX supports automatic retransmission requests (ARQ) at the link layer. ARQ-enabled connections require each transmitted packet to be acknowledged by the receiver; unacknowledged packets are assumed to be lost and are retransmitted. WiMAX also optionally supports hybrid-ARQ, which is an effective hybrid between FEC and ARQ. Support for TDD and FDD: IEEE 802.16-2004 and IEEE 802.16e-2005 supports both time division duplexing and frequency division duplexing, as well as a half-duplex FDD, which allows for a low-cost system implementation. TDD is favored by a majority of implementations because of its advantages: (1) flexibility in choosing uplink-to-downlink data rate ratios, (2) ability to exploit channel reciprocity, (3) ability to implement in nonpaired spectrum, and (4) less complex transceiver design. All the initial WiMAX profiles are based on TDD, except for two fixed WiMAX profiles in 3.5GHz. Orthogonal frequency division multiple access (OFDMA): Mobile WiMAX uses OFDM as a multiple-access technique, whereby different users can be allocated different subsets of the OFDM tones. As discussed in detail in Chapter 6, OFDMA facilitates the exploitation of frequency diversity and multiuser diversity to significantly improve the system capacity. Flexible and dynamic per user resource allocation: Both uplink and downlink resource allocation are controlled by a scheduler in the base station. Capacity is shared among multiple users on a demand basis, using a burst TDM scheme. When using the OFDMA-PHY mode, multiplexing is additionally done in the frequency dimension, by allocating different subsets of OFDM subcarriers to different users. Resources may be allocated in the spatial domain as well when using the optional advanced antenna systems (AAS). The standard allows for bandwidth resources to be allocated in time, frequency, and space and has a flexible mechanism to convey the resource allocation information on a frame-by-frame basis. Support for advanced antenna techniques: The WiMAX solution has a number of hooks built into the physical-layer design, which allows for the use of multiple-antenna techniques, such as beamforming, space-time coding, and spatial multiplexing. These schemes can be used to improve the overall system capacity and spectral efficiency by deploying multiple antennas at the transmitter and/or the receiver. Chapter 5 presents detailed overview of the various multipleantenna techniques. Quality-of-service support: The WiMAX MAC layer has a connection-oriented architecture that is designed to support a variety of applications, including voice and multimedia services. The system offers support for constant bit rate, variable bit rate, real-time, and non-real-time traffic flows, in addition to best-effort data traffic. WiMAX MAC is designed to support a large number of users, with multiple connections per terminal, each with its own QoS requirement. Robust security: WiMAX supports strong encryption, using Advanced Encryption Standard (AES), and has a robust privacy and key-management protocol. The system also offers a
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very flexible authentication architecture based on Extensible Authentication Protocol (EAP), which allows for a variety of user credentials, including username/password, digital certificates, and smart cards. Support for mobility: The mobile WiMAX variant of the system has mechanisms to support secure seamless handovers for delay-tolerant full-mobility applications, such as VoIP. The system also has built-in support for power-saving mechanisms that extend the battery life of handheld subscriber devices. Physical-layer enhancements, such as more frequent channel estimation, uplink subchannelization, and power control, are also specified in support of mobile applications. IP-based architecture: The WiMAX Forum has defined a reference network architecture that is based on an all-IP platform. All end-to-end services are delivered over an IP architecture relying on IP-based protocols for end-to-end transport, QoS, session management, security, and mobility. Reliance on IP allows WiMAX to ride the declining costcurves of IP processing, facilitate easy convergence with other networks, and exploit the rich ecosystem for application development that exists for IP.



2.3 WiMAX Physical Layer The WiMAX physical layer is based on orthogonal frequency division multiplexing. OFDM is the transmission scheme of choice to enable high-speed data, video, and multimedia communications and is used by a variety of commercial broadband systems, including DSL, Wi-Fi, Digital Video Broadcast-Handheld (DVB-H), and MediaFLO, besides WiMAX. OFDM is an elegant and efficient scheme for high data rate transmission in a non-line-of-sight or multipath radio environment. In this section, we cover the basics of OFDM and provide an overview of the WiMAX physical layer. Chapter 8 provides a more detailed discussion of the WiMAX PHY. 2.3.1 OFDM Basics OFDM belongs to a family of transmission schemes called multicarrier modulation, which is based on the idea of dividing a given high-bit-rate data stream into several parallel lower bit-rate streams and modulating each stream on separate carriers—often called subcarriers, or tones. Multicarrier modulation schemes eliminate or minimize intersymbol interference (ISI) by making the symbol time large enough so that the channel-induced delays—delay spread being a good measure of this in wireless channels3—are an insignificant (typically, 52 reserved



a. Convolutional code b. Convolutional turbo code c. 44–49 use the optional interleaver with the convolutional codes d. Block turbo codes e. Zero-terminating convolutional code, which uses a padding byte of 0 x 00 instead of tailbiting f. 38–43 use the B code for LDPC; other burst profiles with LDPC use A code



then the remainder of the subcarriers are mapped onto the various subchannels, using a permutation scheme [3, 4]. The set of the pilot subcarriers is divided in to two constant sets and two variables sets. The index of the pilot subcarriers belonging to the variable sets changes from one OFDM symbol to the next, whereas the index of the pilot subcarriers belonging to the constant sets remains unchanged. The variable sets allow the receiver to estimate the channel response more accurately across the entire frequency band, which is especially important in channels with
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Figure 8.9 FUSC subcarrier permutation scheme



Table 8.5 Parameters of FUSC Subcarrier Permutation 128
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a. The 256 mode, based on 802.16-2004, does not use FUSC or PUSC but has been listed here for the sake of completeness.



large delay spread (small coherence bandwidth). The various parameters related to the FUSC permutation scheme for different FFT sizes are shown in Table 8.5. When transmit diversity using two antennas is implemented with FUSC, each of the two antennas uses only half of the pilot subcarriers from the variable set and the constant set. This allows the receiver to estimate the channel impulse response from each of the transmitter antennas. Similarly, in the case of transmit diversity with three or four antennas, each antenna is allocated every third or every fourth pilot subcarrier, respectively. The details of space/time coding and how the pilot and data subcarriers are used in that case are explained in more detail in Section 8.8.
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8.6.2 Downlink Partial Usage of Subcarriers DL PUSC is similar to FUSC except that all the subcarriers are first divided into six groups (Table 8.6). Permutation of subcarriers to create subchannels is performed independently within each group, thus, in essence, logically separating each group from the others. In the case of PUSC, all the subcarriers except the null subcarrier are first arranged into clusters. Each cluster consists of 14 adjacent subcarriers over two OFDM symbols, as shown in Figure 8.10. In each cluster, the subcarriers are divided into 24 data subcarriers and 4 pilot subcarriers. The clusters are then renumbered using a pseudorandom numbering scheme, which in essence redistributes the logical identity of the clusters. Table 8.6 Parameters of DL PUSC Subcarrier Permutation 128



512



1,024



2,048



Subcarriers per cluster



14



14



14



14



Number of subchannels



3



15



30



60



Data subcarriers used



72



360



720



1,440



Pilot subcarriers



12



60



120



240



Left-guard subcarriers



22



46



92



184



Right-guard subcarriers



21



45



91



183



T ime



Frequency



Cluster



Cluster Odd Symbol Even Symbol



Group 1



Group 6



Subchannel (2 clusters from a group)



Pilot Subcarrier



Figure 8.10 DL PUSC subcarrier permutation scheme
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After renumbering, the clusters are divided into six groups, with the first one-sixth of the clusters belonging to group 0, and so on. A subchannel is created using two clusters from the same group, as shown in Figure 8.10. In PUSC, it is possible to allocate all or only a subset of the six groups to a given transmitter. By allocating disjoint subsets of the six available groups to neighboring transmitters, it is possible to separate their signals in the subcarrier space, thus enabling a tighter frequency reuse at the cost of data rate. Such a usage of subcarriers is referred to as segmentation. For example, in a BS with three sectors using segmentation, it is possible to allocate two distinct groups to each sector, thus reusing the same RF frequency in all of them. By default, group 0 is always allocated to sector 1, group 2 is always allocated to sector 2, and group 4 is always allocated to sector 3. The distribution of the remaining groups can be done based on demand and can be implementation specific. By using such a segmentation scheme, all the sectors in a BS can use the same RF channel, while maintaining their orthogonality among subcarriers. This feature of WiMAX systems for OFDMA mode is very useful when the available spectrum is not large enough to permit anything more than a (1,1) frequency reuse. It should be noted that although segmentation can be used with PUSC, PUSC by itself does not demand segmentation. 8.6.3 Uplink Partial Usage of Subcarriers In UL PUSC, the subcarriers are first divided into various tiles, as shown in Figure 8.11. Each tile consists of four subcarriers over three OFDM symbols. The subcarriers within a tile are divided into eight data subcarriers and four pilot subcarriers. An optional PUSC mode is also allowed in the uplink, whereby each tile consists of three subcarriers over three OFDM symbols as shown in Figure 8.12. In this case, the data subcarriers of a tile are divided into eight data subcarriers and one pilot subcarrier. The optional UL PUSC mode has a lower ratio of pilot subcarriers to data subcarriers, thus providing a higher effective data rate but poorer channel-tracking capability. The two UL PUSC modes allow the system designer a trade-off between higher data rate and more accurate channel tracking depending on the Doppler spread and coherence bandwidth of the channel. The tiles are then renumbered, using a pseudorandom numbering sequence, and divided into six groups. Each subchannel is created using six tiles from a single group. UL PUSC can be used with segmentation in order to allow the system to operate under tighter frequency reuse patterns. 8.6.4 Tile Usage of Subcarriers The TUSC (tile usage of subcarriers) is a downlink subcarrier permutation mode that is identical to the uplink PUSC. As illustrated in the previous section, the creation of subchannels from the available subcarriers is done differently in the UL PUSC and DL PUSC modes. If closed loop advanced antenna systems (AAS) are to be used with the PUSC mode, explicit feedback of the channel state information (CSI) from the MS to the BS would be required even in the case of TDD, since the UL and DL allocations are not symmetric, and channel reciprocity cannot be used. TUSC allows for a DL allocation that is symmetric to the UL PUSC, thus taking advantage
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Figure 8.11 UL PUSC subcarrier permutation scheme
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Figure 8.12 Optional UL PUSC subcarrier permutation scheme
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of UL and DL allocation symmetry and eliminating the requirement for explicit CSI feedback in the case of closed-loop AAS for TDD systems. The two TUSC modes defined in WiMAX, TUSC1 and TUSC2, correspond to the UL PUSC and the optional UL PUSC modes, respectively. 8.6.5 Band Adaptive Modulation and Coding Unique to the band AMC permutation mode, all subcarriers constituting a subchannel are adjacent to each other. Although frequency diversity is lost to a large extent with this subcarrier permutation scheme, exploitation of multiuser diversity is easier. Multiuser diversity provides significant improvement in overall system capacity and throughput, since a subchannel at any given time is allocated to the user with the highest SNR/capacity in that subchannel. Overall performance improvement in WiMAX due to multiuser diversity, is shown in Chapters 11 and 12, using link-and-system level simulations. Because of the dynamic nature of the wireless channel, different users get allocated on the subchannel at different instants in time as they go through the crests of their uncorrelated fading waveforms. In this subcarrier permutation, nine adjacent subcarriers with eight data subcarriers and one pilot subcarrier are used to form a bin, as shown in Figure 8.13. Four adjacent bins in the frequency domain constitute a band. An AMC subchannel consists of six contiguous bins from within the same band. Thus, an AMC subchannel can consist of one bin over six consecutive symbols, two consecutive bins over three consecutive symbols, or three consecutive bins over two consecutive symbols.



T ime



Frequency



Bin 1



1 × 6 AMC Subchannel



Bin N



2 × 3 AMC Subchannel



Figure 8.13 Band AMC subcarrier permutation
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8.7 Slot and Frame Structure The MAC layer allocates the time/frequency resources to various users in units of slots, which is the smallest quanta of PHY layer resource that can be allocated to a single user in the time/frequency domain. The size of a slot is dependent on the subcarrier permutation mode. • FUSC: Each slot is 48 subcarriers by one OFDM symbol. • Downlink PUSC: Each slot is 24 subcarriers by two OFDM symbols. • Uplink PUSC and TUSC: Each slot is 16 subcarriers by three OFDM symbols. • Band AMC: Each slot is 8, 16, or 24 subcarriers by 6, 3, or 2 OFDM symbols. In the time/frequency domain, the contiguous collections of slots that are allocated for a single user from the data region of the given user. It should be noted that the scheduling algorithm used for allocating data regions to various users is critical to the overall performance of a WiMAX system. A smart scheduling algorithm should adapt itself to not only the required QoS but also the instantaneous channel and load conditions. Scheduling algorithms and their various advantages and disadvantages are discussed in Chapter 6. In IEEE 802.16e-2005, both frequency division duplexing and time division duplexing are allowed. In the case of FDD, the uplink and downlink subframes are transmitted simultaneously on different carrier frequencies; in the case of TDD, the uplink and downlink subframes are transmitted on the same carrier frequency at different times. Figure 8.14 shows the frame structure for TDD. The frame structure for the FDD mode is identical except that the UL and DL subframes are multiplexed on different carrier frequencies. For mobile stations, (MS) an additional duplexing mode, known as H-FDD (half-duplex FDD) is defined. H-FDD is a basic FDD duplexing scheme with the restriction that the MS cannot transmit and receive at the same time. From a cost and implementation perspective, an H-FDD MS is cheaper and less complex than its FDD counterpart, but the UL and DL peak data rate of, an H-FDD MS are less, owing to its inability to receive and transmit simultaneously. Each DL subframe and UL subframe in IEEE 802.16e-2005 is divided into various zones, each using a different subcarrier permutation scheme. Some of the zones, such as DL PUSC, are mandatory; other zones, such as FUSC, AMC, UL PUSC, and TUSC, are optional. The relevant information about the starting position and the duration of the various zones being used in a UL and DL subframe is provided by control messages in the beginning of each DL subframe. The first OFDM symbol in the downlink subframe is used for transmitting the DL preamble. The preamble can be used for a variety of PHY layer procedures, such as time and frequency synchronization, initial channel estimation, and noise and interference estimation. The subcarriers in the preamble symbol are divided into a group of three carrier sets. The indices of subcarriers associated with a given carrier set are given by Carrier n,



k



= k + 3n ,



(8.5)
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Figure 8.14 TDD frame structure



where the carrier set index, k, runs from 0 to 2, and the subcarrier index runs from 0 to (Nused –3)/3. Each segment (sector), as defined in the PUSC subcarrier permutation section, uses a preamble composed of only one of the three allowed carrier sets, thus modulating every third subcarrier. A cell-ID-specific PN (pseudonoise) sequence is modulated, using BPSK to create the preamble in the frequency domain. The power of the subcarriers belonging to the carrier set of the preamble is boosted by 2 2 . The frame length, which is defined by the interval between two consecutive DL frame preambles, is variable in WiMAX and can be anywhere between 2msec and 20msec. In the OFDM symbol following the DL frame preamble, the initial subchannels are allocated for the frame correction header. The FCH is used for carrying system control information, such as the subcarriers used (in case of segmentation), the ranging subchannels, and the length of the DL-MAP message. This information is carried on the DL_Frame_Prefix message contained within the FCH. The FCH is always coded with the BPSK R1/2 mode to ensure maximum robustness and reliable performance, even at the cell edge. Following the FCH are the DL-MAP and the UL-MAP messages, respectively, which specify the data regions of the various users in the DL and UL subframes of the current frame. By listening to these messages, each MS can identify the subchannels and the OFDM symbols allocated in the DL and UL for its use. Periodically, the BS also transmits the downlink channel descriptor (DCD) and the uplink channel descriptor (UCD) following the UL-MAP message, which contains additional control information pertaining to the description of channel structure and the various burst profiles4 that are allowed within the given BS. In order to conserve resources, the DCD and the UCD are not transmitted every DL frame. 4. As defined previously, a burst profile is the combination of modulation constellation, code rate, and the FEC used.



292



Chapter 8 • PHY Layer of WiMAX



8.8 Transmit Diversity and MIMO Support for AAS is an integral part of the IEEE 802.16e-2005 and is intended to provide significant improvement in the overall system capacity and spectral efficiency of the network. Expected performance improvements in a WiMAX network owing to multiantenna technology, based on link- and system-level simulations, are presented in Chapter 11 and 12. In IEEE 802.16e-2005, AAS encompasses the use of multiple antennas at the transmitter and the receiver for different purposes, such as diversity, beamforming, and spatial multiplexing (SM). When AAS is used in the open-loop mode—the transmitter does not know the CSI as seen by the specific receiver—the multiple antennas can be used for diversity (space/time block coding), spatial multiplexing, or any combination thereof. When AAS is used in closed-loop mode, the transmitter knows the CSI, either due to channel reciprocity, in case of TDD, or to explicit feedback from the receiver, in the case of FDD, the multiple antennas can be used for either beamforming or closed-loop MIMO, using transmit precoding. In this section, we describe the open- and closed-loop AAS modes of IEEE 802.16e-2005. 8.8.1 Transmit Diversity and Space/Time Coding Several optional space/time coding schemes with two, three, and four antennas that can be used with both adjacent and diversity subcarrier permutations are defined in IEEE 802.16e-2005. Of these, the most commonly implemented are the two antenna open-loop schemes, for which the following space/time coding matrices are allowed: B =



S1 S2



A =



S 1 – S∗ 2 S 2 S∗ 1



,



(8.6)



where S1 and S2 are two consecutive OFDM symbols, and the space/time encoding matrices are applied on the entire OFDM symbol, as shown in Figure 8.15. The matrix A in Equation (8.6) is the 2 × 2 Alamouti space/time block codes [1], which are orthogonal in nature and amenable to a linear optimum maximum-likelihood (ML) detector.5 This provides significant performance benefit by means of diversity in fading channels. On the other hand, the matrix B as provided—see Equation (8.6)—does not provide any diversity but has a space/time coding rate of 2 (spatial multiplexing), which allows for higher data rates. Transmit diversity and spatial multiplexing are discussed in more detail in Chapter 6. Similarly, space/time coding matrices have been defined with three and four antennas. In the case of four antenna transmit diversity, the space/time coding matrix allows for a space/time code rate of 1 (maximum diversity) to a space-time code rate of 4 (maximum capacity), as shown by block coding matrices A, B, and C in Equation (8.7). By using more antennas, the system can perform a finer trade-off between diversity and capacity. For transmit diversity modes with a space/time code rate greater than 1, both horizontal and vertical encoding 5. For complex modulation schemes, the full-rate space/time block codes with more than two antennas are no longer orthogonal and do not allow a linear ML detection. More realistic detections schemes involving MRC or MMSE are suboptimal in performance compared to the linear ML detector.
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Figure 8.15 Transmit diversity using space/time coding



are allowed, as shown in Figure 8.16. In the case of horizontal encoding, the multiple streams are coded (FEC) and modulated independently before being presented to the space/time encoding block. In the case of vertical encoding, the multiple streams are coded and modulated together before being presented to the space/time encoding block. When multiple antennas are used, the receiver must estimate the channel impulse response from each of the transmit antennas in order to detect the signal. In IEEE 802.16e-2005, this is achieved by the using of MIMO midambles or by distributing the pilot subcarriers among the various transmit antennas.
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Figure 8.16 (a) Horizontal and (b) vertical encoding for two antennas



When multiple antennas are used with the FUSC subcarrier permutation, the pilot subcarriers in each symbol are divided among antennas. In the case of two antennas, the pilots are divided in the following fashion: • Symbol 0: Antenna 0 uses variable set 0 and constant set 0, and antenna 1 uses variable set 1 and constant set 1. • Symbol 1: Antenna 0 uses variable set 1 and constant set 1, and antenna 1 uses variable set 0 and constant set 0. Similarly when four antennas are used for FUSC subcarrier permutation, the pilots are divided among the antennas in the following fashion. • Symbol 0: Antenna 0 uses variable set 0 and constant set 0, and antenna 1 uses variable set 1 and constant set 1. • Symbol 1: Antenna 2 uses variable set 0 and constant set 0, and antenna 3 uses variable set 1 and constant set 1. • Symbol 2: Antenna 0 uses variable set 1 and constant set 1, and antenna 1 uses variable set 0 and constant set 0.



8.8 Transmit Diversity and MIMO



295



Odd Symbol Even Symbol



Antenna 0



Antenna 1



(a) Antenna 2



Antenna 3



Odd Symbol EvenSymbol



Antenna 0



Antenna 1



(b) Figure 8.17 PUSC Clusters for (a) two- and four-antenna transmissions



• Symbol 3: Antenna 2 uses variable set 1 and constant set 1, and antenna 3 uses variable set 0 and constant set 0. For the PUSC subcarrier permutation, a separate cluster structure, as shown in Figure 8.17, is implemented when multiple antennas are used. When three antennas are used for transmission, the pilot pattern distribution is the same as in the case of four antennas, but only the patterns for antennas 50, 1, and 2 are used for transmission. 8.8.2 Frequency-Hopping Diversity Code In the case of space/time encoding using multiple antennas, the entire OFDM symbol is operated by the space/time encoding matrix, as shown in Figure 8.15. IEEE 802.16e-2005 also defines an optional transmit diversity mode, known as the frequency-hopping diversity code (FHDC), using two antennas in which the encoding is done in the space and frequency domain, as shown in Figure 8.18 rather than the space and time domain. In FHDC, the first antenna transmits the OFDM symbols without any encoding, much like a single-antenna transmission, and the second antenna transmits the OFDM symbol by encoding it over two consecutive subchannels, using the 2 × 2 Alamouti encoding matrix, as shown in Figure 8.18.
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Figure 8.18 Frequency-hopping diversity code



The received signal in the nth and (n + 1)th subchannel can then be written as rn r∗ n + 1



=



h 1, – h∗ 2,



n n+1



h 2, h∗ 1,
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(8.8)



Although equation (8.8) shows the received signal in the nth and (n + 1)th subchannel, the reception is done on a per subcarrier basis. When the subcarriers corresponding to the nth and (n + 1)th subchannel are far apart relative to the coherence bandwidth of the channel, the space/time coding is not orthogonal, and the maximum-likelihood detector is not linear. In such a case, an MMSE or BLAST space/time detection scheme is required.



8.9 Closed-Loop MIMO The various transmit diversity and spatial-multiplexing schemes of IEEE 802.16e-2005 described in the previous section do not require the transmitter to know the CSI for the receiver of interest. As discussed in Chapter 5, MIMO and diversity schemes can benefit significantly if the CSI is known at the transmitter. CSI information at the transmitter can be used to select the appropriate MIMO mode—number of transmit antennas, number of simultaneous streams, and space/time encoding matrix—as well as to calculate an optimum precoding matrix that maximizes system capacity. The CSI can be known at the transmitter due to channel reciprocity, in the case of TDD, or by having a feedback channel, in the case of FDD. The uplink bandwidth required to provide the full CSI to the transmitter—the MIMO channel matrix for each subcarrier in a multiuser FDD MIMO-OFDM system—is too large and thus impractical for a closed-loop FDD MIMO system. For practical systems, it is possible only to send some form of quantized information in the uplink. The framework for closed-loop MIMO in IEEE 802.16e-2005, as shown in Figure 8.19, consists of a space/time encoding stage identical to an open-loop system and a MIMO precoding stage. The MIMO precoding matrix in general is a complex matrix, with the number of rows equal to the number of transmit antennas and the number of columns equal to the output of the space/time encoding block. The linear precoding matrix spatially mixes the various parallel streams among the various antennas, with appropriate amplitude and phase adjustment.
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Figure 8.19 Closed-loop MIMO framework in IEEE 802.16e-2005



In order to determine the appropriate amplitude and phases of the various weights, the transmitter requires some feedback from the MS. In the case of closed-loop MIMO, the feedback falls broadly into two categories: long-term feedback and short-term feedback. The long-term feedback provides information related to the maximum number of parallel streams: the rank of the precoding matrix to be used for DL transmissions. The short-term feedback provides information about the precoding matrix weights to be used. The IEEE 802.16e-2005 standard defines the following five mechanisms so that the BS can estimate the optimum precoding matrix for closed-loop MIMO operations: 1. Antenna selection. The MS indicates to the BS which transmit antenna(s) should be used for transmission in order to maximize the channel capacity and/or improve the link reliability. 2. Antenna grouping. The MS indicates to the BS the optimum permutation of the order of the various antennas to be used with the current space/time encoding matrix. 3. Codebook based feedback. The MS indicates to the BS the optimum precoding matrix to be used, based on the entries of a predefined codebook. 4. Quantized channel feedback. The MS quantizes the MIMO channel and sends this information to the BS, using the MIMO_FEEDBACK message. The BS can use the quantized MIMO channel to calculate an optimum precoding matrix. 5. Channel sounding. The BS obtains exact information about the CSI of the MS by using a dedicated and predetermined signal intended for channel sounding. 8.9.1 Antenna Selection When the number of the transmit antennas Nt is larger than the number of parallel streams Ns— rank of the precoding matrix based on the long-term feedback—the antenna-selection feedback
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tells the BS which of the available antennas are optimal for DL transmission. The MS usually calculates the MIMO channel capacity for each possible antenna combination and chooses the combination that maximizes channel capacity. The MS then indicates its choice of antennas, using the secondary fast-feedback channel. Primary and secondary fast-feedback channels can be allocated to individual MSs, which the MS can use in a unicast manner to send the FASTFEEDBACK message. Each primary fast-feedback channel consists of one OFDMA slot. The MS uses the 48 data subcarriers of a PUSC subchannel to carry an information payload of 6 bits. The secondary fast-feedback subchannel, on the other hand, uses the 24 pilot subcarriers of a PUSC subchannel to carry a 4-bit payload. Due to such a high degree of redundancy, the reception of the primary and the secondary fast-feedback message at the BS is less prone to errors. Antenna selection is a very bandwidth-efficient feedback mechanism and is a useful feature at higher speeds, when the rate of the feedback is quite high. Antenna selection has the added advantage that unlike other closed-loop MIMO modes, the number of required RF chains is equal to the number of streams Ns. Other closed-loop MIMO schemes require a total of Nt RF chains at the transmitter, regardless of how many parallel streams are transmitted. 8.9.2 Antenna Grouping Antenna grouping is a concept that allows the BS to permutate the logical order of the transmit antennas. As shown in Equation (8.9), if A1 is considered the natural order, A2 implies that the logical order of the transmit antennas 2 and 3 is switched. Similarly, A3 implies that first, the logical order of the antennas 2 and 4 is switched, and then the logical order of antennas 3 and 4 is switched. The MS indicates the exact permutation and the number of transmit antennas to be used by the primary fast-feedback channel. Antenna grouping can also be performed with all the space/ time encoding matrices, as described in the previous section for two, three, and four antennas.
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8.9.3 Codebook Based Feedback Codebook based feedback allows the MS to explicitly identify a precoding matrix based on a codebook that should be used for DL transmissions. Separate codebooks are defined in the standard for various combinations of number of streams Ns and number of transmit antennas Nt. For each combination of Ns and Nt, the standard defines two codebooks: the first with 8 entries and the second with 64 entries. If it chooses a precoding matrix from the codebook with 8 entries, the MS can signal this to the BS by using a 3-bit feedback channel. On the other hand, if it chooses a precoding matrix from the codebook with 64 entries, the MS can indicate its choice to the BS by using a 6-bit feedback channel. This choice of two codebooks allows the system to perform a controlled trade-off between performance and feedback efficiency. For band AMC operation, the BS can instruct the MS to provide either a single precoder for all the bands of the preferred subchannels or different precoders for the N best bands. The IEEE 802.16e-2005 standard does not specify what criteria the MS should use to calculate the optimum precoding matrix. However, two of the more popular criteria are maximization of sum capacity and minimization of mean square error (MSE). Link performances of the various codebook selection criteria and their comparison to more optimal closed-loop precoding techniques, such as based on singular-value decomposition precoding, are provided in Chapter 11. 8.9.4 Quantized Channel Feedback Quantized MIMO feedback allows the MS to explicitly inform the BS of its MIMO channel state information. The MS quantizes the real and imaginary components of the Nt × Nr MIMO channel to a 6-bit binary number and then sends this information to the BS, using the fast-feedback channel. Clearly, the quantized channel feedback requires much more feedback bandwidth in the UL compared to the codebook-based method. For example, in the case of a IEEE 802.16e-2005 system with four antennas at the transmitter and two antennas at the receiver, a quantized channel feedback would require 16 × 6 bits to send the feedback as opposed to the codebook based method, which would require only 6 bits. Owing to the high-bandwidth requirement of the quantized channel feedback mode, we envision this mode to be useful only in pedestrian and stationary conditions. In such slow-varying channel conditions, the rate at which the MS needs to provide this feedback is greatly reduced, thus still maintaining a reasonable bandwidth efficiency. Again, the IEEE 802.16e-2005 standard does not specify what criteria the BS needs to use in order to calculate an optimum precoder, but two of the most popular criteria are maximization of sum capacity and minimization of MSE. Link performances of various optimization criteria and their performance relative to other techniques are provided in Chapter 11. 8.9.5 Channel Sounding As defined in the standard for TDD operations, the channel-sounding mechanism involves the MS’s transmitting a deterministic signal that can be used by the BS to estimate the UL channel from the MS. If the UL and DL channels are properly calibrated, the BS can then use the UL channel as an estimate of the DL channel, due to channel reciprocity.
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The BS indicates to the MS, using the UL_MAP message if a UL sounding zone has been allocated for a user in a given frame. On the receipt of such instructions, the MS sends a UL channel-sounding signal in the allocated sounding zone. The subcarriers within the sounding zone are divided into nonoverlapping sounding frequency bands, with each band consisting of 18 consecutive subcarriers. The BS can instruct the MS to perform channel sounding over all the allowed subcarriers or a subset thereof. For example, when 2,048 subcarriers are used, the maximum number of usable subcarriers is 1,728. Thus, the entire channel bandwidth can be divided into 1,728/18 = 96 sounding frequency bands. In order to enable DL channel estimation at the BS in mobile environments, the BS can also instruct the MS to perform periodic UL channel sounding. The channel-sounding option for closed-loop MIMO operation is the most bandwidthintensive MIMO channel-feedback mechanism, but it provides the BS with the most accurate estimate of the DL channel, thus providing maximum capacity gain over open-loop modes.



8.10 Ranging In IEEE 802.16e-2005, ranging is an uplink physical layer procedure that maintains the quality and reliability of the radio-link communication between the BS and the MS. When it receives the ranging transmission from a MS, the BS processes the received signal to estimate various radio-link parameters, such as channel impulse response, SINR, and time of arrival, which allows the BS to indicate to the MS any adjustments in the transmit power level or the timing offset that it might need relative to the BS. Initial and periodic ranging processes that allow the BS and the MS to perform time and power synchronization with respect to each other during the initial network reentry and periodically, respectively are supported. The ranging procedure involves the transmission of a predermined sequence, known as the ranging code, repeated over two OFDM symbols using the ranging channel, as shown in Figure 8.20. For the purposes of ranging, it is critical that no phase discontinuity6 occur at the OFDM symbol boundaries, even without windowing, which is guaranteed by constructing the OFDM symbols in the manner shown in Figure 8.20. The first OFDM symbol of the ranging subchannels is created like any normal OFDM symbol: performing an IFFT operation on the ranging code and then appending, at the begining, a segment of length Tg from the end. The second OFDM symbol is created by performing an IFFT on the same ranging code and by then appending, at the end, a segment of length Tg from the beginning of the symbol. Creating the second OFDM symbol of the ranging subchannels in this manner guarantees that there is no phase discontinuity at the boundary between the two consecutive symbols. Such a construction of the ranging code allows the BS to properly receive the requests from an un6. During a ranging process, the BS determines the parameters of ranging by correlating the received signal with an expected copy of the signal, which is known by the BS a priori. In order for the correlation process to work over the entire ranging signal, which spans multiple OFDM symbols, there must be no discontinuity of the signal across OFDM symbols.
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OFDM Symbol Construction



Phase Discontinuity



Ranging Symbol Construction



Figure 8.20 Ranging Symbol Construction



ranged MS with a time/synchronization mismatch much larger than the cyclic prefix, which is likely during initial network acquisitions. The MS can optionally use two consecutive ranging codes transmitted over four OFDM symbol periods. This option decreases the probability of failure and increases the ranging capacity to support larger numbers of simultaneously ranging MSs. The four-symbol ranging also allows for a larger timing mismatch between the BS and the SS, which might be useful when cell radii are very large. Typically, the ranging channel comprises of six subchannels and up to five consecutive OFDM symbols, the indices of which in the time and frequency domain are provided in the FCH message. The ranging channel may not be allocated in all uplink subframes and is accordingly indicated in the FCH message. To process an initial ranging request, a ranging code is repeated twice and transmitted in two consecutive OFDM symbols with no phase discontinuity between them. The ranging codes in IEEE 802.16e-2005 are PN sequences of length 144 chosen from a set of 256 codes. Of the available codes the first N are for initial ranging, the next M are for periodic ranging, the next O are for bandwidth request, and the last S are for handover ranging. The values N, M, O, and S are decided
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by the BS and conveyed over the control channels. During a specific ranging procedure, an MS randomly chooses one of the PN sequences allowed by the BS. This ensures that even if two SSs collide during a ranging procedure they can be detected separately by the MS owing to the pseudorandom nature of the ranging codes. The chosen PN sequence is BPSK modulated and transmitted over the subchannels and OFDM symbols allocated for the ranging channel.



8.11 Power Control In order to maintain the quality of the radio link between the MS and the BS and to control the overall system interference, a power-control mechanism is supported for the uplink with both initial calibration and periodic adjustment procedure, without the loss of data. The BS uses the UL ranging channel transmissions from various MSs to estimate the initial and periodic adjustments for power control. The BS uses dedicated MAC managements messages to indicate to the MS the necessary power-level adjustments. Basic requirements [6] of the power-control mechanism as follows. • Power control must be able to support power fluctuations at 30dB/s with depths of at least 10dB. • The BS accounts for the effect of various burst profiles on the amplifier saturation while issuing the power-control commands. This is important, since the peak-to-average ratio (PAR) depends on the burst profile, particularly the modulation. • The MS maintains the same transmitted power density, regardless of the number of active subchannels assigned. Thus, when the number of allocated subchannels to a given MS is decreased or increased, the transmit power level is proportionally decreased or increased without additional power-control messages. In order to maintain a power-spectral density and SINR at the receiver consistent with the modulation and code rate in use, the BS can adjust the power level and/or the modulation and code rate of the transmissions. In some situations, however, the MS can temporarily adjust its power level and modulation and code rate without being instructed by the BS. The MS reports to the BS the maximum available power and the transmitted power that may be used by the BS for optimal assignment of the burst profile and the subchannels for UL transmissions. The maximum available power reported for QPSK, 16 QAM and 64 QAM constellations must account for any required backoff owing to the PAR of these modulation constellations. On the downlink, there is no explicit support provided for a closed-loop power control, and it is left up to the manufacturer to implement a power-control mechanism, if so desired, based on the DL channel-quality feedback provided by the SS.
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8.12 Channel-Quality Measurements The downlink power-control process and modulation and code rate adaptation are based on such channel-quality measurements as RSSI (received signal strength indicator) and SINR (signal-tointerference-plus-noise ratio) that the MS is required to provide to the BS on request. The MS uses the channel quality feedback (CQI) to provide the BS with this information. Based on the CQI, the BS can either and/or: • Change modulation and/or coding rate for the transmissions: change the burst profile • Change the power level of the associated DL transmissions Owing to the dynamic nature of the wireless channel, both the mean and the standard deviation of the RSSI and SINR are included in the definition of CQI. The RSSI measurement as defined by the IEEE 802.16e-2005 standard does not require the receiver to actively demodulate the signal, thus reducing the amount of processing power required. When requested by the BS, the MS measures the instantaneous RSSI. A series of measured instantaneous RSSI values are used to derive the mean and standard deviation of the RSSI. The mean µRSSI [ k ] and standard deviation σRSSI [ k ] of the RSSI during the kth measurement report are given by equation (8.10): µRSSI [ k ] = ( 1 – α)µRSSI [ k – 1 ] + αRSSI [ k ] 2 χRSSI [ k ]



=



σRSSI [ k ] =



(8.10)



2 2 ( 1 – α)χRSSI [ k ] + α RSSI [ k ] 2 2 χRSSI [ k ] – µRSSI [ k ],



where RSSI[k] is the kth measured values of RSSI, and α is an averaging parameter whose value is implementation specific and can in principle be adapted, depending on the coherence time of the channel.7 In equation (8.10), the instantaneous value, mean, and standard deviation of the RSSI are all expressed in the linear scale. The mean and the standard deviation of the RSSI are then converted to the dB scale before being reported to the BS. The SINR measurements, unlike the RSSI measurement, require active demodulation of the signal and are usually a better indicator of the true channel quality. Similar to the RSSI measurement the mean and the standard deviation of the SINR during the kth measurement report are given by equation (8.11): µSINR [ k ] = ( 1 – α)µSINR [ k – 1 ] + αSINR [ k ] 2 χSINR [ k ]



=



σSINR [ k ] =



(8.11)



2 2 ( 1 – α)χAINR [ k ] + α SINR [ k ] 2 2 χSINR [ k ] – µSINR [ k ].



The mean and the standard deviation of the SINR are converted to the dB scale before being reported to the BS. 7. Depends on the Doppler spread of the channel.
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8.13 Summary and Conclusions This chapter described the WiMAX PHY layer, based on the IEEE 802.16-2004 and IEEE 802.16e-2005 standards. The level of detail provided should be sufficient to fully comprehend the nature of the WiMAX physical layer and understand the various benefits and trade-offs associated with the various options/modes of the WiMAX PHY layer. • The PHY layer of WiMAX can adapt seamlessly, depending on the channel, available spectrum, and the application of the technology. Although the standard provides some guidance, the overall choice of various PHY-level parameters is left to the discretion of the system designer. It is very important for an equipment manufacturer and the service provider to understand the basic trade-off associated with the choice of these parameters. • A unique feature of the WiMAX PHY layer is the choice of various subcarrier permutation schemes which are summarized in Table 8.7. The system allows for both distributed and adjacent subcarrier permutations for creating a subchannel. The distributed subcarrier mode provides frequency diversity; the adjacent subcarrier mode provides multiuser diversity and is better suited for beamforming. • The WiMAX PHY layer has been designed from the ground up for multiantenna support. The multiple antennas can be used for diversity, beamforming, spatial multiplexing and various combinations thereof. This key feature can enable WiMAX-based networks to have very high capacity and high degree of reliability, both of which are shortcoming of current generations of cellular wireless networks.
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Table 8.7 Summary of Subcarrier Permutation Schemesa Name



Basic Unit



Subcarrier Groups



FUSC



not applicable



DL PUSC



Cluster: 14 adjacent subcarriers over Clusters divided into 6 2 symbols with 4 embedded pilot sub- groups (0–5) carriers



2 clusters from the same group



UL PUSC



Tile: 4 adjacent subcarriers over 3 symbols with 4 embedded pilot subcarriers



Tiles divided into 6 groups (0-5)



6 tiles from the same group



Tile: 3 adjacent subcarriers over 3 Optional UL symbols with 1 embedded pilot subcarriers PUSC



Tiles divided into 6 groups (0–5)



6 tiles from the same group



Tile: 4 adjacent subcarriers over 3 symbols with 4 embedded pilot subcarriers



Tiles divided into 6 groups (0–5)



6 tiles from the same group



Tile: 3 adjacent subcarriers over 3 symbols with 1 embedded pilot subcarriers



Tiles divided into 6 groups (0–5)



6 tiles from the same group



Bin: 9 adjacent subcarriers over 1 symbol with 1 embedded pilot



not applicable



6 adjacent bins over 6 consecutive OFDM symbol (or 2 bins over 3 OFDM symbols or 3 bins × 2 OFDM symbols)



TUSC 1



TUSC 2



Band AMC



not applicable



Subchannel 48 distributed subcarriers



a. Only the DL PUSC, UL PUSC, and band AMC are a part of the initial WiMAX profile.
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hapter 8 described theWiMAX physical (PHY) layer, also referred to as layer 1 of the open systems interconnect (OSI) stack. In a network, the purpose of the PHY layer is to reliably deliver information bits from the transmitter to the receiver, using the physical medium, such as radio frequency, light waves, or copper wires. Usually, the PHY layer is not informed of quality of service (QoS) requirements and is not aware of the nature of the application, such as VoIP, HTTP, or FTP. The PHY layer can be viewed as a pipe responsible for information exchange over a single link between a transmitter and a receiver. The Media Access Control (MAC) layer, which resides above the PHY layer, is responsible for controlling and multiplexing various such links over the same physical medium. Some of the important functions of the MAC layer in WiMAX are to • Segment or concatenate the service data units (SDUs) received from higher layers into the MAC PDU (protocol data units), the basic building block of MAC-layer payload • Select the appropriate burst profile and power level to be used for the transmission of MAC PDUs • Retransmission of MAC PDUs that were received erroneously by the receiver when automated repeat request (ARQ) is used • Provide QoS control and priority handling of MAC PDUs belonging to different data and signaling bearers • Schedule MAC PDUs over the PHY resources • Provide support to the higher layers for mobility management • Provide security and key management • Provide power-saving mode and idle-mode operation
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MAC Common Part Sublayer (assembly of MAC PDUs, ARQ scheduling, MAC management)
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Data



MAC Security Sublayer (encryption)
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Figure 9.1 The WiMAX MAC layer



The MAC layer of WiMAX, as shown in Figure 9.1, is divided into three distinct components: the service-specific convergence sublayer (CS), the common-part sublayer, and the security sublayer. The CS, which is the interface between the MAC layer and layer 3 of the network, receives data packets from the higher layer. These higher-layer packets are also known as MAC service data units (SDU). The CS is responsible for performing all operations that are dependent on the nature of the higher-layer protocol, such as header compression and address mapping. The CS can be viewed as an adaptation layer that masks the higher-layer protocol and its requirements from the rest of the MAC and PHY layers of a WiMAX network. The common-part sublayer of the MAC layer performs all the packet operations that are independent of the higher layers, such as fragmentation and concatenation of SDUs into MAC PDUs, transmission of MAC PDUs, QoS control, and ARQ. The security sublayer is responsible for encryption, authorization, and proper exchange of encryption keys between the BS and the MS. In this chapter, we first describe the CS and its various functions. Next, we describe the MAC common-part sublayer, the construction of MAC PDUs, bandwidth allocation process, QoS control, and network-entry procedures. We then turn to the mobility-management and power-saving features of the WiMAX MAC layer.
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9.1 Convergence Sublayer Table 9.1 shows the various higher-layer protocol convergence sublayers—or combinations— that are supported in WiMAX. Apart from header compression, the CS is also responsible for mapping higher-layer addresses, such as IP addresses, of the SDUs onto the identity of the PHY and MAC connections to be used for its transmission. This functionality is required because there is no visibility of higher-layer addresses at the MAC and PHY layers. The WiMAX MAC layer is connection oriented and identifies a logical connection between the BS and the MS by a unidirectional connection indentifier (CID). The CIDs for UL and DL connections are different. The CID can be viewed as a temporary and dynamic layer 2 address assigned by the BS to identify a unidirectional connection between the peer MAC/PHY entities and is used for carrying data and control plane traffic. In order to map the higher-layer address to the CID, the CS needs to keep track of the mapping between the destination address and the respective CID. It is quite likely that SDUs belonging to a specific destination address might be carried over different connections, depending on their QoS requirements, in which case the CS determines the appropriate CID, based on not only the destination address but also various other factors, such as service flow1 ID (SFID) and source address. As shown in Table 9.1 the IEEE 802.16 suite of standards defines a CS for ATM (asynchronous transfer mode) services and packet service. However, the WiMAX Forum has decided to implement only IP and Ethernet (802.3) CS. 9.1.1 Packet Header Suppression One of the key tasks of the CS is to perform packet header suppression (PHS). At the transmitter, this involves removing the repetitive part of the header of each SDU. For example, if the SDUs delivered to the CS are IP packets, the source and destination IP addresses contained in the header of each IP packet do not change from one packet to the next and thus can be removed before being transmitted over the air. Similarly at the receiver: The repetitive part of the header can be reinserted into the SDU before being delivered to the higher layers. The PHS protocol establishes and maintains the required degree of synchronization between the CSs at the transmitter and the receiver. In WiMAX, PHS implementation is optional; however, most systems are likely to implement this feature, since it improves the efficiency of the network to deliver such services as VoIP. The PHS operation is based on the PHS rule, which provides all the parameters related to header suppression of the SDU. When a SDU arrives, the CS determines the PHS rule to be used, based on such parameters as destination and source addresses. Once a matching rule is found, it provides a SFID, a CID and PHS-related parameters to be used for the SDU. The PHS rule can be dependent on the type of service, such as VoIP, HTTP, or FTP, since the number of bytes that can be suppressed in the header is dependent on the nature of the service. In of VoIP, for example, the repetitive part of the header includes not only the source and destination IP addresses but 1. The concept of service flow is discussed in Section 9.2.
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Table 9.1 Convergence Sublayers of WiMAX Value



Convergence Sublayer



0



ATM CS



1



Packet CS IPv4



2



Packet CS IPv6



3



Packet CS 802.3 (Ethernet)



4



Packet CS 802.1/Q VLAN



5



Packet CS IPv4 over 802.3



6



Packet CS IPv6 over 802.3



7



Packet CS IPv4 over 802.1/Q VLAN



8



Packet CS IPv6 over 802.1/Q VLAN



9



Packet CS 802.3 with optional VLAN tags and ROHC header compression



10



Packet CS 802.3 with optional VLAN tags and ERTCP header compression



11



Packet IPv4 with ROHC header compression



12



Packet IPv6 with ROHC header compression



13–31



Reserved



also the length indicator; for HTTP, the length indicator can change from one SDU to the next. Although it standard instructs the CS to use PHS rules, the WiMAX does not specify how and where such rules are created. It is left to a higher-layer entity to create the PHS rules. Figure 9.2 shows the basic operation of header suppression in WIMAX. When an SDU arrives, the CS first determines whether an associated PHS rule exists for the SDU . If a matching rule is found, the CS determines the part of the header that is not to be suppressed, using a PHS mask (PHSM) associated with the SDU. The portion of the header to be suppressed is referred to as the PHS field (PHSF). If PHS verify (PHSV) is used, the CS first compares the bits in the PHSF with what they are expected, to be based on the PHS rule. If the PHSF of the SDU matches the cached PHSF, the bytes corresponding to the PHSF are removed, and the SDU is appended by the PHS index (PHSI) as provided by the matching rule. The PHSI is an 8-bit field that refers to the cached PHSF for the matched PHS rule. Similarly, if the PHSF of the SDU does not match the PHSF of the associated rule, the PHSFs are not suppressed, and the SDU is appended with a PHSI of 0. If PHSV is not used, the CS does not compare the PHSF of the SDU with the cached PHSF, and header suppression is performed on all SDUs. PHSV operation guarantees that the regenerated. SDU header at the receiver matches the original SDU header. Figure 9.3 shows the various steps involved in a typical PHS operation in WiMAX.
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Figure 9.2 Header suppression in WiMAX
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Figure 9.3 PHS operation in WiMAX
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In order for PHS to work, the PHS rules at the transmitter and the receiver need to be synchronized. When it initiates or changes the PHS rule, the BS sends a dynamic service allocation (DSA) or a dynamic service change (DSC) message, respectively, with the PSHF, PHSI, or PHSM. When it initiates or changes PHS rule, the MS sends a DSA or DSC message, respectively, with all the elements except the PHSI. The BS, as a response to the DSA or DSC message, sends a DSC response with the PHSI to be used with this PHS rule. Like CID, PHSI is always allocated by the BS. In order to delete a PHS rule, the BS or the MS sends a dynamic service delete (DSD) message.



9.2 MAC PDU Construction and Transmission As the name suggests, the MAC common-part sublayer is independent of the higher-layer protocol and performs such operations as scheduling, ARQ, bandwidth allocations, modulation, and code rate selection. The SDUs arriving at the MAC common-part sublayer from the higher layer are assembled to create the MAC PDU, the basic payload unit handled by the MAC and PHY layers. Based on the size of the payload, multiple SDUs can be carried on a single MAC PDU, or a single SDU can be fragmented to be carried over multiple MAC PDUs. When an SDU is fragmented, the position of each fragment within the SDU is tagged by a sequence number. The sequence number enables the MAC layer at the receiver to assemble the SDU from its fragments in the correct order. In order to efficiently use the PHY resources, multiple MAC PDUs destined to the same receiver can be concatenated and carried over a single transmission opportunity or data region, as shown in Figure 9.4. In the UL and DL data regions of an MS is a contiguous set of slots2 reserved for its transmission opportunities. For non-ARQ-enabled connections, each fragment of the SDU is transmitted in sequence. For ARQ-enabled connections, the SDU is first partitioned into fixed-length ARQ blocks, and a block sequence number (BSN) is assigned to each ARQ block. The length of ARQ blocks is specified by the BS for each CID, using the ARQBLOCK-SIZE parameter. If the length of the SDU is not an integral multiple of the ARQBLOCK-SIZE, the last ARQ block is padded. Once the SDU is partitioned into ARQ blocks, the partitioning remains in effect until all the ARQ blocks have been received and acknowledged by the receiver. After the ARQ block partitioning, the SDU is assembled into MAC PDUs in a normal fashion, as shown in Figure 9.4. For ARQ-enabled connections, the fragmentation and packing subheader contains the BSN of the first ARQ block following the subheader. The ARQ feedback from the receiver comes in the form of ACK (acknowledgment), indicating proper reception of the ARQ blocks. This feedback is sent either as a stand-alone MAC PDU or piggybacked on the payload of a regular MAC PDU. In WiMAX, the ARQ feedback can be in the form of selective ACK or cumulative ACK. A selective ACK for a given BSN 2. A slot, the basic unit of PHY-layer resources, can be used for allocation and consists of one subchannel over one, two, or three OFDM symbols, depending on the subcarrier permutation. This is discussed more detail in Chapter 8.
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Figure 9.4 Segmentation and concatenation of SDUs in MAC PDUs



indicates that the ARQ block has been received without errors. A cumulative ACK for a given BSN, on the other hand, indicates that all blocks with sequence numbers less than or equal to the BSN have been received without error. Each MAC PDU consists of a header followed by a payload and a cyclic redundancy check (CRC).3 The CRC is based on IEEE 802.3 and is calculated on the entire MAC PDU; the header and the payload. WiMAX has two types of PDUs, each with a very different header structure, as shown in Figure 9.5. 1. The generic MAC PDU is used for carrying data and MAC-layer signaling messages. A generic MAC PDU starts with a generic header whose structure is shown in Figure 9.5 as followed by a payload and a CRC. The various information elements in the header of a generic MAC PDU are shown in Table 9.2. 2. The bandwidth request PDU is used by the MS to indicate to the BS that more bandwidth is required in the UL, due to pending data transmission. A bandwidth request PDU consists only of a bandwidth-request header, with no payload or CRC. The various information elements of a bandwidth request header are provided in Table 9.3.



3. The CRC is mandatory for the SCa, OFDM, and OFDMA PHY. In the case of SC PHY, the CRC is optional.
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HT = 0
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(b) Figure 9.5 WiMAX PDU headers: (a) generic; (b) bandwidth request



Table 9.2 Generic MAC Header Fields Field



Length (bits)



HT



1



Header type (set to 0 for such header)



EC



1



Encryption control (0 = payload not encrypted; 1 = payload encrypted)



Type



6



Type



ESF



1



Extended subheader field (1 = ES present; 0 = ES not present)



CI



1



CRC indicator (1 = CRC included; 0 = CRC not included)



EKS



2



Encryption key sequence (index of the traffic encryption key and the initialization vector used to encrypt the payload)



Rsv



1



Reserved



LEN



11



Length of MAC PDU in bytes, including the header



CID



16



Connection identifier on which the payload is to be sent



HCS



8



Description



Header check sequence; generating polynomial D8 + D2 + D + 1
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Table 9.3 Bandwidth Request MAC Header Fields Field



Length (bits)



HT



1



Header type (set to 1 for such header)



Description



EC



1



Encryption control (set to 0 for such header)



Type



3



Type



BR



19



Bandwidth request (the number of bytes of uplink bandwidth requested by the SS for the given CID)



CID



16



Connection indentifier



HCS



8



Header check sequence



Apart from the generic and bandwidth request headers, WiMAX also defines five subheaders that can be used in a generic MAC PDU: 1. Mesh subheader. Follows generic header when mesh networking is used. 2. Fragmentation subheader. Follows the generic MAC header and indicates that the SDU is fragmented over multiple MAC PDUs. 3. Packing subheader. Indicates that multiple SDUs or SDU fragments are packed into a single MAC PDU and are placed at the beginning of each SDU or SDU fragment. 4. Fast-feedback allocation subheader. Indicates that the PDU contains feedback from the MS about the DL channel state information. This subheader provides the functionality for channel state information feedback for MIMO and non-MIMO implementations. 5. Grant-management subheader. Used by the MS, conveys various messages related to bandwidth management, such as polling request and additional-bandwidth request. Using this subheader is more efficient than the bandwidth-request PDU for additional bandwidth during an ongoing session, since it is more compact and does not require the transmission of a new PDU. The bandwidth-request PDU is generally used for the initial bandwidth request. Once a MAC PDU is constructed, it is handed over to the scheduler, which schedules the MAC PDU over the PHY resources available. The scheduler checks the service flow ID and the CID of the MAC PDU, which allows it to gauge its QoS requirements. Based on the QoS requirements of the MAC PDUs belonging to different CIDs and service flow IDs, the scheduler determines the optimum PHY resource allocation for all the MAC PDUs, on a frame-by-frame basis. (Scheduling algorithms and their various pros and cons in the context of an OFDMA system are discussed in Chapter 6). The scheduling procedure is outside the scope of the WiMAX standard and has been left to the equipment manufacturers to implement. Since the scheduling algorithm has a profound impact on the overall capacity and performance of the system, it can be a key feature distinguishing among implementations of various equipment manufacturers.
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9.3 Bandwidth Request and Allocation In the downlink, all decisions related to the allocation of bandwidth to various MSs are made by the BS on a per CID basis, which does not require the involvement of the MS. As MAC PDUs arrive for each CID, the BS schedules them for the PHY resources, based on their QoS requirements. Once dedicated PHY resources have been allocated for the transmission of the MAC PDU, the BS indicates this allocation to the MS, using the DL-MAP message. In the uplink, the MS requests resources by either using a stand-alone bandwidth-request MAC PDU or piggybacking bandwidth requests on a generic MAC PDU, in which case it uses a grant-management subheader. Since the burst profile associated with a CID can change dynamically, all resource requests are made in terms of bytes of information, rather than PHY-layer resources, such as number of subchannels and/or number of OFDM symbols. Bandwidth requests in the UL can be incremental or aggregate requests. When it receives an incremental bandwidth request for a particular CID, the BS adds the quantity of bandwidth requested to its current perception of the bandwidth need. Similarly, when it receives an aggregate bandwidth request for a particular CID, the BS replaces its perception of the bandwidth needs of the connection with the amount of bandwidth requested. The Type field in the bandwidth-request header indicates whether the request is incremental or aggregate. Bandwidth requested by piggybacking on a MAC PDU can be only incremental. When multiple CIDs are associated with a particular MS, the BS-allocated UL aggregate resources for the MS rather than individual CIDs. When the resource granted by the BS is less than the aggregate resources requested by the MS, the UL scheduler at the MS determines that allocation and distribution of the granted resource among the various CIDs, based on the amount of pending traffic and their QoS requirements. In WiMAX, polling refers to the process whereby dedicated or shared UL resources are provided to the MS to make bandwidth requests. These allocations can be for an individual MS or a group of MSs. When an MS is polled individually, the polling is called unicast, and the dedicated resources in the UL are allocated for the MS to send a bandwidth-request PDU. The BS indicates to the MS the UL allocations for unicast polling opportunities by the UL MAP4 message of the DL subframe. Since the resources are allocated on a per MS basis, the UL MAP uses the primary CID of the MS to indicate the allocation. The primary CID is allocated to the MS during the network entry and initialization stage and is used to transport all MAC-level signaling messages. An MS can also dynamically request additional CIDs, known as secondary CIDs, which it can use only for transporting data. MSs that have an active unsolicited grant service5 (UGS) connection are not polled, since the bandwidth request can be sent on the UGS allocation 4. The UL MAP and DL MAP, control messages in the initial part of the DL subframe, signal the UL and DL allocations, respectively, for all the MSs. 5. UGS is the type of connection in which the MS is given UL and DL resources on a periodic basis without explicit request for such allocations. This feature of WiMAX is optimal for transporting constant bit rate services with very low latency requirements, such as VoIP.
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either in the form of a bandwidth request PDU or by piggybacking on generic MAC PDUs. If the MS does not have additional bandwidth requirements, it sends a dummy MAC PDU during the unicast poll, and the Type field of the header indicates that it is a dummy MAC PDU. Note that the MS is not allowed to remain silent during the unicast poll. If sufficient bandwidth is not available to poll each MS individually, multicast or broadcast polling is used to poll a group of users or all the users at a time. All MSs belonging to the polled group can request bandwidth during the multicast/broadcast polling opportunity. In order to reduce the likelihood of collision, only MSs with bandwidth requirements respond. WiMAX uses a truncated binary exponential backoff algorithm for contention-resolution during a multicast/broadcast poll. When it needs to send a bandwidth request over a multicast/broadcast poll, the MS first enters a contention resolution phase, if selecting a uniformly distributed random number between 0 and BACKOFF WINDOW. This random value indicates the number of transmission opportunities—allocated resources for multicast/broadcast poll—the MS will wait before sending its bandwidth request. BACKOFF WINDOW is the maximum number of transmission opportunities an MS can wait before sending the pending bandwidth request. If it does not receive a bandwidth allocation based on the UL MAP message within a time window specified by the T16 timer, the MS assumes that its bandwidth request message was lost, owing to collision with another MS, in which case MS increases is backoff window by a factor of 2—as long as it is less than a maximum backoff window—and repeats the process. If bandwidth is still not allocated after a maximum number of retries, the MAC PDU is discarded. The maximum number of retries for the bandwidth request is a tunable parameter and can be adjusted by either the service provider or the equipment manufacturer, as needed.



9.4 Quality of Service One of the key functions of the WiMAX MAC layer is to ensure that QoS requirements for MAC PDUs belonging to different service flows are met as reliably as possible given the loading conditions of the system. This implies that various negotiated performance indicators that are tied to the overall QoS, such as latency, jitter, data rate, packet error rate, and system availability, must be met for each connection. Since the QoS requirements of different data services can vary greatly, WiMAX has various handling and transporting mechanisms to meet that variety. 9.4.1 Scheduling Services The WiMAX MAC layer uses a scheduling service to deliver and handle SDUs and MAC PDUs with different QoS requirements. A scheduling service uniquely determines the mechanism the network uses to allocate UL and DL transmission opportunities for the PDUs. WiMAX defines five scheduling services. 1. The unsolicited grant service (UGS) is designed to support real-time service flows that generate fixed-size data packets on a periodic basis, such as T1/E1 and VoIP. UGS offers fixed-size grants on a real-time periodic basis and does not need the SS to explicitly
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request bandwidth, thus eliminating the overhead and latency associated with bandwidth request. 2. The real-time polling services (rtPS) is designed to support real-time services that generate variable-size data packets on a periodic basis, such as MPEG (Motion Pictures Experts Group) video. In this service class, the BS provides unicast polling opportunities for the MS to request bandwidth. The unicast polling opportunities are frequent enough to ensure that latency requirements of real-time services are met. This service requires more request overhead than UGS does but is more efficient for service that generates variable-size data packets or has a duty cycle less than 100 percent. 3. The non-real-time polling services (nrtPS) is very similar to rtPS except that the MS can also use contention-based polling in the uplink to request bandwidth. In nrtPS, it is allowable to have unicast polling opportunities, but the average duration between two such opportunities is in the order of few seconds, which is large compared to rtPS. All the MSs belonging to the group can also request resources during the contention-based polling opportunity, which can often result in collisions and additional attempts. 4. The best-effort service (BE) provides very little QoS support and is applicable only for services that do not have strict QoS requirements. Data is sent whenever resources are available and not required by any other scheduling-service classes. The MS uses only the contention-based polling opportunity to request bandwidth. 5. The extended real-time polling service (ertPS), a new scheduling service introduced with the IEEE 802.16e standard, builds on the efficiencies of UGS and rtPS. In this case, periodic UL allocations provided for a particular MS can be used either for data transmission or for requesting additional bandwidth. This features allows ertPS to accommodate data services whose bandwidth requirements change with time. Note that in the case of UGS, unlike ertPS, the MS is allowed to request additional bandwidth during the UL allocation for only non-UGS-related connections. 9.4.2 Service Flow and QoS Operations In WiMAX, a service flow is a MAC transport service provided for transmission of uplink and downlink traffic and is a key concept of the QoS architecture. Each service flow is associated with a unique set of QoS parameters, such as latency, jitter throughput, and packet error rate, that the system strives to offer. A service flow has the following components: • Service flow ID, a 32-bit identifier for the service flow. • Connection ID, a 16-bit identifier of the logical connection to be used for carrying the service flow. The CID is analogous to the identity of an MS at the PHY layer. As mentioned previously, an MS can have more that one CID at a time, that is, a primary CID and multiple secondary CIDs. The MAC management and signaling messages are carried over the primary CID.
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• Provisioned QoS parameter set, the recommended QoS parameters to be used for the service flow, usually provided by a higher-layer entity. • Admitted QoS parameter set, the QoS parameters actually allocated for the service flow and for which the BS and the MS reserve their PHY and MAC resources. The admitted QoS parameter set can be a subset of the provisioned QoS parameter set when the BS is not able, for a variety of reasons, to admit the service with the provisioned QoS parameter set. • Active QoS parameter set, the QoS parameters being provided for the service flow at any given time. • Authorization module, logical BS function that approves or denies every change to QoS parameters and classifiers associated with a service flow. The various service flows admitted in a WiMAX network are usually grouped into service flow classes, each identified by a unique set of QoS requirements. This concept of service flow classes allows higher-layer entities at the MS and the BS to request QoS parameters in globally consistent ways. WiMAX does not explicitly specify what the service flow classes are, leaving it to the service provider or the equipment manufacturer to define. As a general practice, services with very different QoS requirements, such as VoIP, Web browsing, e-mail, and interactive gaming, are usually associated with different service flow classes. The overall concept of service flow and service flow classes is flexible and powerful and allows the service provider full control over multiple degrees of freedom for managing QoS across all applications.



9.5 Network Entry and Initialization When an MS acquires the network after being powered up a WiMAX network undergoes various steps. An overview of this process, also referred to as network entry, is shown in Figure 9.9.



9.5.1 Scan and Synchronize Downlink Channel When an MS is powered up, it first scans the allowed downlink frequencies to determine whether it is presently within the coverage of a suitable WiMAX network. Each MS stores a nonvolatile list of all operational parameters, such as the DL frequency used during the previous operational instance. The MS first attempts to synchronize with the stored DL frequency. If this fails, the MS it scans other frequencies in an attempt to synchronize with the DL of the most suitable BS. Each MS also maintains a list of preferred DL frequencies, which can be modified to suit a service provider’s network. During the DL synchronization, the MS listens for the DL frame preambles. When one is detected, the MS can synchronize6 itself with respect to the DL transmission of the BS. Once it obtains DL synchronization, the MS listens to the various control messages, such as FCH, DCD, 6. The initial synchronization involves both frequency and timing synchronization, obtained by listening to the DL frame preamble.
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Figure 9.6 Process of network entry



UCD, DL-MAP, and UL-MAP, that follow the preamble to obtain the various PHY- and MACrelated parameters corresponding to the DL and UL transmissions. 9.5.2 Obtain Uplink Parameters Based on the UL parameters decoded from the control messages, the MS decides whether the channel is suitable for its purpose. If the channel is not suitable, the MS goes back to scanning new channels until it finds one that is. If the channel is deemed usable, the MS listens to the UL MAP message to collect information about the ranging opportunities. 9.5.3 Perform Ranging At this stage, the MS performs initial ranging with the BS to obtain the relative timing and power-level adjustment required to maintain the UL connection with the BS. Once the a UL connection has been established, the MS should do periodic ranging to track timing and power-level fluctuations. These fluctuations can arise because of mobility, fast fading, shadow fading, or any combinations thereof. Since the MS does not have a connection established at this point, the initial ranging opportunity is contention based. Based on the UL and DL channel parameters, the MS uses the following formula to calculate the transmit-power level for the initial ranging: P TX = EIRxP IR,



MAX



+ BSEIRP – RSSI ,



(9.1)
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where the parameters EIRxPIR,MAX and BSEIRP are provided by the BS over the DCD7 message, and RSSI is the received signal strength at the MS. For the OFDMA PHY, the MS sends a CDMA ranging code8 with the power level, as shown in equation (9.1), at the first determined ranging slot. Similarly, in the OFDM PHY, the MS sends a RNG-REQ message with the CID set to initial ranging CID. If it does not receive any response from the BS within a certain time window, then the MS considers the previous ranging attempt to be unsuccessful and enters the contention-resolution stage. Therein, the MS sends a new CDMA ranging code at the next ranging opportunity, after an appropriate back-off delay, and with a one-step-higher power level. Figure 9.7 shows the ranging and automatic parameter-adjustment procedure in WiMAX. If in the DL the MS receives a RNG-RSP message containing the parameters of the CDMA code used—or the initial ranging CID for OFDM PHY—the MS considers the ranging to be successful with status continue and implements the parameter adjustment as indicated in the RNG-RSP message, which also contains the basic and primary CIDs allocated to the MS. The BS uses the initial ranging CID or the CDMA code parameter in the DL-MAP message to signal the DL allocations for the MS containing the RNG-RSP message. On the other hand, if it receives an allocation in the UL MAP with the parameters of the CDMA code—or initial ranging CID for OFDM PHY—the MS considers ranging to be unsuccessful with status continue. This UL allocation provides a unicast ranging opportunity during which the SS can send another RNG-REQ message, using the initial ranging CID in the header. On receipt of this RNG-REQ message, the BS sends an RNG-RSP message using the initial ranging CID.9 This message contains the basic and primary management CID allocated to the MS. From here on, the basic and primary management CID is used by the MS and the BS to send most of the MAC management messages. Additional CIDs may be allocated to the MS in the future, as needed. Apart from the primary CID, the RNG-RSP message can also contain additional power and timing offset adjustments. If this message is received with status continue, the MS assumes that further ranging is required. The SS waits for a unicast ranging opportunity allocated to the primary CID of the MS and at the first such opportunity sends another RNGREQ message, on receipt of which the BS sends a RNG-RSP message with additional adjustment to the power level and timing offset. This process continues until the MS receives a RNGRSP message with status complete. At this point, the initial ranging process is assumed to be complete, and the MS may start its UL transmission. 7. The EIRxPIR,max is the maximum equivalent isotropic received power computed for a simple singleantenna receiver as RSSIR,max - GANT_BS_Rx, where the RSSIR,max is the received signal strength at antenna output and GANT_BS_Rx is the receive antenna gain. The BSEIRP is the equivalent isotropic radiated power of the base station, which is computed for a simple single-antenna transmitter as PTx + GANT_BS_Tx, where PTx is the transmit power, and GANT_BS_Tx is the transmit-antenna gain. 8. The PHY-layer ranging procedure and CDMA ranging codes are discussed in Chapter 8. 9. The initial ranging CID is a BS-specific parameter and is specified in the broadcast control messages.
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Figure 9.7 Ranging and parameter-adjustment procedure



9.5.4 Negotiate Basic Capabilities After initial ranging, the MS sends an SBC-REQ message informing the BS about its basic capability set, which includes various PHY and bandwidth-allocation-related parameters, as shown in Table 9.4. On the of this message, the BS responds with an SBC-RSP, providing the PHY and bandwidth-allocation parameters to be used for UL and DL transmissions. The operational PHY and bandwidth-allocation parameters can be the same as the basic capability set of the SS or a subset of it. 9.5.5 Register and Establish IP Connectivity After negotiating the basic capabilities and exchanging the encryption key, the MS registers itself with the network. In WiMAX, registration is the process by which the MS is allowed to enter the network and can receive secondary CIDs. The registration process starts when the MS sends a REG-REQ message to the BS. The message contains a hashed message authentication code (HMAC), which the BS uses to validate the authenticity of this message. Once it determines that the request for registration is valid, the BS sends to the MS a REG-RSP message in which it provides the secondary management CID. In the REG-REQ message, the MS also indicates to the BS its secondary capabilities not covered under the basic capabilities, such as IP
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Table 9.4 Parameters in Basic Capability Set of BS and MS PHY Related Parameters



Meaning



Transmission gap



The transmission gap between the UL and DL subframe supported by the SS for TDD and HF-FDD



Maximum transmit power



Maximum transmit power available for BPSK, QPSK, 16 QAM, and 64 QAM modulation



Current transmit power



The transmit power used for the current MAC PDU (containing the SBC-REQ message)



FFT size



The supported FFT sizes (128, 512, 1,024, and 2,048 for OFDMA mode; 256 for OFDM mode)



64 QAM support



Support for 64 QAM by the modulator and demodulator



FEC support



Which optional FEC modes are supported: CTC, LDPC, and so on



HARQ support



Support for HARQ



STC and MIMO support



The various space/time coding and MIMO modes



AAS private MAP support



Support for various AAS private MAP



Uplink power–control support



Uplink power-control options (open loop, closed loop, and AAS preamble power control)



Subcarrier permutation support



Support for various optional PUSC, FUCSC, AMC, and TUSC modes



Bandwidth-Allocation-Related Parameters Half-duplex/full-duplex FDD support



Support for half-duplex and full-duplex FDD modes in case of FDD implementation



version supported, convergence sublayer supported, and ARQ support. The MS may indicate the supported IP versions to the BS in the REG-REQ message, in which case the BS indicates the IP version to be used in the REG-RSP message. The BS allows the use of exactly one of the IP versions supported by the MS. If the information about the supported IP version is omitted in the REG-REQ message, the BS assumes that the MS can support only IPv4. After receiving the REG-RSP message from the BS, the SS can use DHCP to obtain an IP address. 9.5.6 Establish Service Flow The creation of service flows can be initiated by either the MS or the BS, based on whether initial traffic arrives in the uplink or the downlink. When it an MS chooses to initiate the creation of a service flow, an MS sends a DSA-REQ message containing the required QoS set of the service flow (Figure 9.8). On receipt of the DSA-REQ message, the BS first checks the integrity of the message and sends a DSX-RVD message indicating whether the request for a new service flow was received with its integrity preserved. Then the BS checks whether the requested QoS set can
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Figure 9.8 MS-initiated service flow creation



be supported, creates a new SFID and sends an appropriate DSA-RSP indicating the admitted QoS set. TheMS completes the process by sending a DSA-ACK message. If it needs to initiate the creation of a service flow, the BS first checks whether the MS is authorized for such service and whether the requested level of QoS can be supported. The request for such service usually comes from a higher-layer entity and is outside the scope of the IEEE 802.16e.2005/802.16-2004 standard. If the MS is authorized for service, the BS creates a new SFID and sends a DSA-REQ message with the admitted QoS set and the CID to be used, as shown in Figure 9.9. On receipt of this request, the MS sends a DSA-RSP message indicating its acceptance. The BS completes this process by sending a DSA-ACK message. After the creation of the requested service flow, the MS and the BS are ready to exchange data and management messages over the specified CID.



9.6 Power-Saving Operations The mobile WiMAX standard (IEEE 802.16e) introduces several new concepts related to mobility management and power management, two of the most fundamental requirements of a mobile wireless network. Although mobility and power management are often referred to together, they are conceptually different. Power management enables the MS to conserve its battery resources, a critical feature required for handheld devices. Mobility management, on the other hand, enables the MS to retain its connectivity to the network while moving from the coverage area of one BS to the next. In this section, we describe the power-management features of a WiMAX network.
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Figure 9.9 BS-initiated service flow creation



9.6.1 Sleep Mode Sleep mode is an optional mode of operation in WiMAX. An MS with active connections—one or more CIDs—negotiates with the BS to temporarily disrupt its connection over the air interface for a predetermined amount of time, called the sleep window. Each sleep window is followed by a listen window, during which the MS restores its connection. As shown in Figure 9.10, the MS goes through alternating sleep and listen windows for each connection. The length of each sleep and listen window is negotiated between the MS and the BS and is dependent on the powersaving class of the sleep-mode operation. The period of time when all the MS connections are in their sleep windows is referred to as the unavailability interval, during which the MS cannot receive any DL transmission or send any UL transmission. Similarly, during the availability interval, when one or more MS connections are not in sleep mode, the MS receives all DL transmissions and sends UL transmissions in a normal fashion on the CIDs that are in their listen windows. During the unavailability interval, the BS does not schedule any DL transmissions to the MS, so that it can power down one or more hardware components required for communication. The BS may buffer or drop all arriving SDUs associated with a unicast transmission to the MS. For multicast transmissions, the BS delays all SDUs until the availability interval common to all MSs in the multicast group. Based on their respective parameters, sleep-mode operation takes place in one of three power-saving classes.
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Figure 9.10 Sleep-mode operation in IEEE 802.16e-2005



1. In power-saving class 1, each listen window of fixed length is followed by a sleep window such that its length is twice the length of the previous sleep window but not greater than a final sleep window size. Before entering power-saving class 1, the BS indicates to the MS the initial sleep window size and the final sleep window size. Once the final sleep window size is reached, all the subsequent sleep windows are of the same length. At any time during the sleep-mode operation, the BS can reset the window size to the initial sleep window size, and the process of doubling sleep window sizes is repeated. For DL allocations, the reset happen when the BS feels that the amount of listen window is not sufficient to send all the traffic. Similarly for UL allocations: The reset happens based on a request from the MS. Power-saving class 1 is recommended for best-effort or non-real-time traffic. 2. In power-saving class 2, all the sleep windows are of fixed length and are followed by a listen window of fixed length. Before entering power-saving class 2 mode, the BS indicates to the MS the sleep and listen window sizes. Power-saving class 2 is the recommended sleep-mode operation for UGS connections. 3. Power-saving class 3 operation, unlike the other classes, consists of a single sleep window. The start time and the length of the sleep window are indicated by the BS before entering this mode. At the end of the sleep window, the power-saving operation becomes inactive. This power-saving class operation is recommended for multicast traffic or for MAC management traffic. For multicast service, the BS may guess when the next portion of data will appear. Then the BS allocates a sleep window for all times when it does not expect the multicast traffic to arrive. After expiration of the sleep window multicast data may be transmitted to relevant SSs. After that, the BS may decide to reinitiate power-saving operation.
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9.6.2 Idle Mode In mobile WiMAX, idle mode is a mechanism that allows the MS to receive broadcast DL transmission from the BS without registering itself with the network. Support for idle mode is optional in WiMAX and helps mobile MS by eliminating the need for handoff when it is not involved in any active data session. Idle mode also helps the BS to conserve its PHY and MAC resources, since it does not need to perform any of the handoff-related procedures or signaling for MSs that are in idle mode. For idle-mode operation, groups of BSs are assigned to a paging group, as shown in Figure 9.11. An MS in idle mode periodically monitors the DL transmission of the network to determine the paging group of its current location. On detectings that it has moved to a new paging group, an MS performs a paging group update, during which it informs the network of the current paging group in which it is present. When, due to pending downlink traffic, the network needs to establish a connection with an MS in idle mode, the network needs to page the MS only in all the BSs belonging to the current paging group of the MS. Without the concept of the paging area, the network would need to page the MSs in all the BSs within the entire network. Each paging area should be large enough so that the MS is not required to perform a paging area update too often and should be small enough so that the paging overhead associated with sending the page on multiple BSs is low enough. During idle-mode operation, the MS can be in either MS paging-unavailable interval or in MS paging-listen interval. During the MS paging-unavailable interval, the MS is not available for paging and can power down, conduct ranging with a neighboring BS, or scan the neighboring BS for the received signal strength and/or signal-to-noise ratio. During the MS paging-listen interval, the MS listens to the DCD and DL MAP message of the serving BS to determine when the broadcast paging message is scheduled. If the MS is paged in the broadcast paging message, the MS responds to the page and terminates its idle-mode operation. If the MS is not paged in the broadcast paging message, the MS enters the next MS paging-unavailable interval.



9.7 Mobility Management In WiMAX, as in any other cellular network, the handoff procedure requires support from layers 1, 2, and 3 of the network. Although the ultimate decision for the handoff is determined by layer 3, the MAC and PHY layers play a crucial role by providing information and triggers required by layer 3 to execute the handoff. In this section, we discuss the mobility-management-related features of the WiMAX MAC layer. In order to be aware of its dynamic radio frequency environment, the BS allocates time for each MS to monitor and measure the radio condition of the neighboring BSs. This process is called scanning, and the time allocated to each MS is called the scanning interval. Each scanning interval is followed by an interval of normal operation, referred to as the interleaving interval. In order to start the scanning process, the BS issues a MOB_SCN-REQ message that specifies to the MS the length of each scanning interval, the length the of interleaving interval, and the number of scanning events the MS is required to execute. In order to reduce the number of times such messages as
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MOB_SCN-REQ and MOB_SCN-RES—the response from the MS after a MOB_SCN-REQ is issued to it—that are sent over the air, the BS can direct the MS to perform multiple scanning events. The identity of neighboring BSs and the frequencies that a MS is required to scan are provided in the MOB_NBR-ADV message sent over the broadcast channel. During a scanning interval, the MS measures the received signal strength indicator (RSSI) and the signal-to-noise-plus noise ratio (SINR) of the neighboring BS and can optionally associate with some or all the BSs in the neighbor list, which requires the MS to perform some level of initial ranging with the neighboring BS. Three levels of association are possible during the scanning process. 1. During association level 0 (scan/association without coordination), the MS performs ranging without coordination from the network. As a result, the only ranging interval available to the MS is contention-based scanning. When the ranging with the neighboring BS is successful the MS receives an RNG-RSP message indicating success. 2. During association level 1 (scan/association with coordination), the serving BS coordinates the association procedure with the neighboring BS. The network provides the MS with a ranging code and a transmission interval for each of the neighboring BSs. A neighboring BS may assign the same code or transmission opportunity to more than one MS but not both. This gives the MS an opportunity for unicast ranging, and collision among various MSs can be avoided. When the ranging with the neighboring BS successful, the MS receives an RNG-RSP message with ranging-status success. 3. Association level 2 (network assisted association reporting) is similar to association level 1 except that after the unicast ranging transmission, the MS does not need to wait for the RNGRSP message from the neighboring BS. Instead, the RNG-RSP information on PHY offsets will be sent by each neighbor BS (over the backbone) to the serving BS . The serving BS may aggregate all ranging related information into a single MOB_ASC_REPORT message.
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9.7.1 Handoff Process and Cell Reselection In WiMAX, the handoff process is defined as the set of procedures and decisions that enable an MS to migrate from the air interface of one BS to the air interface of another and consists of the following stages. 1. Cell reselection: During this stage, the MS performs scanning and association with one or more neighboring BSs to determine their suitability as a handoff target. After performing cell reselection, the MS resumes normal operation with the serving BS. 2. Handoff decision and initiation: The handoff process begins with the decision for the MS to migrate its connections from the serving BS to a new target BS. This decision can be taken by the MS, the BS, or some other external entity in the WiMAX network and is dependent on the implementation. When the handoff decision is taken by the MS, it sends a MOB_MSHO-REQ message to the BS, indicating one or more BSs as handoff targets. The BS then sends a MOB_BSHO-RSP message indicating the target BSs to be used for this handoff process. The MS sends a MOB_MSHO-IND indicating which of the BSs indicated in MOB_BSHO-RSP will be used for handoff. When the handoff decision is taken by the BS, it sends a MOB_BSHO-REQ message to the MS, indicating one or more BSs for the handoff target. The MS in this case sends a MOB_MSHO-IND message indicating receipt of the handoff decision and its choice of target BS. After the handoff process has been initiated, the MS can cancel it at any time. 3. Synchronization to the target BS: Once the target BS is determined, the MS synchronizes with its DL transmission. The MS begins by processing the DL frame preamble of the target BS. The DL frame preamble provides the MS with time and frequency synchronization with the target BS. The MS then decodes the DL-MAP, UL-MAP, DCD, and UCD messages to get information about the ranging channel. This stage can be shortened if the target BS was notified about the impending handoff procedure and had allocated unicast ranging resources for the MS. 4. Ranging with target BS: The MS uses the ranging channel to perform the initial ranging process to synchronize its UL transmission with the BS and get information about initial timing advance and power level. This initial ranging process is similar to the one used during network entry. The MS can skip or shorten this stage if it performed association with the target BS during the cell reselection/scanning stage. 5. Termination of context with previous BS: After establishing connection with the target BS, the MS may decide to terminate its connection with the serving BS, sending a MOB_HO-IND message to the BS. On receipt of this message, the BS starts the resourceretain timer and keeps all the MAC state machines and buffered MAC PDUs associated with the MS until the expiry of this timer. Once the resource retain timer expires, the BS discards all the MAC state machines and MAC PDUs belonging to the MS, and the handoff process is assumed to be complete.
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A call drop during the handoff process is defined as the situation in which an MS has stopped communication with its serving BS in either the downlink or the uplink before the normal handoff sequence has been completed. When the MS detects a call drop, it attempts a network reentry procedure with the target BS to reestablish its connection with the network. 9.7.2 Macro Diversity Handover and Fast BS Switching Apart from the conventional handoff process, WiMAX also defines two optional handoff procedures: macro diversity handover (MDHO) and fast base station switching (FBSS). In the case of MDHO, the MS is allowed to simultaneously communicate using the air interface of more than one BS. All the BSs involved in the MDHO with a given MS are referred to as the diversity set. The normal mode of operation, no MDHO, can be viewed as a special case of MDHO in which the diversity set consists of a single BS. When the diversity set of an MS consists of multiple BSs, one of them is considered the anchor BS, which often acts as the controlling entity for DL and UL allocations. In WiMAX, there are two modes by which an MS involved in MDHO can monitor its DL and UL allocation. In the first mode, the MS monitors only the DL MAP and UL MAP of the anchor BS, which provides the DL and UL allocations of the MS for the anchor BS and the all the nonanchor BSs. In the second mode, the MS monitors the DL MAP and the UL MAP of all the BSs in the diversity set separately for the DL and UL allocations, respectively. As shown in Figure 9.12, the DL signals from all the BSs in the diversity set are combined before being decoded by the FEC stage. The standard does not specify how the signals from all the BSs in the diversity set should be combined. In principle, this task can be performed in two ways. The more optimum way to combine the signals from different BSs would require the MS to demodulate these signals independently and combine them at the baseband level before the FEC decoder stage. In such an implementation, it is possible to combine the signals optimally to achieve a certain objective, such as SNR maximization or mean square error (MSE) minimization. This method of combining is similar in concept to the maximum ratio combining (MRC) used in most CDMA handsets when it is in soft handoff with two or more BSs. In an OFDM system, in order to demodulate the signals from the different BSs that are on the same carrier frequency, the MS would require multiple antennas, with the number of antennas being equal to or greater than the number of BSs in the diversity set. If the BSs of the diversity set are on different carrier frequencies, multiple RF chains will be required. In either case, it is not possible to cost-effectively demodulate the OFDM signals from multiple BSs at baseband. A suboptimal but more practical way to combine the signals from various BSs in WiMAX is to combine them at the RF level, which implies that all the BSs in the diversity set should not only be synchronized in time and frequency but also use the same CID, encryption mask, modulation format, FEC code rate, H-ARQ redundancy version, subcarrier permutation, and subchannels for the target MS. In this case, since the signals from various BSs are simply added in the front end of the receiver, and the achievable link gains are expected to be less than what is experienced in CDMA systems from soft handoff. This, however, requires a significant amount of
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Figure 9.12 DL MOHO: combining



signaling over the backbone network to coordinate the transmission of all the BSs in the diversity set. In the UL shown in Figure 9.13, each BS separately decodes the FEC blocks form the MS and forwards the decoded packet to a central entity—typically, the anchor BS—which selects the copy that was received without errors. In principle, this is very similar to the soft-handoff implementation in current CDMA systems. FBBS is similar to MDHO that each MS maintains a diversity set that consists of all the BSs with which the MS has an active connection; that is the MS has established one or more CIDs and conducts periodic ranging with theses BSs. However, unlike MDHO, the MS communicates in the uplink and downlink with only one BS at a time, also referred to as the anchor BS. When it needs to add a new BS to its diversity set or remove an existing one owing to variations in the channel, the MS sends a MS_MSHO-REQ message indicating a request to update its diversity set. Each FBSS-capable BS broadcasts its H_Add and H_Delete thresholds, which indicate the mean SINR, as observed by the MS, required to add or delete the BS from the diversity set. The anchor BS, when it receives a request from the MS to update its diversity set, responds with a MS_BSHO-RSP message indicating the updated diversity set. The MS or the BS can change the anchor BS by sending a MS_MSHO-REQ (MOB_BSHO-REQ) message with such a request. If the MS is allowed to switch its anchor BS, a regular handoff procedure is not required, since the MS already has CIDs established with all the BSs in the diversity set. FBSS eliminates the various steps involved in a typical handoff and their associated message exchange and is significantly faster than the conventional handoff mechanism.



332



Chapter 9 • MAC Layer of WiMAX



Subchannels



OFDM Symbols



BS 1



Select the packet without errors.



Desired User's Data Region



BS 2



Figure 9.13 UL MDHO: Selection



In order for FBSS or MDHO to be feasible, the BSs in the diversity set of an MS must satisfy the following conditions. • BSs involved in FBSS are synchronized, based on a common timing source. • The DL frames sent from the BSs arrive at the MS within the cyclic prefix interval. • BSs involved in FBSS must be on the same carrier frequency. • BSs involved in FBSS must have synchronized frames in the DL and the UL. • BSs involved in FBSS are also required to share all information that MS and BS normally exchange during network entry. • BSs involved in FBSS must share all informations, such as SFID, CID, encryption, and authentication keys.



9.8 Summary and Conclusions This chapter descrbed the MAC layer of WiMAX. Various features and functions of the MAC layer, such as construction of PDUs, ARQ, the bandwidth-request mechanism, QoS control, mobility management, and power saving were described. • The WiMAX MAC layer has been designed from ground up to provide a flexible and powerful architecture that can efficiently support a variety of QoS requirements. WiMAX defines several scheduling services, which handle and schedule data packets differently, based on their QoS needs. • WiMAX has several optional features, such as sleep mode, idle mode, and a handover mechanism, that can support mobility. The mobility-related features can be used to provide various levels of handoff capability, starting from simple network-reentry-based
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handoff to full mobility as supported by current cellular networks. These features can also be turned off or not implemented if the network is to be optimized for fixed applications. • WiMAX also defines several powerful encryption and authentication schemes that allow for a level of security comparable with that of wireline networks.
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hapters 8 and 9 covered the details of the IEEE 802.16-2004 and IEEE 802.16e-2005 PHY and MAC layers. In this chapter, we focus on the end-to-end network system architecture of WiMAX.1 Simply specifying the PHY and MAC of the radio link alone is not sufficient to build an interoperable broadband wireless network. Rather, an interoperable network architecture framework that deals with the end-to-end service aspects such as IP connectivity and session management, security, QoS, and mobility management is needed. The WiMAX Forum’s Network Working Group (NWG) has developed and standardized these end-to-end networking aspects that are beyond the scope of the IEEE 802.16e-2005 standard. This chapter looks at the end-to-end network systems architecture developed by the WiMAX NWG. The WiMAX Forum has adopted a three-stage standards development process similar to that followed by 3GPP. In stage 1, the use case scenarios and service requirements are listed;2 in stage 2, the architecture that meets the service requirements is developed; and in stage 3, the details of the protocols associated with the architecture are specified. At the time of this writing, the WiMAX NWG is close to completing all three stages of its first version, referred to as Release 1, with ongoing work on the next version, referred to as Release 1.5. This chapter will focuses mostly on the stage 2 specifications for Release 1, which specifies the end-to-end network systems architecture. [3]. Disclaimer: Although care has been taken to keep the contents of this chapter current and accurate, it should be noted that owing to ongoing developments, the final published specifications may differ in minor ways from what is summarized in this chapter. 1. Most of the material in this chapter has been adapted with permission from WiMAX Forum documents [1, 2, 3, 4]. 2. Stage 1 requirements are developed within the WiMAX Service Provider Working Group (SPWG).
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We begin this chapter with an outline of the design tenets followed by the WiMAX Forum NWG. We then introduce the WiMAX network reference model and define the various functional entities and their interconnections. Next, we discuss the end-to-end protocol layering in a WiMAX network, network selection and discovery, and IP address allocation. Then, we describe in more detail the functional architecture and processes associated with security, QoS, and mobility management.



10.1 General Design Principles of the Architecture Development of the WiMAX architecture followed several design tenets, most of which are akin to the general design principles of IP networks. The NWG was looking for greater architectural alignment with the wireline broadband access networks, such as DSL and cable, while at the same time supporting high-speed mobility. Some of the important design principles that guided the development of the WiMAX network systems architecture include the following: Functional decomposition The architecture shall be based on functional decomposition principles, where required features are decomposed into functional entities without specific implementation assumptions about physical network entities. The architecture shall specify open and well-defined reference points between various groups of network functional entities to ensure multivendor interoperability. The architecture does not preclude different vendor implementations based on different decompositions or combinations of functional entities as long as the exposed interfaces comply with the procedures and protocols applicable for the relevant reference point. Deployment modularity and flexibility The network architecture shall be modular and flexible enough to not preclude a broad range of implementation and deployment options. For example, a deployment could follow a centralized, fully distributed, or hybrid architecture. The access network may be decomposed in many ways, and multiple types of decomposition topologies may coexist within a single access network. The architecture shall scale from the trivial case of a single operator with a single base station to a large-scale deployment by multiple operators with roaming agreements. Support for variety of usage models The architecture shall support the coexistence of fixed, nomadic, portable, and mobile usage models.3 The architecture shall also allow an evolution path from fixed to nomadic to portability with simple mobility (i.e., no seamless handoff) and eventually to full mobility with end-to-end QoS and security support. Both Ethernet and IP services shall be supported by the architecture. 3. See Section 2.4.4 for usage models.
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Decoupling of access and connectivity services The architecture shall allow the decoupling of the access network and supported technologies from the IP connectivity network and services and consider network elements of the connectivity network agnostic to the IEEE 802.16e-2005 radio specifications. This allows for unbundling of access infrastructure from IP connectivity services. Support for a variety of business models The network architecture shall support network sharing and a variety of business models. The architecture shall allow for a logical separation between (1) the network access provider (NAP)—the entity that owns and/or operates the access network, (2) the network service provider (NSP)—the entity that owns the subscriber and provides the broadband access service, and (3) the application service providers (ASP). The architecture shall support the concept of virtual network operator and not preclude the access networks being shared by multiple NSPs or NSPs using access networks from multiple NAPs. The architecture shall support the discovery and selection of one or more accessible NSPs by a subscriber. Extensive use of IETF protocols The network-layer procedures and protocols used across the reference points shall be based on appropriate IETF RFCs. End-to-end security, QoS, mobility, management, provisioning, and other functions shall rely as much as possible on existing IETF protocols. Extensions may be made to existing RFCs, if necessary. Support for access to incumbent operator services The architecture should provide access to incumbent operator services through interworking functions as needed. It shall support loosely coupled interworking with all existing wireless networks (3GPP, 3GPP2) or wireline networks, using IETF protocols.



10.2 Network Reference Model Figure 10.1 shows the WiMAX network reference model (NRM), which is a logical representation of the network architecture. The NRM identifies the functional entities in the architecture and the reference points (see Section 10.2.3) between the functional entities over which interoperability is achieved. The NRM divides the end-to-end system into three logical parts: (1) mobile stations used by the subscriber to access the work; (2) the access service network (ASN) which is owned by a NAP and comprises one or more base stations and one or more ASN gateways that form the radio access network; and (3) the connectivity service network (CSN), which is owned by an NSP, and provides IP connectivity and all the IP core network functions. The subscriber is served from the CSN belonging to the visited NSP; the home NSP is where the subscriber belongs. In the nonroaming case, the visited and home NSPs are one and the same.
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Figure 10.1 Network reference model



10.2.1 ASN Functions, Decompositions, and Profiles The ASN performs the following functions: • IEEE 802.16e–based layer 2 connectivity with the MS • Network discovery and selection of the subscriber’s preferred CSN/NSP • AAA proxy: transfer of device, user, and service credentials to selected NSP AAA and temporary storage of user’s profiles • Relay functionality for establishing IP connectivity between the MS and the CSN • Radio resource management (RRM) and allocation based on the QoS policy and/or request from the NSP or the ASP • Mobility-related functions, such as handover, location management, and paging within the ASN, including support for mobile IP with foreign-agent functionality The ASN may be decomposed into one or more base stations (BSs) and one or more ASN Gateways (ASN-GW) as shown in Figure 10.1. The WiMAX NRM defines multiple profiles for the ASN, each calling for a different decomposition of functions within the ASN. ASN profile B calls for a single entity that combines the BS and the ASN-GW. Profiles A and C split the func-
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tions between the BS and the ASN-GW slightly differently, specifically functions related to mobility management and radio resource management. The BS is defined as representing one sector with one frequency assignment implementing the IEEE 802.16e interface to the MS. Additional functions handled by the BS in both profiles include scheduling for the uplink and the downlink, traffic classification, and service flow management (SFM) by acting as the QoS policy enforcement point (PEP) for traffic via the air interface, providing terminal activity (active, idle) status, supporting tunneling protocol toward the ASN-GW, providing DHCP proxy functionality, relaying authentication messages between the MS and the ASN-GW, reception and delivery of the traffic encryption key (TEK) and the key encryption key (KEK) to the MS, serving as RSVP proxy for session management, and managing multicast group association via Internet Group Management Protocol (IGMP) proxy. A BS may be connected to more than one ASN-GW for load balancing or redundancy purposes. The ASN gateway provides ASN location management and paging; acts as a server for network session and mobility management; performs admission control and temporary caching of subscriber profiles and encryption keys; acts as an authenticator and AAA; client/proxy, delivering RADIUS/DIAMETER messages to selected CSN AAA; provides mobility tunnel establishment and management with BSs; acts as a client for session/mobility management; performs service flow authorization (SFA), based on the user profile and QoS policy; provides foreignagent functionality; and performs routing (IPv4 and IPv6) to selected CSNs. Table 10.1 lists the split of the various functional entities within an ASN between the BS and the ASN-GW, as per the ASN profiles defined by the WiMAX Forum.4 Profile B has both BS and ASN-GW as an integrated unit. Profiles A and C are quite similar with the following exceptions. In profile A, the handover function is in the ASN-GW; in profile C, it is in the BS, with the ASN-GW performing only the handover relay function. Also, in profile A, the radio resource controller (RRC) is located in the ASN-GW, allowing for RRM across multiple BSs. This is similar to the BSC functionality in GSM and allows for better load balancing and spectrum management across base stations. In profile C, the RRC function is fully contained and distributed within the BS. It should be noted that the ASN gateway may optionally be decomposed into two groups of functions: decision point (DP) functions and enforcement point (EP) functions. The EP functions include the bearer plane functions, and the DP functions may include non–bearer plane control functions. When decomposed in such a way, the DP functions may be shared across multiple ASN Gateways. Examples of DP functions include intra-ASN location management and paging, regional radio resource control and admission control, network session/mobility management (server), radio load balancing for handover decisions, temporary caching of subscriber profile and encryption keys, and AAA client/proxy. Examples of EP functions include mobility tunneling establishment and management with BSs, session/mobility management (client), QoS and policy enforcement, foreign agent, and routing to selected CSN. 4. The definition of each of these entities is provided in the appropriate subsequent sections.
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Table 10.1 Functional Decomposition of the ASN in Various Release 1 Profiles Functional Category



Function



ASN Entity Name Profile A



Profile B



Profile C



Authenticator



ASN-GW



ASN



ASN-GW



Authentication relay



BS



ASN



BS



Key distributor



ASN-GW



ASN



ASN-GW



Key receiver



BS



ASN



BS



Data path function



ASN-GW and BS



ASN



ASN-GW and BS



Handover control



ASN-GW



ASN



BS



Context server and client



ASN-GW and BS



ASN



ASN-GW and BS



MIP foreign agent



ASN-GW



ASN



ASN-GW



Radio resource controller



ASN-GW



ASN



BS



Radio resource agent



BS



ASN



BS



Paging agent



BS



ASN



BS



Paging controller



ASN-GW



ASN



ASN-GW



Service flow authorization



ASN-GW



ASN



ASN-GW



Service flow manager



BS



ASN



BS



Security



Mobility



Radio resource management Paging



QoS



10.2.2 CSN Functions The CSN provides the following functions: • IP address allocation to the MS for user sessions. • AAA proxy or server for user, device and services authentication, authorization, and accounting (AAA). • Policy and QoS management based on the SLA/contract with the user. The CSN of the home NSP distributes the subscriber profile to the NAP directly or via the visited NSP. • Subscriber billing and interoperator settlement. • Inter-CSN tunneling to support roaming between NSPs. • Inter-ASN mobility management and mobile IP home agent functionality. • Connectivity infrastructure and policy control for such services as Internet access, access to other IP networks, ASPs, location-based services, peer-to-peer, VPN, IP multimedia services, law enforcement, and messaging.
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10.2.3 Reference Points The WiMAX NWG defines a reference point (RP) as a conceptual link that connects two groups of functions that reside in different functional entities of the ASN, CSN, or MS. Reference points are not necessarily a physical interface, except when the functional entities on either side of it are implemented on different physical devices. The WiMAX Forum will verify interoperability of all exposed RPs based only on specified normative protocols and procedures for a supported capability across an exposed RP. Figure 10.1 shows a number of reference points defined by the WiMAX NWG. These reference points are listed in Table 10.2. Release 1 will enforce interoperability across R1, R2, R3, R4, and R5 for all ASN implementation profiles. Other reference points are optional and may not be specified and/or verified for Release 1.



10.3 Protocol Layering Across a WiMAX Network It is instructive to view the end-to-end WiMAX architecture using the logical representation shown in Figure 10.2. The architecture is quite similar to most other wide area IP access networks, where a link-layer infrastructure is used for concentrating traffic of individual users, with a separate entity providing an IP address to the end-user device for access to IP-based applications and services. Here, ASN is the link-layer infrastructure providing link concentration, and CSN is the infrastructure providing IP address and access to IP applications. The concentrated links are forwarded from the ASN-GW to the CSN via a managed IP network.



BS



MS/ SS



BS



Managed IP Network



Access Network



ASNGW



Managed IP Network



ASP



CSN Internet



BS



Application



Application



IP Link



IP Link Concentration



Link Forwarding



Figure 10.2 Logical representation of the end-to-end WiMAX architecture
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Table 10.2 WiMAX Reference Points Reference Point



End Points



R1



MS and ASN



Implements the air-interface (IEEE 802.16e) specifications. R1 may additionally include protocols related to the management plane.



R2



MS and CSN



For authentication, authorization, IP host configuration management, and mobility management. Only a logical interface and not a direct protocol interface between MS and CSN.



R3



ASN and CSN



Supports AAA, policy enforcement, and mobility-management capabilities. R3 also encompasses the bearer plane methods (e.g., tunneling) to transfer IP data between the ASN and the CSN.



R4



ASN and ASN



A set of control and bearer plane protocols originating/terminating in various entities within the ASN that coordinate MS mobility between ASNs. In Release 1, R4 is the only interoperable interface between heterogeneous or dissimilar ASNs.



R5



CSN and CSN



A set of control and bearer plane protocols for interworking between the home and visited network.



R6



BS and ASN-GW



A set of control and bearer plane protocols for communication between the BS and the ASN-GW. The bearer plane consists of intra-ASN data path or inter-ASN tunnels between the BS and the ASN-GW. The control plane includes protocols for mobility tunnel management (establish, modify, and release) based on MS mobility events. R6 may also serve as a conduit for exchange of MAC states information between neighboring BSs.



R7 R8



Description



ASN-GW-DP An optional set of control plane protocols for coordination between the and ASN-GW-EP two groups of functions identified in R6. BS and BS



A set of control plane message flows and, possibly, bearer plane data flows between BSs to ensure fast and seamless handover. The bearer plane consists of protocols that allow the data transfer between BSs involved in handover of a certain MS. The control plane consists of the inter-BS communication protocol defined in IEEE 802.16e and additional protocols that allow controlling the data transfer between the BS involved in handover of a certain MS.



Now, let us look more closely at the end-to-end protocol layering as data and control packets are forwarded from the MS to the CSN. The WiMAX architecture can be used to support both IP and Ethernet packets. IP packets may be transported using the IP convergence sublayer (IP-CS) over IEEE 802.16e or using the Ethernet convergence sublayer (ETH-CS) over IEEE 802.16e. Within the ASN the Ethernet or IP packets may be either routed or bridged. Routing over the ASN, may be done using IP-in-IP encapsulation protocols, such as GRE (generic routing encapsulation). Figure 10.4 shows the protocol stack when using the IP convergence layer to transport IP packets over a routed ASN. If the ASN were a bridged network, the shaded layers (GRE, IP, link) in Figure 10.4 would be replaced with an Ethernet layer. The protocol stack when using the Ethernet convergence layer to transport IP packets over a routed ASN is shown in Figure 10.3.
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Figure 10.3 Protocol stack for Ethernet convergence sublayer with routed ASN
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Figure 10.4 Protocol stack for IP convergence sublayer with routed ASN



In this case, if the ASN were a bridged network, the shaded layers would not be needed. It is also possible to transport Ethernet packets all the way up to the CSN by using the ETH-CS, in which case, an encapsulation protocol, such as GRE, may be used for forwarding from the ASN to the CSN. This type of Ethernet service may be used to provide end-to-end VLAN (virtual local area networking) services.
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10.4 Network Discovery and Selection WiMAX networks are required to support either manual or automatic selection of the appropriate network, based on user preference. It is assumed that an MS will operate in an environment in which multiple networks are available for it to connect to and multiple service providers are offering services over the available networks. To facilitate such operation, the WiMAX standard offers a solution for network discovery and selection. The solution consists of four procedures: NAP discovery, NSP discovery, NSP enumeration and selection, and ASN attachment. NAP discovery: This process enables the MS to discover all available NAPs within a coverage area. The MS scans and decodes the DL MAP of ASNs on all detected channels. The 24-bit value of the “operator ID” within the base station ID parameter in DL MAP as defined in IEEE 802.16 serves as the NAP identifier. NSP discovery: This process enables the MS to discover all NSPs that provide service over a given ASN. The NSPs are identified by a unique 24-bit NSP identifier, or 32-byte NAI (network access identifier). The MS can dynamically discover the NSPs during initial scan or network entry by listening to the NSP IDs broadcast by the ASN as part of the system identity information advertisement (SII-ADV) MAC management message. NSP-IDs may also be transmitted by the BS in response to a specific request by MS, using an SBC-REQ message. Alternatively, the MS could have a list of NSPs listed in its configuration. The NSP-IDs are mapped to an NSP realm either by using configuration information in the MS or by making a query to retrieve it from the ASN. If the preconfigured list does not match the network broadcast, the MS should rely on the information obtained from the network. If an NAP and an NSP have a one-to-one mapping, NSP discovery does not need to be performed. NSP enumeration and selection: The MS may make a selection from the list of available NSPs by using an appropriate algorithm. NSP selection may be automatic or manual, with the latter being particularly useful for initial provisioning and for “pay-per-use” service. ASN attachment: Once an NSP is selected, the MS indicates its selection by attaching to an ASN associated with the selected NSP and by providing its identity and home NSP domain in the form of a network access identifier. The ASN uses the realm portion of the NAI to determine the next AAA hop to send the MS’s AAA packets.



10.5 IP Address Assignment The Dynamic Host Control Protocol (DHCP) is used as the primary mechanism to allocate a dynamic point-of-attachment (PoA) IP address to the MS. Alternatively, the home CSN may allocate IP addresses to an ASN via AAA, which in turn is delivered to the MS via DHCP. In this case, the ASN will have a DHCP proxy function as opposed to a DHCP relay function. When an MS is an IP gateway or host, the standard requires that a PoA IP address be allocated to the gateway or the host, respectively. If the MS acts as a layer 2 bridge (ETH-CS), IP addresses may be allocated to the hosts behind the MS. For fixed access, the IP address must be allocated from the CSN address space of the home NSP and may be either static or dynamic. For nomadic, porta-
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ble, and mobile access dynamic allocation from either the home or the visited CSN is allowed, depending on roaming agreements and the user subscription profile and policy. To support IPv6, the ASN includes an IPv6 access router (AR) functionality, and the MS obtains a globally routable IP address from the AR. When using mobile IPv6, the MS obtains the care-of address (CoA) from the ASN, and a home address (HoA) from the home CSN. The MS may use either the CoA or the HoA as its PoA address, depending on whether it routes packets directly to correspondent nodes (CNs) or via the home agent (HA) in the CSN. When using IPv6, static IP address, stateful autoconfiguration based on DHCPv6 (RFC 3315), or stateless address autoconfiguration (RFC 2462) is allowed. When Mobile IPv6 is used, the HoA is assigned via stateless DHCP. For stateful configuration, the DHCP server is in the serving CSN, and a DHCP relay may exist in the network path to the CSN. For stateless configuration, the MS will use neighbor discovery or DHCP to receive network configuration information. One known issue with the use of IPv6 in WiMAX stems from the lack of link-local multicast support in IEEE 802.16e air-interface. IPv6 has several multicast packets, such as neighbor solicitation, neight advertisement, router solicitation and router advertisement, that have a linklocal scope. Since, packet transmission in IEEE 802.16e is based on a connection identifier (CID) as opposed to the 48-bit hardware MAC address as is assumed by conventional IPv6 and RFC 2464, there is a need to define new mechanisms to share multicast CIDs among multicast group members in a WiMAX network.



10.6 Authentication and Security Architecture The WiMAX authentication and security architecture is designed to support all the IEEE 802.16e security services, using an IETF EAP-based AAA framework. In addition to authentication, the AAA framework is used for service flow authorization, QoS policy control, and secure mobility management. Some of the WiMAX Forum specified requirements that the AAA framework should meet are as follows: • Support for device, user, and mutual authentication between MS/SS and the NSP, based on Privacy Key Management Version 2 (PKMv2) as defined in IEEE 820.16e-2005. • Support for authentication mechanisms, using a variety of credentials, including shared secrets, subscriber identity module (SIM) cards, universal SIM (USIM), universal integrated circuit card (UICC), removable user identity module (RUIM), and X.509 certificates, as long as they are suitable for EAP methods satisfying RFC 4017. • Support for global roaming between home and visited NSPs in a mobile scenario, including support for credential reuse and consistent use of authorization and accounting through the use of RADIUS in the ASN and the CSN. The AAA framework shall also allow the home CSN to obtain information, such as visited network identity, from the ASN or the visited CSN that may be needed during AAA. • Accommodation of mobile IPv4 and IPv6 security associations (SA) management.
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• Support for policy provisioning at the ASN or the CSN by allowing for transfer of policyrelated information from the AAA server to the ASN or the CSN. 10.6.1 AAA Architecture Framework The WiMAX Forum recommends using the AAA framework based on the pull model, interaction between the AAA elements as defined in RFC 2904. The pull sequence consists of four basic steps. 1. The supplicant MS sends a request to the network access server (NAS) function in the ASN. 2. The NAS in the ASN forwards the request to the service provider’s AAA server. The NAS acts as an AAA client on behalf of the user. 3. The AAA server evaluates the request and returns an appropriate response to the NAS. 4. The NAS sets up the service and tells the MS that it is ready. Figure 10.5 shows the pull model as applied to the generic WiMAX roaming case. Here, steps 2 and 3 are split into two substeps, since the user is connecting to a visited NSP that is different from the home NSP. For the nonroaming case, the home CSN and the visited CSN are one and the same. It should be noted that the NAP may deploy an AAA proxy between the NAS(s) in the ASN and the AAA in the CSN, especially when the ASN has many NASs, and the CSN is in another administrative domain. Using an AAA proxy enhances security and makes configuration easier, since it reduces the number of shared secrets to configure between the NAP and the foreign CSN. In the WiMAX architecture, the AAA framework is used for authentication, mobility management, and QoS control. The NAS is a collective term used to describe the entity that performs the roles of authenticator, proxy-MIP client, foreign agent, service flow manager, and so on. The NAS resides in the ASN, though the implementation of the various functions may reside in different physical elements within the ASN. 10.6.2 Authentication Protocols and Procedure The WiMAX network supports both user and device authentication. An operator may decide to implement either one or both of these authentications. For user and device authentication, the IEEE 802.16e-2005 standard specifies PKMv2 with EAP. PKMv2 transfers EAP over the air interface between the MS and the BS in ASN. If the authenticator does not reside in the BS, the BS acts as an authentication relay agent and forwards EAP messages to the authenticator over an authentication relay protocol that may run over an R6 interface. The AAA client at the authenticator encapsulates the EAP in AAA protocol packets and forwards them via one or more AAA proxies5 to the AAA server in the CSN of the home NSP. EAP runs over RADIUS between the 5. One or more AAA brokers may exist between the authenticator and the AAA server in roaming scenarios.
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AAA Server and the authenticator in ASN. Depending on the type of credential, a variety of EAP
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Figure 10.5 Generic AAA roaming model
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Figure 10.6 Protocol stack for user authentication in WiMAX



schemes, including EAP-AKA (authentication and key agreement), EAP-TLS, EAP-SIM, and EAP-PSK (preshared key), may be supported. It is also possible to optionally secure the transport of end-to-end user authentication within a tunnel by using protocols such as tunneled transportlayer security (TTLS). Figure 10.6 depicts the protocol stack for PKMv2 user authentication. When both user and device authentications need to be performed and both authentications terminate in different AAA servers, PKMv2 double-EAP mode is used. Here, user EAP authentication follows device authentication before the MS is allowed access to IP services. If the same AAA server is used for both, the process could be shortened by doing joint device and user authentication.
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Device credentials typically take the form of a digital certificate or a preprovisioned preshared secret key. It is also possible to dynamically generate a secret key from a built-in X.509 certificate. The EAP device identifier may be a MAC address or a NAI in the form of MAC_address @ NSPdomain. A Master Session Key (MSK) appropriate for device authentication is generated once the appropriate credential is determined. Both device and user authentication must generate an MSK. Figure 10.7 shows the PKMv2 procedures followed after initial network entry before a service flow can be set up between the MS and the WiMAX network. The various steps involved are as follows: 1. Initial 802.16e network entry and negotiation: After successful ranging, the MS and the ASN negotiate the security capabilities, such as PKM version, PKMv2 security capabilities, and authorization policy describing PKMv2 EAP only or PKMv2 double-EAP. In order to initiate an EAP conversation, the MS may also send a PKMv2-EAP-Start message to initiate EAP conversations with the ASN. Once an active air link is set up between the BS and the MS, a link activation is sent over R6 to the authenticator to begin the EAP sequence. 2. Exchange of EAP messages: EAP exchange begins with an EAP-Identity-Request message from the EAP authenticator to the EAP supplicant, which is the MS. If the EAP authenticator is not in the BS, an authentication relay protocol over R6 may be used for communication between the Authenticator and the BS. The MS responds with an EAPResponse message to the authenticator, which forwards all the responses from the MS to the AAA proxy, which then routes the packets based on the associated NAI realm to a remote AAA authentication server, using RADIUS. After one or more EAP request/ response exchanges, the authentication server determines whether the authentication is successful and notifies the MS accordingly. 3. Establishment of the shared master session key and enhanced master session key: An MSK and an enhanced MSK (EMSK) are established at the MS and the AAA Server as part of a successful EAP exchange. The MSK is then also transferred from the AAA server to the authenticator (NAS) in the ASN. Using the MSK, the authenticator and the MS both generate a pairwise master key (PMK) according to the IEEE 802.16e-2005 specifications. The MS and the AAA server use to the EMSK to generate mobile keys. 4. Generation of authentication key: Based on the algorithm specified in IEEE 802.16e2005, the AS and the MS generate the authentication key (AK). 5. Transfer of authentication key: The AK and its context are delivered from the key distributor entity in the authenticator to the key-receiver entity in the serving BS. The key receiver caches this information and generates the rest of the IEEE 802.16e-2005–specified keys from it. 6. Transfer of security associations: SAs are the set of security information that the BS and one or more of its MS share in order to support secure communications. The shared information includes TEK and initialization vectors for cipher-block chaining (CBC). SA trans-
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fer between the BS and the MS is done via a three-way handshake. First, the BS transmits the SA-TEK Challenge message, which identifies an AK to be used for the SA, and includes a unique challenge. In the second step, the MS transmits an SA-TEK Request message after receipt and successful HMAC/CMAC verification of an SA challenge from the BS. The SA-TEK-Request message is a request for SA descriptors identifying the SAs the requesting MS is authorized to access and their particular properties. In the third step, the BS transmits the SA-TEK Response message identifying and describing the primary and static SAs the requesting MS is authorized to access. 7. Generation and transfer of traffic encryption keys: Following the three-way handshake, the MS requests the BS for two TEKs each for every SA. The BS randomly generates a TEK, encrypts it using the secret symmetric key encryption key (KEK), and transfers it to the MS. 8. Service flow creation: Once the TEKs are established between the MS and the BS, service flows are created, using another three-way handshake. Each service flow is then mapped onto an SA, thereby associating a TEK with it. 10.6.3 ASN Security Architecture Within the ASN, the security architecture consists of four functional entities: (1) authenticator, which is the authenticator defined in the EAP specifications (RFC 4017); (2) authentication relay, which is the functional entity in a BS that relays EAP packets to the authenticator via an authentication relay protocol; (3) key distributor, which is the functional entity that holds the keys (both MSK and PSK6) generated during the EAP exchange; and (4) key receiver, which holds the authentication key and generates the rest of the IEEE 802.16e keys. Figure 10.8 shows the two deployment models for these security-related functional blocks within the ASN. One is the integrated model, whereby all the blocks are within the BS, as in ASN profile B. The alternative model has the authenticator and the key distributor in a separate stand-alone entity or in the ASN-GW (as in ASN Profile A and C). For the integrated model, the Authentication Relay Protocol and the AK Transfer Protocol (see Section 7.4.5 of [3]) are internal to the BS. For the stand-alone model, they are exposed and must comply with the standards.



10.7 Quality-of-Service Architecture The QoS architecture framework developed by the WiMAX Forum extends the IEEE 802.16e QoS model by defining the various QoS-related functional entities in the WiMAX network and the mechanisms for provisioning and managing the various service flows and their associated policies. The WiMAX QoS framework supports simultaneous use of a diverse set of IP services, such as differentiated levels of QoS on a per user and per service flow basis, admission control, and bandwidth management. The QoS framework calls for the use of standard IETF mechanisms for managing policy decisions and policy enforcement between operators. 6. MSK is delivered by the AAA Server, and the PSK is generated locally.
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Figure 10.7 PKMv2 procedures



The WiMAX QoS framework supports both static and dynamic provisioning of service flows, though Release 1 specifications support only static QoS. In the static case, the MS is not allowed to change the parameters of the provisioned service flows or create new service flows dynamically. Dynamic service flow creation in WiMAX follows three generic steps. 1. For each subscriber, the allowed service flows and associated QoS parameters are provisioned via the management plane. 2. A service flow request initiated by the MS or the BS is evaluated against the provisioned information, and the service flow is created, if permissible. 3. Once a service flow is created, it is admitted by the BS, based on resource availability; if admitted, the service flow becomes active when resources are assigned. Dynamic service flow creation, however, is not part of Release 1 but may be included in Release 1.5.
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Figure 10.8 ASN security architecture and deployment models: (a) integrated deployment model and (b) stand-alone deployment model



Figure 10.9 shows the proposed QoS functional architecture as proposed by the WiMAX NWG. This architecture supports the dynamic creation, admission, activation, modification, and deletion of service flows. The important functional entities in the architecture are as follows: Policy function. The policy function (PF) and a database reside in the home NSP. The PF contains the general and application-dependent policy rules of the NSP. The PF database may optionally be provisioned by an AAA server with user-related QoS profiles and policies. The PF is responsible for evaluating a service request it receives against the provisioned. Service requests to the PF may come from the service flow authorization (SFA) function or from an application function (AF), depending on how the service flows are triggered. AAA server. The user QoS profiles and associated policy rules are stored in the AAA server. User QoS information is downloaded to an SFA at network entry as part of the authentication and authorization procedure. The SFA then evaluates incoming service requests against this downloaded user profile to determine handling. Alternatively, the AAA server can provision the PF with subscriber-related QoS information. In this case, the home PF determines how incoming service flows are handled. Service flow management. The service flow management (SFM) is a logical entity in the BS that is responsible for the creation, admission, activation, modification, and deletion of 802.16e service flows. The SFM manages local resource information and performs the admission control (AC) function, which decides whether a new service flow can be admitted into the network. Service flow authorization. The SFA is a logical entity in the ASN. A user QoS profile may be downloaded into the SFA during network entry. If this happens, the SFA evaluates the incoming service request against the user QoS profile and decides whether to allow the flow. If the user QoS profile is not with the SFA, it simply forwards the service flow request to the PF for decision making. For each MS, one SFA is assigned as the anchor SFA for a given session and is responsible for communication with PF. Additional SFAs may exist in an NAP that relays QoS-related primitives and applies QoS policy for that MS. The relay SFA that directly communicates with
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Figure 10.9 QoS functional architecture



the SFM is called the serving SFA. The SFAs may also perform ASN-level policy enforcement, using a local policy function (LPF) and database. The LPF may also be used for local admission control enforcement. Application function. The AF is an entity that can initiate service flow creation on behalf of a user. An example of an AF is a SIP proxy client.



10.8 Mobility Management The WiMAX mobility-management architecture was designed to • Minimize packet loss and handoff latency and maintain packet ordering to support seamless handover even at vehicular speeds
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• Comply with the security and trust architecture of IEEE 802.16 and IETF EAP RFCs during mobility events • Supporting macro diversity handover (MOHO) as well as fast base station switching (FBSS)7 • Minimize the number of round-trips of signaling to execute handover • Keep handover control and data path control separate • Support multiple deployment scenarios and be agnostic to ASN decomposition • Support both IPv4- and IPv6-based mobility management and accommodate mobiles with multiple IP addresses and simultaneous IPv4 and IPv6 connections • Maintain the possibility of vertical or intertechnology handovers and roaming between NSPs • Allow a single NAP to serve multiple MSs using different private and public IP domains owned by different NSPs • Support both static and dynamic home address configuration • Allow for policy-based and dynamic assignment of home agents to facilitate such features as route optimization and load balancing The WiMAX network supports two types of mobility: (1) ASN-anchored mobility and (2) CSN-anchored mobility. ASN-anchored mobility is also referred to as intra-ASN mobility, or micromobility. In this case, the MS moves between two data paths while maintaining the same anchor foreign agent at the northbound edge of the ASN network. The handover in this case happens across the R8 and/or R6 reference points. ASN-anchored handover typically involves migration of R6, with R8 used for transferring undelivered packets after handover. It is also possible to keep the layer 3 connection to the same BS (anchor BS) through the handover and have data traverse from the anchor BS to the serving BS throughout the session. CSN-anchored mobility is also referred to as inter-ASN mobility, or macromobility. In this case, the MS changes to a new anchor FA—this is called FA migration—and the new FA and CSN exchange signaling messages to establish data-forwarding paths. The handover in this case happens across the R3 reference point, with tunneling over R4 to transfer undelivered packets. Figure 10.10 illustrates the various possible handover scenarios supported in WiMAX. Mobility management is typically triggered when the MS moves across base stations based on radio conditions. It may also be triggered when an MS wakes up from idle mode at a different ASN or when the network decides to transfer R3 end points for an MS from the serving FA to a new FA for resource optimization. In many cases, both ASN- and CSN-anchored mobility may be triggered. When this happens, it is simpler and preferable to initiate the CSN-anchored mobility after successfully completing the ASN-anchored mobility. 7. Note that the initial WiMAX system profiles do not support MDH and FBSS.
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Figure 10.10 Handover scenarios supported in WiMAX



10.8.1 ASN-Anchored Mobility ASN-anchored mobility supports handoff scenarios in which the mobile moves its point of attachment from one BS to another within the same ASN. This type of movement is invisible to the CSN and does not have any impact at the network- or IP-layer level. Implementing ASNanchored mobility does not require any additional network-layer software on the MS. The WiMAX standard defines three functions that together provide ASN-anchored mobility managment: data path function, handoff function, and context function. 1. The data path function (DPF) is responsible for setting up and managing the bearer paths needed for data packet transmission between the functional entities, such as BSs and ASN-GWs, involved in a handover. This includes setting up appropriate tunnels between the entities for packet forwarding, ensuring low latency, and handling special needs, such as multicast and broadcast. Conceptually, four DPF entities are defined in WiMAX: (1) anchor data path function, which is the DPF at one end of the data path that anchors the data path associated with the MS across handovers; (2) serving data path function, which
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is the DPF associated with the BS that currently has the IEEE 802.16e link to the MS; (3) target data path function, which is the DPF that has been selected as the target for the handover; and (4) relaying data path function, which mediates between serving, target, and anchor DPFs to deliver the information. 2. The handoff (HO) function is responsible for making the HO decisions and performing the signaling procedures related to HO. The HO function supports both mobile and networkinitiated handovers, FBSS, and MDHO. Note, however, that FBSS and MDHO are not supported in Release 1. Like the DPF, the HO function is also distributed among many entities, namely, serving HO function, target HO function, and relaying HO function. The serving HO function controls the overall HO decision operation and signaling procedures, signaling the target HO function to prepare for handover and informing the MS. Signaling between the serving and target HO functions may be via zero or more relaying HO functions. A relaying HO may modify the content of HO messages, and impact HO decisions. The WiMAX standard defines a number of primitives and messages such as HO Request, HO Response, and HO Confirm, for communication among the HO functions. 3. The context function is responsible for the exchange of state information among the network elements impacted by a handover. During a handover execution period, there may be MS-related state information in the network and network-related state information in the MS that need to be updated and/or transferred. For example, the target BS needs to be updated with the security context of the MS that is being handed in.The context function is implemented using a client/server model. The context server keeps the updated session context information, and the context client, which is implemented in the functional entity that has the IEEE 802.16e air link, retrieves it during handover. There could be a relaying context function between the context server and context client. The session-context information exchanged between the context client and server may include MS NAI, MS MAC address, anchor ASN-GW associated with the MS, SFID and associated parameters, CID, home agent IP address, CoA, DHCP Server, AAA server, security information related to PKMv2 and proxy MIP, and so on. Two different types of bearers called Type 1 and Type 2 may be used for packet transfer between DPFs. Type 1 forwards IP or Ethernet packets, using layer 2 bridging (e.g., Ethernet or MPLS) or layer 3 routing (e.g. GRE tunnel) between two DPFs. Type 2 forwards IEEE 802.16e MSDUs, appended with such additional information as connection ID of the target BS, and ARQ parameters using layer 2 bridging or layer 3 routing. It is likely that most ASN deployments will prefer type 1 over type 2 for simplicity. Data path forwarding may be done at different levels of granularity, such as per service flow per subscriber, per subscriber, or per functional entity. Forwarding of individual streams can be done easily, using tagging that is supported by the forwarding technologies, such as GRE, MPLS, or 802.1Q used within the ASN. The DPF includes mechanisms to guarantee data integrity and synchronization during handoff. Data that requires integrity may be buffered in either the originator or the terminator DPF,
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either only during HO periods or always. Another method to achieve data integrity, applicable only for downstream traffic, is multicasting at the anchor DPF to the serving DPF and one or more target DPFs. Synchronization of data packets during HO may be achieved by using sequence numbers attached to the MSDU in the ASN data path. Alternatively, the anchor DPF can buffer the data during HO; when a final target BS is identified, the serving BS may be asked to return to the anchor DPF all unsent packets and to the target BS all unacknowledged packets. 10.8.2 CSN-Anchored Mobility for IPv4 CSN-anchored mobility refers to mobility across different ASNs, in particular across multiple foreign agents. For Release 1, the WiMAX specifications limit CSN anchored mobility to between FAs belonging to the same NAP. CSN-anchored mobility involves mobility across different IP subnets and therefore requires IP-layer mobility management. As discussed in Chapter 7, mobile IP (MIP) is the IETF protocol for managing mobility across IP subnets. Mobile IP is used in WiMAX networks to enable CSN-anchored mobility. The WiMAX network defines two types of MIP implementations for supporting CSN anchored mobility. The first one is based on having a MIP client (MN) at the MS, and the other is based on having a proxy MIP in the network that implements the MN in the ASN on behalf of the MS. With proxy MIP, IP mobility is transparent to the MS, which then needs only a simple IP stack. Coexistence of proxy MIP and client MIP in a network is also supported. When both are supported in the network, the MS should support either mobile IP with client MIP or regular IP with proxy MIP. 10.8.2.1 Client MIP-Based R3 Mobility Management Here, the MS has a MIP-enabled client that is compliant with the IETF mobile IP standard (RFC 3334). The client in this case gets a CoA from an FA within the ASN. As the client moves across FA boundaries, the client becomes aware of the movement via agent advertisements, does a MIP registration with the new FA, and gets a new CoA from it. Figure 10.11 shows the network elements and protocol stacks involved when using a client MIP implementation. The MS gets its HoA from the HA in the CSN of the home NSP or the visited NSP. In case the HA is assigned in the visited CSN, MIP authentication occurs between the visited HA and the home AAA, with the security exchanges being transparent to the visited AAA server. On the other hand, when the HA is assigned by the home CSN, both the HA address and, optionally, the DHCP server address or the MS home address are appended to the AAA reply of the home AAA server. In addition to RFC 3344, client MIP is also expected to support several MIP extensions in WiMAX networks. These include reverse tunneling, based on RFC 3024; FA challenge/ response, based on RFC 3012; NAI extensions based on RFC 2794; and mobile IP vendor-specific extensions, based on RFC 3115.
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Figure 10.11 Client MIP data plane protocol stack



10.8.2.2 Proxy MIP R3 Mobility Management Proxy MIP (PMIP) is an embodiment of the standard MIP framework wherein an instance of the MIP stack is run in the ASN on behalf of an MS that is not MIP capable or MIP aware. Using proxy MIP does not involve a change in the IP address of the MS when the user moves and obviates the need for the MS to implement a MIP client stack. The functional entity in the WiMAX network that runs proxy MIP instances on behalf of the various clients is called the proxy MIP mobility manager. Within a proxy MIP mobility manager, a unique PMIP client corresponding to an MS is identified by the user NAI, which is typically the same as that used for access authentication. The proxy MIP mobility manager is also typically colocated with an authenticator function. The MIP registration to set up or update the forwarding path of the MS on the HA is performed by the proxy MIP client on behalf of the MS. The MIP-related information required to perform MIP registrations to the HA are retrieved via the AAA messages exchanged during the authentication phase. This information consists of the HA address, the security information to generate the MN AAA and MN HA authentication extension, and either the DHCP server address or the HoA address. The foreign-agent behavior in proxy MIP is somewhat different from that of the standard RFC 3344 mobile IP. Specifically, the destination IP addresses for the control and data planes are different. With the PMIP approach, the MIP signaling needs to be directed to a PMIP client within the PMIP mobility manager, but the user data still needs to be sent to the MS over the corresponding R6 or R4 data path. To accomplish this, an odd-numbered MN-HA SPI (security parameter index) is used to flag PMIP usage in all MIP signaling messages between the PMIP manager and the FA. Messages originated by the PMIP manager will set the IP packet source
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address to the address of the PMIP Mobility Manager. Replies to messages tagged with the PMIP flag will be returned by the FA to the PMIP mobility manager instead of to the MS. The PMIP mobility manager address is not directly linked to an R3 mobility session of the MS and can be changed at any time independently of an ongoing R3 mobility session. Figure 10.12 illustrates of the various steps involved in the process of a network-initiated R3 reanchoring triggered by an MS mobility event. Arrows on the top from right to left represent R3, inter/intra-ASN data paths, and intra-ASN data paths after a CSN-anchored mobility, respectively. To minimize delay and packet loss during handoff, a temporary R4 data-forwarding path is established during an R3 handover and is maintained until it is successfully completed. Step 1 shows the ASN mobility trigger. In Figure 10.12, where the mobility is triggered by the MS moving out of a cell’s radio coverage area, the R3 relocation request is sent from the RRM controller to the PMIP server via the ASN HO functional entity. The R3 mobility HO trigger contains the MSID and the target FA address. The PMIP client instance in the PMIP mobility manager will initiate FA reanchoring on receiving the trigger. Trigger receipt is indicated back to the ASN HO function via an R3_Relocate.response message. Steps 2–5 show the MIP registration sequence, which begins when the PMIP client initiates registration to the target FA whose address is provided as part of the R3_Relocation.request. The target FA then forwards the registration request to the HA, which updates the MS binding, relocates the R3, and signals the PMIP client of the successful update. The ASN functional entity is then notified of the successful R3 relocation, using an R3_Relocation.confirm message. Figure 10.12 shows only the case of MS movement-triggered mobility management, using PMIP architecture. For similar process flows for other mobility cases, refer to the WiMAX Forum NWG Stage 2 document [3]. 10.8.3 CSN Anchored Mobility for IPv6 As mentioned earlier, WiMAX network architecture supports both IPv4 and IPv6. The CSN anchored mobility management for IPv6 differs from the IPv4 case, owing to differences between mobile IPv4 and mobile IPv6. The key differences are discussed in Section 7.4.3 or Chapter 7. WiMAX supports CSN anchored mobility for IPv6 based mobile stations using CMIPv6. The absence of an FA and support for route optimization in IPv6 implies that the CMIPv6 operates using a colocated CoA (CCoA), which is typically obtained by the MS using stateless autoconfiguration (RFC2462) or DHCPv6 (RFC 3315). The CCoA is communicated to the HA via a binding update, and also to the CN. Binding updates to the CN allows it to directly communicate with the MN without having to traverse via the HA. If the CN does not keep a binding update cache, it reverts to sending packets to the MN via the HA using normal mobile IP tunneling. Like in the case of IPv4, CSN anchored R3 mobility is initiated by the network, and may be triggered by an MS mobility event, by an MS waking up from idle mode, or a by a network resource optimization need.
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Figure 10.12 Mobility event triggering a network-initiated R3 reanchoring (PMIP)



WiMAX requires the use of protocols specified in RFC 3775, RFC 4285, and RFC 4283 for IPv6 mobility. Support for IPSec and IKEv2 per internet draft [5] and for DHCP option for home information discovery [6] are also required. The architecture supports HA assignment by either the home or the visited NSP based on the roaming agreements between the NSPs. If the visited NSP’s HA is assigned, MIPv6 authentication takes place between the visited HA and the Home AAA server, without involving the visited AAA proxy. Alternatively, the Home NSP could assign its HA to the user in a AAA reply message during authentication.



10.9 Radio Resource Management The RRM function is aimed at maximizing the efficiency of radio resource utilization and is performed within the ASN in the WiMAX network. Tasks performed by the WiMAX RRM include (1) triggering radio-resource-related measurements by BSs and MSs, (2) reporting these measurements to required databases within the network, (3) maintaining one or more databases related to RRM, (4) exchanging information between these databases within or across ASNs, and (5) making radio resource information available to other functional entities, such as HO control and QoS management. The WiMAX architecture decomposes the RRM function into two functional entities: the radio resource agent and the radio resource controller. The radio resource agent (RRA) resides in each BS and collects and maintains radio resource indicators, such as received signal strength, from the BS and all MSs attached to the BS. The RRA also communicates RRM control information, such as neighbor BS set and their parameters, to the MSs attached to it. The radio resource controller (RRC) is a logical entity that may reside in each BS, in ASN-GW, or as a
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stand-alone server in the ASN. The RRC is responsible for collecting the radio resource indicators from the various RRAs attached to it and maintaining a “regional” radio resource database. When the RRC and the RRA are implemented in separate functional entities, they communicate over the R6 reference point. Multiple RRCs may also communicate with one another over the R4 reference point if implemented outside the BS and over the R8 reference point if integrated within the BS. Each RRA in the BS is also responsible for controlling its radio resources, based on its own measurement reports and those obtained from the RRC. Control functions performed by the RRA include power control, MAC and PHY supervision, modification of the neighbor BS list, assistance with the local service flow management function and policy management for service flow admission control, and assistance with the local HO functions for initiating HO. Standard procedures and primitives are defined for communication between the RRA and the RRC. The procedures may be classified as one of two types. The first type, called information reporting procedures, is used for delivery of BS radio resource indicators from the RRA to the RRC, and between RRCs. The second type, called decision-support procedures from RRC to RRA is used for communicating useful hints about the aggregated RRM status that may be used by the BS for various purposes. Defined RRM primitives include those for requesting and reporting link-level quality per MS, spare capacity available per BS, and neighbor BS radio resource status. Future enhancements to RRM may include additional primitives, such as for reconfiguring subchannel spacing, burst-selection rules, maximum transmit power, and UL/DL ratio. Figure 10.13 shows two generic reference models for RRM as defined in WiMAX. The first one shows the split-RRM model, where the RRC is located outside the BS; the second one shows the RRC colocated with RRA within the BS. In the split-RRM case, RRAs and RRC interact across the R6 reference point. In the integrated RRM model, the interface between RRA and RRC is outside the scope of this specification, and only the information reporting procedures, represented with dashed lines, are standardized. The decision-support procedures, shown as solid lines between RRA and RRC in each BS, remain proprietary. Here, the RRM in different BSs may communicate with one another using an RRM relay in the ASN-GW. The split model and the integrated model are included as part of ASN profiles A and C, respectively (see Table 10.1.



10.10 Paging and Idle-Mode Operation In order to save battery power on the handset, the WiMAX MS goes into idle mode8 when it is not involved in an active session. Paging is the method used for alerting an idle MS about an incoming message. Support for paging and idle-mode operation are optional for nomadic and portability usage models but mandatory for the full-mobility usage model.9 The WiMAX architecture mandates that paging and idle-mode features be compliant with IEEE 802.16e. 8. For definition of idle mode, see Section 9.6.2. 9. For usage models, see Section 2.4.4.
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Figure 10.13 Generic reference models for RRM: (a) split RRM and (b) integrated RRM



The WiMAX paging reference model, as shown in Figure 10.14, decomposes the paging function into three separate functional entities: the paging agent, the paging controller, and the location register. The paging controller (PC), is a functional entity that administers the activity of idle-mode MS in the network. It is identified by PC ID (6 bytes) in IEEE 802.16e and may be either colocated with the BS or separated from it across an R6 reference point. For each idlemode MS, WiMAX requires a single PC containing the location information of the MS. This PC is referred to as the anchor PC. Additional PCs in the network may, however, participate in relaying paging and location management messages between the PA and the anchor PC. These additional PCs are called relay PCs. The paging agent (PA) is a BS functional entity that handles the interaction between the PC and the IEEE 802.16e–specified paging-related functions. One or more PAs can form a paging group (PG) as defined in IEEE 802.16e. A PG resides entirely within a NAP boundary and is provisioned and managed by the network operator. A PA may belong to more than one PG, and multiple PGs may be in an NAP. The provisioning and management of PG are outside the scope of the WiMAX standard.10 The location register (LR) is a distributed database that maintains and tracks information about the idle mobiles. For each idle-mode MS, the information contained in the LR includes its current paging group ID, paging cycle, paging offset, and service flow information. An instance of the LR is associated with every anchor PC, but the interface between them is outside the scope of the current WiMAX specification. When an MS moves across paging groups, location update occurs across PCs via R6 and/or R4 reference points, and the information is updated in the LR associated with the anchor PC assigned to the MS. 10. The tradeoffs involved in paging-group design are discussed in Section 7.4.1.
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Figure 10.14 WiMAX paging network reference model



10.11 Summary and Conclusions This chapter presented an overview of the WiMAX network architecture as defined by the WiMAX Forum Network Working Group. • The WiMAX Forum NWG has developed a network reference model that provides flexibility for implementation while at the same time providing a mechanism for interoperability. • The network architecture provides a unified model for fixed, nomadic, and mobile usage scenarios. • The security architecture of WiMAX supports the IEEE 802.16e MAC privacy services, using an-EAP based AAA framework that supports global roaming. • The WiMAX architecture defines various QoS-related functional entities and mechanisms to implement the QoS features supported by IEEE 802.16e. • The WiMAX architecture supports both layer 2 and layer 3 mobility. Layer 3 mobility is based on mobile IP and can be implemented without the need for a mobile IP client. • The WiMAX architecture defines two generic reference models for radio resource management: one with and the other without an external controller for managing the BS resources. • The network architecture supports paging and idle-mode operation of mobile stations.
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Link-Level Performance of WiMAX



he goal of any communication system is to reliably deliver information bits from the transmitter to the receiver, using a given amount of spectrum and power. Since both spectrum and power are precious resources in a wireless network, it should come as no surprise that efficiency is determined by the maximum rate at which information can be delivered using the least amount of spectrum and power. Since each information bit must reach the intended receiver with a certain amount of energy—over the noise level—a network’s power efficiency and bandwidth efficiency cannot be maximized at the same time; there must be a trade-off between them. Thus, based on the nature of the intended application, each wireless network chooses an appropriate trade-off between bandwidth efficiency and power efficiency. Wireless networks intended for low-data-rate applications are usually designed to be more power efficient, whereas wireless networks intended for high-data-rate applications are usually designed to be more bandwidth efficient. Most current wireless standards, including WiMAX (IEEE 802.16e-2005), provide a wide range of modulation and coding techniques that allow the system to continuously adapt from being power efficient to bandwidth efficient, depending on the nature of the application. The amount of available spectrum for licensed operation is usually constrained by the allocations provided by the regulatory authority. Thus, in the given spectrum allocation, most cellular communication systems strive to maximize capacity while using the minimum amount of power.



T



Due to the complex and nonlinear nature of most wireless systems and channels, it is virtually impossible to determine the exact performance and capacity of a wireless network, based on analytical methods. Analytical methods can often be used to derive bounds on the system capacity in channels with well-defined statistical properties, such as flat-fading Rayleigh channels or AWGN channels. Computer simulations, on the other hand, not only provide more accurate results but can also model more complex channels and incorporate the effects of implementation imperfections, such as performance degradation owing to channel estimation and tracking errors [19].
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A complete PHY and MAC simulation of an entire wireless network consisting of multiple base stations (BSs) and multiple mobile stations (MSs) is prohibitive in terms of computational complexity. Thus, it is common practice to separate the simulation into two levels: link- level simulations and system-level simulations. Link-level simulations model the behavior of a single link over short time scales and usually involve modeling all aspects of the PHY layer and some relevant aspects of the MAC layer. These simulations are then used to arrive at abstraction models that capture the behavior of a single link under given radio conditions. Often, these abstraction models are represented in terms of bit error rate (BER) and block error rate (BLER) as a function of the signal-to-noise ratio (SNR). The abstracted model of a single link can then be used in a system-level simulator that models an entire network consisting of multiple BSs and MSs. Since in a system-level simulation, each link is statistically abstracted, it is sufficient to model only the higher protocol-layer entities, such as the MAC, radio resource management (RRM), and mobility management. In the first section of this chapter, we a describe a link-level simulation methodology that can be used for broadband wireless systems, such as WiMAX. In the next section, we examine the link-level performance of WiMAX in a static non-fading AWGN channel for both convolutional codes and turbo codes and compare it to the Shannon capacity of a single input/single output (SISO) WiMAX system. Next, we provide link-level performance results of WiMAX in fading channels for a SISO configuration. These results show the benefits of various PHY and MAC features, such as hybrid-ARQ, and subcarrier permutation schemes. Next, we consider various multiple input/multiple output (MIMO) configurations. We first provide link-level results for various open- and closed-loop diversity techniques for WiMAX, highlighting the various benefits and trade-offs associated with such multiantenna techniques. Next, we provide link-level results for the various open-loop and closed-loop spatial-multiplexing techniques. Finally, we examine link level results for some commonly used nonlinear receivers structures, such as ordered successive interference cancellation (O-SIC) [8] and maximum-likelihood detection (MLD) [11, 21] in order to highlight their performance benefits.



11.1 Methodology for Link-Level Simulation As discussed previously, link-level simulations are used to study the behavior of a single communication link under varying channel conditions. These results can be used to judge the potential benefit of various PHY features, such as subcarrier permutation schemes, receiver structure, and multiantenna techniques in various radio frequency conditions. The link-level results are expressed in terms of BER and BLER. Sometimes, we also use the average number of transmissions required per FEC block: for example, to understand the benefits of hybrid-ARQ (HARQ) techniques. For the results presented here, we consider only the case of a single user over a single subchannel. Systemwide behavior of a WiMAX network with multiple users across multiple cells is presented in Chapter 12. The link-level simulator, as shown in Figure 11.1, consists of a transmitter and a receiver.
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Figure 11.1 Link-level simulator for WiMAX



The transmitter is responsible for all digital and analog domain processing of the signal before it is sent over the wireless channel: channel encoding, interleaving, symbol mapping, and space/time encoding. When closed-loop MIMO is used, the transmitter also applies a linear precoding matrix and/or an antenna-selection matrix, if applicable. To create the signal in the frequency domain, the transmitter maps the data and pilot signals of each subchannel onto the
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OFDM subcarriers based on the subcarrier permutation1 scheme and the subchannel index. Then the time-domain signal is created by taking an inverse discrete fourier transform of the frequency-domain signal, which is then passed through the pulse-shaping filter to create an analogdomain representation of the signal. The pulse-shaping filter typically oversamples the signal by a factor of 4–16 to model the signal in the analog domain. The transmitter also selects various transmission parameters, such as modulation constellation, code rate, number of parallel streams, rank of the precoding matrix, and the subchannel index, based on feedback provided by the receiver. Feedback errors are not modeled in the link-level simulation results presented here. In the context of this chapter, the receiver has two main functions: to estimate the transmitted signal and to provide feedback that allows the transmitter to adapt the transmission format according to channel conditions. At the receiver, the analog-domain signal from the channel is first converted to its digital-domain representation, using a pulse-shaping filter. The receiver uses a filter that is matched to the transmitter’s pulse-shaping filter to perform this conversion. Then the time domain-signal is converted to a frequency-domain signal, using a discrete Fourier transform, which is then mapped onto the various subchannels, based on the subcarrier permutation scheme. In order to invert the effect of the channel, the receiver first forms an estimate of the MIMO channel matrix. The downlink frame preamble or the MIMO midambles are used for frequency synchronization2 and to form an initial channel estimate. The dedicated pilots are then used for tracking/updating the MIMO channel over the subsequent OFDM symbols. Next, the estimated MIMO channel and the received signal are provided to the MIMO receiver,3 which then develops soft-likelihood estimates of the signal. The soft-likelihood estimates are used by the channel decoder to ultimately compute hard-decision estimates of the transmitted signal. In the case of convolutional codes, a soft-output Viterbi algorithm (SOVA) is used to generate the hard decision. In the case of turbo codes, a MAX LogMAP algorithm is used to generate the hard-decisions. The hard decision bits at the receiver are then compared with the transmitted bits to develop BER and BLER statistics. The receiver also calculates the effective SNR4 per subchannel and provides that information to the transmitter, using the 6-bit CQICH channel. The periodicity of the SNR feedback can be varied according to the Doppler spread of the channel. When closed-loop MIMO is used, the receiver also uses the CQICH channel or the fast feedback channel to provide feedback needed for closed-loop MIMO or beamforming. A very important component of link-level simulations for WiMAX is the MIMO multipath fading channel. For the purposes of the link-level simulation results presented here the channel 1. The concept of subcarrier permutation is discussed in Section 8.6. 2. A frequency offset of +/– 500Hz is modeled in the link-level simulations. 3. Linear MIMO receivers, such as MMSE, and nonlinear receivers, such as V-BLAST and MLD, are modeled explicitly in link-simulation results presented in this chapter. 4. The average SNR per subchannel is usually not a good metric for link adaptation. An effective SNR based on an exponentially effective SNR map (EESM) is usually considered a better metric than average SNR.
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models the effect of multipath fading and adds other-cell/sector interference. The other-cell interference in link-level simulations is modeled as filtered5 AWGN. The multipath fading between each pair of transmit and receive antennae is modeled as a tapdelay line (see Section 3.2). The received signal at the ith receive antenna can thus be written as Nt



ri ( t ) =



Lk



∑ ∑h



i, k ( t )x k ( t



– τ l, k ) + z i ( t ),



(11.1)



k = 1l = 1



where k is the transmit antenna index, Nt is the total number of transmit antennas, xk(t) is the signal transmitted from the kth antenna at time t, and zi(t) is the other-cell interference. Additionally, l is the multipath index, τ l,k is the delay of the lth path—relative to the first arriving path—from the kth antenna, and Lk is the total number of multipath components as seen from kth antenna. For the simulation results presented in this chapter, we modeled the channel between each pair of transmit and receive antennas as a SISO multipath channel. The ITU pedestrian and vehicular multipath channel profiles, as described in Section 12.1, are used because they are considered good representations of the urban and suburban macro-cellular environments. The spatial channel model (SCM) [1] developed by 3GPP is also a good representative of the MIMO multipath channel in macrocellular environments. In this chapter, however, link-level results for the SCM are not presented, since most of the literature for link- and system-level performance of competitive wireless technologies, such as 1xEV-DO and HSDPA, is available for ITU channel models. Thus, the ITU channel models provide a better data point for comparative analysis with such wireless technologies. The ITU channel models, unlike the SCM, do not model any correlation between the fading waveforms across the transmit and receive antennas; those models were developed primarily to model SISO channels. Because the spacing between the various antenna elements at the transmitter and the receiver are of an order of a few wavelengths, in a wireless channel with a finite number of scatterers the fading waveforms across the antenna elements are expected to be correlated. In order to incorporate the effect of such correlation, we first generate the MIMO multipath channel between the various pairs of transmit and receive antennas independently, without correlation. Then correlation is added, using coloring matrices Qt and Qr for transmit and receive ends, respectively: H l t = Q r H' l tQ tH Q r Q rH = R r Q t Q tH = R t



(11.2)



where Hl(t) and H'(t) are the correlated and uncorrelated MIMO channel matrix for the lth path, respectively, at time t. The spatial-correlation matrices Rt and Rr capture the correlation between 5. The transmitter pulse-shaping filter is used to generate the filtered AWGN for modeling other-cell interference. In system-level simulations, as discussed in Chapter 12, other-cell interference is modeled as an OFDM signal.
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the channel across the various transmit and receive antennas. Since the angular-scattering model of the wireless channel is not explicitly captured by the ITU channels, we assume that the spatial correlation is an exponential function of distance. Thus, for a linear array of antenna elements with equal spacing, Rt and Rr can be expressed as a function of ρ t and ρ r, the correlation between two adjacent antennas at the transmit and receive ends, respectively: 1 ρ t ρ t2 ρ t3 Rt =



ρ t 1 ρ t ρ t2 ρ t2 ρ t 1 ρ t ρ t3 ρ t2 ρ t 1



1 ρ r ρ r2 ρ r3 Rr =



ρ r 1 ρ r ρ r2 ρ r2 ρ r 1 ρ r



.



(11.3)



ρ r3 ρ r2 ρ r 1



The coloring matrices Qr and Qt can be obtained by Choleski factorization of the correlation matrices Rt and Rr, respectively. Table 11.1 shows the various parameters and assumptions used for the link-level simulation results.



11.2 AWGN Channel Performance of WiMAX The Shannon capacity [18] of a communication system is a theoretical bound that no real communication system can exceed given the SNR and bandwidth constraints. Thus, how close a realworld communication system comes to this bound is often used as a measure of its efficiency. Since in an AWGN channel, the receiver does not need to mitigate the effects of the channel, performance is limited only by the modulation and channel coding used. Thus, the performance in an AWGN channel relative to Shannon capacity can be used as a benchmark to understand the inherent limitations of a communication system, such as WiMAX. AWGN channel performance can also be used to determine the SNR threshold for adaptive modulation and coding. The system can use these thresholds to determine the appropriate choice of modulation and coding formats for a given SNR in a fading channel. A fundamental assumption behind Shannon’s channel capacity is that the transmitter has an arbitrarily large set of continuously varying modulation alphabets and FEC codewords that can be used to transmit the information. However, a real communication system must operate within limited combinations of available modulation alphabets and suboptimal codes. For example, in the case of WiMAX, the only available modulation alphabets are QPSK, 16 QAM, and 64 QAM, as described in Section 8.4. Although it can adapt the modulation according to the current SNR, the transmitter must choose from one of these three modulation alphabets. In this section, we provide a derivation of a modified capacity of a system constrained to the finite choice of modulation alphabets, which we believe is a more appropriate theoretical bound to be compared against the capacity of WiMAX. Figure 11.2 shows a communication system consisting of an information source, a channel, and a detector. The information signal x entering the channel is a sequence of amplified symbols belonging to a given modulation alphabet. These symbols are amplified such that the total energy per symbol is Es. An AWGN noise z is added to the signal by the channel before presenting it to
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Table 11.1 Downlink and Uplink Link-Level Simulation Parameters Parameter



Value



Channel bandwidth



10MHz



Number of subcarriers



1,024



Subcarrier permutation



PUSC and band AMC



Cyclic prefix



1/8



Frame length



5msec



Channel coding



Convolutional and turbo



Channel decoder



SOVA for convolutional codes and Max LogMAP for turbo codes



Hybrid-ARQ



Type I (Chase combining) and type II (incremental redundancy)



Maximum number of H-ARQ transmissions



4



Subpacket ID for type II H-ARQ



0, 1, 2, 3



Carrier frequency



2,300MHz



Multipath channel



Ped B, Ped A, and Veh A



MS speed



3km/hr for Ped B and Ped A, 30kmph and 120kmph for Veh A



Transmit-antenna correlation (ρ t)



0 and 0.5



Receive-antenna correlation (ρ r)



0 and 0.5



SNR feedback interval



1 frame (5msec)



SNR feedback delay



2 frames (10msec)



MIMO feedback duration



1 frame (5msec)



MIMO feedback delay



2 frames (10msec)



Overampling factor (digital to analog) 8 Total number of FEC code blocks simulated



15,000
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Figure 11.2 A communication system
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the receiver. Before performing a symbol detection, the receiver scales back the received signal such the total energy per symbol is 1. The received signal can be written as r = x Es + z y = De [ r ],



(11.4)



where De[r] represents the decision-making criteria on: In this case, a symbol slicer. The capacity [18] of such a system normalized to the channel bandwidth, or the spectral efficiency, is the difference between the self-entropy of the transmitted sequence and the conditional entropy of the received sequence to the transmitted sequence: = H ( x ) – Hy ( x ) =



∫ ∫



p ( x, y ) p ( x, y )log 2 ⎛ ------------------⎞ dx dy – ⎝ p(y) ⎠



∫



p ( x )log 2 ( p ( x ) ),



(11.5)



where H(x) is the self-entropy of the transmitted sequence, and Hy(x) is the conditional entropy of the received sequence to the transmitted sequence. Also, p(x) and p(y) are the probability density functions of x and y, respectively, and p(x,y) is the joint probability density function of x and y. In this case since the transmitted and the detected information symbols belong to a discrete modulation constellation, such as QPSK, 16 QAM, or 64 QAM, the integrations in Equation (11.5) can be replaced by a summation over all possible transmitted and detected symbols. The system capacity is thus given by M
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(11.6) where M is the total number of modulation symbols, pm is the probability of the mth symbol, σ2 is the noise variance, γ is the SNR (Es/σ2), and Sn is the decision region of symbol yn. Since the decision regions of the modulation symbols are disjoint and together span the entire 2D complex space, the summation of the individual integrals over the decision region of each symbol yn can be replaced by a single integral over the entire 2D complex space. Also, if we assume that each of the modulation symbols is equally likely, the system capacity can be written as
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Since WiMAX can use only the limited set of modulation alphabets as defined in the standard, the modulation-constraint capacity is a more appropriate benchmark for the capacity of a WiMAX system to be compared against. Figure 11.3 shows the comparison of the Shannon capacity with the capacity of a system constrained to QPSK, 16 QAM, and 64 QAM modulations. We can use link-level simulation results to compare the performance of a WiMAX system in a static channel with the modulation-constrained capacity. We present link-level simulation results for the spectral efficiency of a WiMAX link in an AWGN channel. For the purposes of results presented here, spectral efficiency is defined as the net throughput divided by the total spectrum and is expressed in units of bps/Hz. The spectral efficiency for each modulation and code rate is calculated using the following expression: C = C max ( 1 – BLER ) ,



(11.8)



where Cmax is the maximum normalized capacity of the modulation and code rate if the received symbol have no errors, and BLER is the block error rate of the FEC code blocks. Although most of the results have been presented for turbo codes (CTCs), some results for convolutional codes (CCs) have also been presented to highlight their relative performance. From here on, results only for turbo codes are presented. Table 11.2 shows the sizes of the FEC code blocks in units of bits and slots and the maximum spectral efficiency for the simulated modulation formats and code rates. Figure 11.4 and Figure 11.5 show the block error rates and the spectral efficiencies, respectively, for each modulation and code rate. The spectral-efficiency curves can be used to judge the performance of a WiMAX link relative to the Shannon capacity and to determine the link-adaptation thresholds. Figure 11.5 also shows the modulation-constrained capacity with a 3dB shift, which is the same capacity expression as shown in Equation (11.5) but with a 3dB shift, to the right. This 3dB shifted capacity appears to be a good fit to the WiMAX capacity curve and can often be used for back-of-the-envelope approximation for overall capacity of a WiMAX network. Figure 11.6 shows compares the BER performance of turbo codes and convolutional codes. The performance gap between convolutional codes and the turbo codes is about 1dB to 1.5dB, depending on the chosen BER value. This performance gap is further increased if larger FEC block sizes are used. It has been shown that the coding gain of turbo codes increases linearly with the size of the interleaver [15], that is, the block size; for convolutional codes, the coding gain is independent of the block size. At large block sizes and high code rates, turbo codes provide a gain of 2dB to 3dB over convolutional codes of the same code rate.



11.3 Fading Channel Performance of WiMAX In the previous section, we compared the capacity of a WiMAX link and the Shannon capacity. As mentioned earlier, the AWGN channel results also provide SNR thresholds for adaptive modulation and coding that can be used to optimize the performance of a WiMAX system. However,
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Figure 11.3 Shannon capacity and modulation constrained Shannon capacity



Table 11.2 FEC Block Sizes



Bits



Slots



Maximum Spectral Efficiency (Cmax) (bps/Hz)



QPSK R1/2



48



1



1.0



QPSK R3/4



72



1



1.5



16 QAM R1/2



96



1



2.0



16 QAM R3/4



144



1



3.0



64 QAM R1/2



144



1



3.0



64 QAM R2/3



192



1
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64 QAM R3/4



216



1
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FEC Block Size



a real-world wireless channel is rarely AWGN in nature, especially in non-line-of-sight environments. Since a WiMAX network is expected to operate primarily in NLOS conditions, it is important to understand and characterize WiMAX performance in the fading channels that are typical representatives of expected deployment scenarios. In order to undo the effect of the channel in multipath fading channels, the receiver must first estimate the channel response. In the context of a MIMO system, this implies estimating the
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Figure 11.4 FEC block error rate of turbo codes in static channel (AWGN channel)



time-varying amplitude and phase of each multipath tap between each transmit- and receiveantenna pair. This is denoted as hi,k(t) in Equation (11.1). In most wireless systems that use coherent modulation schemes, this is achieved by using an embedded pilot signal that is known a priori at the receiver. This embedded pilot can be time multiplexed, such as TDMA systems, code multiplexed, such as CDMA systems, or frequency multiplexed such as OFDM systems. In all these cases, a certain amount of system time, power, and frequency must be allocated to the pilot signal to allow for proper and reliable channel estimation at the receiver. Clearly, having a large portion of system resources dedicated to the pilot signal will allow for more reliable channel estimation at the receiver but will also reduce the amount of resources available for carrying data payload. On the other hand, reducing the amount of resources for the pilot signal increases the resources available to carry data payload at the cost of less reliable channel estimation at the receiver. A system/protocol designer must strike a balance between the amount of resources dedicated to the pilot signal and for carrying data. Channel estimation is a significant part of any real receiver’s operation and has a significant impact on performance. Although most of the results presented in this chapter are based on realistic
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Figure 11.5 WiMAX spectral efficiency



channel-estimation algorithms, we also provide some results for a receiver that is assumed to have perfect channel knowledge, a scenario often referred to as the perfect CSI model. Figures 11.7–11.10 show the BER as a function of SNR at the receiver for the Ped A and B channels. As discussed in Section 12.1 in greater detail, the Ped B channel has a larger delay spread and hence a smaller coherence bandwidth than the Ped A channel. Since in a fading channel, the BER is dominated by the occurrence of the deep fades, a small coherence bandwidth implies that when the signal fades in one part of the spectrum, it very likely can be retrieved from another part of spectrum. This frequency-selective fading of the Ped B channel allows for a form of signal diversity commonly referred to as frequency diversity. A comparison of the BER for any given modulation and coding scheme (MCS) shows that the frequency diversity of the Ped B channel results in a considerably lower error rate, especially for the PUSC subcarrier permutation6 mode, since it is designed to take advantage of frequency diversity. Figures 11.7–11.10 also highlight the benefit of the band AMC subcarrier permutation at pedestrian speeds. In the case of band AMC operations, we assume that the receiver provides the channel-quality feedback, using the CQICH channel once every 5msec frame. Since the best subchannel can be allocated to the MS based on the feedback, the performance of band AMC is significantly better than PUSC, particularly in Ped A channel where the PUSC subcarrier per6. PUSC and other subcarrier permutation schemes are discussed in Section 8.6.
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Figure 11.6 Comparison of turbo codes of short and long block lengths with convolutional codes for QPSK modulation



mutation is unable to extract the benefit of frequency diversity, owing to the large coherence bandwidth of the channel. As the results show, the gain from band AMC subcarrier permutation is also dependent on the code rate because higher code rates are more sensitive to the occurrence of deep fades, which can be mitigated to a certain extent by the use of band AMC by allocating the subchannels to the MS in the part of the spectrum that is not experiencing fade. In the Ped B channel, band AMC provides a 2dB to 2.5dB link gain for the R1/2 code rates and a link gain of 4dB to 5dB for the R3/4 code rates. On the other hand, in the Ped A channel, band AMC provides a link gain of 5dB to 7dB for both R1/2 and R3/4 code rates. Note that the link gain is determined by the BER point at which it is evaluated; that is, the link gain at 1 percent BER point is different from that at 0.1 percent BER point. Figure 11.11 and Figure 11.12 show the performance of PUSC and the band AMC subcarrier modes in the Veh A channel for MS speeds of 30kmph and 120kmph, respectively. Unlike in the case of pedestrian channels, PUSC provides some benefit over the band AMC in vehicular channels. Depending on the speed, modulation, and code rate, PUSC provides a link gain of 1dB to 2.5dB relative to band AMC. In the case of band AMC subcarrier permutation, the subchannel allocation is done based on the CQICH feedback, which is an indicator of the state of the
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Figure 11.7 BER versus SNR for band AMC and PUSC modes in Ped A and B channels for QPSK modulations with turbo codes 1.E+00 16 QAM R1/2 Ped B 16 QAM R1/2 AMC Ped B 16 QAM R3/4 Ped B 16 QAM R3/4 AMC Ped B
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Figure 11.8 BER versus SNR for band AMC and PUSC modes in Ped B channel for 16 QAM modulations with turbo codes
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Figure 11.9 BER versus SNR for band AMC and PUSC modes in Ped A channel for QPSK modulations with turbo codes 1.E+00 16 QAM R1/2 Ped A 16 QAM R1/2 AMC Ped A 16 QAM R3/4 Ped A 16 QAM R3/4 AMC Ped A
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Figure 11.10 BER versus SNR for band AMC and PUSC modes in Ped A channel for 16 QAM modulations with turbo codes
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Figure 11.11 BER versus SNR for band AMC and PUSC modes in Veh A channel with 30kmph speeds for QPSK modulation 1.E+00 QPSK R1/2 PUSC Veh A120 QPSK R1/2 AMC Veh A120 QPSK R3/4 PUSC Veh A120 QPSK R3/4 AMC Veh A120
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Figure 11.12 BER versus SNR for band AMC and PUSC modes in Veh A channel with 120kmph speeds for QPSK modulation
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channel in the previous frame. At vehicular speeds, however, the feedback based on the previous frame is not an accurate measure of the channel state in the current frame; thus, CQICH feedback–based subchannel allocation performs poorly. In the case of a pedestrian channel, the feedback duration of 5 msec is significantly smaller than the coherence time of the channel (~150msec), but in the case of vehicular channel at 120kmph this feedback duration is larger than the coherence time of the channel (~3msec) and hence the feedback is unreliable. For QPSK modulation, there appears to be a link loss of 1dB to 1.5dB in going from a pedestrian channel to a vehicular channel at 120kmph. Similarly this loss for 16 QAM modulation is around 2dB to 2.5dB. The link loss results from the channel Doppler spread, which is proportional to the speed of the MS. This implies that at higher speeds, as the channel changes at a faster rate, it is more difficult for the receiver to track it.7 Since higherorder modulation is more sensitive to channel-estimation errors than lower-order modulations are, the link loss at higher speeds is larger in the case of 64 QAM and 16 QAM than in QPSK modulation. In the next section, we discuss channel estimation and channel tracking for WiMAX and its impact on receiver performance. Table 11.3 shows the gains of band AMC subcarrier permutation over PUSC subcarrier permutation in various fading channels. For the vehicular channels, the band AMC mode appears to have a poorer performance than the PUSC mode, due to the unreliable nature of the CQICH in a fast-changing channel. Also, 16 QAM experiences a larger performance degradation at vehicular speeds than QPSK does. Further, the performance gap between AMC and PUSC increases with the Doppler spread of the channel. Table 11.3 Band AMC Gaina over PUSC Subcarrier Permutation QPSK



16 QAM



10–2 BER (dB)



10–4 BER (dB)



10–2 BER (dB)



10–4 BER (dB)



R 1/2



R 3/4



R 1/2



R 3/4



R 1/2



R 3/4



R 1/2



R 3/4



Ped A



5.0



6.5



6.5



11 .0



5.0



6.5



6.0



12.0



Ped B



2.5



5.0



2.5



5.0



2.5



5.0



2.5



5.0



Veh A 30



–1.0



< –.5



–2.0



–1.0



–3.0



–2.0



–4.5



–4.0



Veh A 120



–2.0



–1.0



–2.5



–2.0



–3.5



–2.5



–5.5



–4.5



a. A negative gain implies a link loss in going from band AMC to PUSC subcarrier permutation.



11.3.1 Channel Estimation and Channel Tracking Figure 11.13 and Figure 11.14 show the BER as a function of SNR for the PUSC subcarrier mode in vehicular channel with speeds of 30kmph and 120kmph, respectively, for a realistic 7. Note that the accuracy of the channel-tracking algorithm can be improved by increasing the number of pilot subcarriers in the standard, but that would reduce data rate.
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Figure 11.13 Performance of PUSC in Veh A channel with 30kmph speed for real receivers and receivers with perfect CSI 1.E+00
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Figure 11.14 Performance of PUSC in Veh A channel with 120kmph speed for real receivers and receivers with perfect CSI
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channel-estimation algorithm that can be used in WiMAX. These figures also shown the BER for a receiver with perfect CSI; that is, the channel response over all the subcarriers of all the OFDM symbols is known a priori at the receiver. To arrive at an initial estimate of the channel response, we use the frequency-domain linear minimum mean square error (LMMSE) channel estimator with partial information about the channel covariance.8 The DL frame preamble or the MIMO midambles are used for this purpose. Over the subsequent OFDM symbols, the channel is tracked, using a Kalman filter–based estimator. Thus, at vehicular speeds, if reliable channel tracking is not performed, considerable degradation in the performance of the system occurs. The channel response of a multipath tap when sampled at a given instance in time can be related to its previous samples as h˜l ( n + 1 ) = αl h˜ l ( n ) + ( 1 – αl2 )p l z˜ l ( n ) ,



(11.9)



where l is the tap index, αl is the temporal correlation between two consecutive samples of the tap, pl is the average power of the tap, and z˜ l is a sequence of independent and identically distributed complex Gaussian random variables with zero mean and unit power. If we assume each multipath tap to be an independent Rayleigh channel, the correlation αl between two consecutive samples of a tap is J0(2πfl∆t), where fl is the Doppler frequency of the tap, ∆t is the elapsed time between two samples, and J0 is the zero-order Bessel function of the first kind. In the frequency domain, the channel response over the kth subcarrier can thus be written as L 2



h k ( n + 1 ) = αh n ( n ) + 1 – α



∑



l=1



2πjf k τ l⎞ . p l z˜ l ( n ) exp ⎛ – ----------------⎝ N ⎠



(11.10)



We assume that the Doppler frequency of each tap is the same. Although this assumption is not necessary, it is used here without any loss of generality. In Equation (11.10), if we substitute the sequence z˜ l by its time-reversed version z l = z˜ L – l , the last term can be written as the lth ˜ term of the convolution between the power delay profile ( p l ) and the time-reversed random sequence z l . Since z˜ l is a sequence of independent and identically distributed random variables, ˜ the time-reversed version has exactly the same statistical properties as the original sequence. In the frequency domain after the DFT, the convolution between the power-delay profile and the time-reversed sequence appears as a product. This allows Equation (11.11) to be written in a more compact matrix notation as the following: 8. An LMMSE receiver with full channel covariance in not considered here, since a real receiver does not possess a priori information about the channel covariance. However, an LMMSE receiver with partial channel covariance based on the knowledge of the RMS delay spread is expected to be realistic. A knowledge of the RMS delay spread can bound the channel covariance, which can improve the fidelity of the channel estimates.
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2



h ( n + 1 ) = αh ( n ) + 1 – α Rz ( n ) ,



(11.11)



where R is the covariance matrix of the frequency-domain channel, and z is a vector of independent and identically distributed random variables, with the same statistics as z˜ l . This recursive relationship between the channel samples can be tracked using a Kalman filter. Figure 11.15 compares the actual channel and the channel estimated by this tracking algorithm in a Veh A 120 kmph channel for various SNR values. Since we use the DL preamble for an initial channel estimate that is then tracked in subsequent OFDM symbols, the results shown here are for the last symbol of the DL subframe, where the estimates are likely to be most erroneous. At 0dB SNR, the reliability of the estimates is quite poor, as expected, particularly in subchannels that are experiencing a fade. However, at 20dB SNR, the reliability of the channel estimate is quite good. Although the reliability of the channel-estimation algorithm improves as SNR increases, the difference between ideal and real channel-estimation schemes seem to be more prominent in higher SNR values, (Figure 11.10). The reason is that at low SNR, the error occurrences are dominated by noise and interference, not by channel estimation error, which starts to play an important role in the occurrence of detection errors only at high SNR. 1.E+01
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Figure 11.15 Channel estimation and channel tracking in OFDM systems
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From an information theoretic perspective, supported by the results in Figure 11.13 and Figure 11.14, it is clearly not possible to design a real receiver that will perform at par with a receiver that has exact channel state information. In a real system with limited time, frequency, and power dedicated to the pilot signal, it is not possible to eliminate channel-estimation error. Such errors can be reduced by increasing the resources given to the pilot signal, which, however, comes at the cost of reducing the resources for data and thus system capacity. In order to maximize the capacity of an OFDM system, such as WiMAX, one needs to carefully balance the division of resources in terms of time, frequency, and power between the pilot signals and the data signals [10]. 11.3.2 Type I and Type II Hybrid-ARQ HARQ is an error-correction technique that has become an integral part of most current broadband wireless standards, such as 1xEV-DO, WCDMA/HSDPA, and IEEE 802.16e-2005. Unlike in conventional ARQ techniques at layer 2 or above, where all transmissions are decoded independently, subsequent retransmissions in the case of HARQ are jointly decoded with all the previous transmissions to reduce the probability of decoding error. In type I HARQ, also known as Chase combining, all HARQ retransmissions are identical to the first transmission. The soft-reliability values of the current retransmission are combined with all previous transmissions before decoding the data. In a noise-limited scenario, optimum combining of the soft-reliability values from multiple retransmissions is equivalent to performing maximum ratio combining (MRC), which reduces the decoding-error probability by increasing the SNR. In the case of type II HARQ, also known as incremental redundancy, the puncturing patterns of each subsequent transmissions are different from those of the earlier transmissions. Thus, when each retransmission is combined with all the previous transmissions, the code rate is reduced (implementation of type II HARQ is discussed in Section 8.2.). As shown in Section 11.2, the performance of turbo codes and convolutional codes is sensitive to the degree of puncturing; thus, the decodingerror probability is reduced as the code rate decreases with each subsequent retransmission. In order to quantify the benefit of HARQ techniques, we use as the metric of performance9 the average number of retransmissions required per FEC block to decode it without errors. As shown in Figure 11.16 and Figure 11.17, both type I and type II HARQ techniques provide a significant benefit at low SNR. Type II HARQ provides the highest gain, particularly for higher code rates because the type II HARQ code rate is reduced with each new retransmission, thus providing a significant benefit over type I HARQ. At high SNR, there is no apparent benefit from HARQ, since most of the FEC blocks are decoded without error in the first transmission. Table 11.4 shows the gains from type I and type II HARQ compared to conventional ARQ techniques. 9. When HARQ is used in an actual WiMAX system, all the FEC blocks within the data region of the MS are retransmitted because CRC is applied only to the entire data region, not per individual FEC block. For the results presented in this chapter, we assume that each FEC block is a data region and can be retransmitted independently of other FEC blocks. This assumption, however, does not change the results presented in this section, and the effect of type I and type II HARQ schemes is expected to be same when multiple FEC blocks constitute the data region of the MS.
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Figure 11.16 Average number of transmissions for QPSK modulation in PUSC mode in Ped B channel with type I and type II hybrid-ARQ 4 16 QAM R1/2 No HARQ 16 QAM R1/2 Type I HARQ 16 QAM R1/2 Type II HARQ 16 QAM R3/4 No HARQ 16 QAM R3/4 Type I HARQ
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Figure 11.17 Average number of transmissions for 16 QAM modulation in PUSC mode in Ped B channel with type I and type II hybrid-ARQ



11.4 Benefits of Multiple-Antenna Techniques in WiMAX



387



Table 11.4 HARQ Gain for QPSK and 16 QAM Modulation Type I HARQ –1
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11.4 Benefits of Multiple-Antenna Techniques in WiMAX Support for multiantenna technology is a key feature distinguishing WiMAX from other broadband wireless technologies, such as 1xEV-DO and HSDPA. Although both 1xEV-DO and HSDPA, along with their respective evolutions, support multiantenna techniques, such as spatial multiplexing and transmit diversity, WiMAX has a much more advanced framework for supporting various forms of open- and closed-loop techniques. In order to fully appreciate the potential of WiMAX as a broadband wireless system, it is imperative to understand the link-level performance gains that result from such multiantenna techniques. In this section, we provide link-level results of WiMAX in MIMO fading channels. Unless otherwise stated, the results shown here are for the band AMC subcarrier permutation in the Ped B channel. First, we provide results for transmissions with a single stream (matrix A); that is, the multiple antennas at the transmitter and the receiver are used for diversity only. Next, we provide results for transmissions with two streams (matrix B); that is, the multiple antennas are used for pure spatial multiplexing or for a combination of spatial multiplexing and diversity. 11.4.1 Transmit and Receive Diversity Diversity is a technique in which multiple copies of the signal are created at the receiver. In the context of MIMO, multiple antennas are used at the receiver and/or the transmitter. With singlestream transmission, the antennas at the transmitter can be used in an open-loop fashion—without CSI feedback from the receiver—using space/time block codes or in a closed-loop fashion (with CSI feedback from the receiver) using beamforming. See Chapter 8 the allowed open-loop and closed-loop diversity modes in WiMAX. Figure 11.18 and Figure 11.19 show the link-level results of WiMAX in a single-input multiple-output (SIMO) channel. The BER as a function of the SNR for a SISO mode indicated as 1 × 1 and two SIMO modes indicated as 1 × 2 and 1 × 4 with two and four receive antennas, respectively, are shown. In the case of receive diversity a MMSE detection is used. At low SNR (high BER), two-antenna receive diversity provides a 3dB gain, and four-antenna receive diversity provides a 6dB gain, which corresponds to the array gain for the two and four antenna cases, respectively. At higher SNR, both two and four receive antennas provide additional diversity gain. Table 11.5 shows the diversity gain due to multiple antennas at the receiver for band AMC.
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Figure 11.19 Average BER QPSK R1/2 with band AMC in a Ped B multipath channel with correlated and uncorrelated fading
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Table 11.5 Receive Diversity Gain for Band AMC in Ped B Channel Uncorrelated Fading –2
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Figure 11.18 and Figure 11.19 also provide the BER when the multipath fadings at the various receive antennas are correlated. A complex correlation of 0.5 is modeled as described in Section 11.1. The gain due to multiple antennas at low SNR does not seem to depend explicitly on this correlation because at low SNR, the gain is predominantly owing to array gain, which does not depend on the fading correlation. At higher SNR, however, the multiantenna gain is reduced by 1dB to 0.5dB, owing to the correlation in the fading waveform. Lower code rates are more sensitive to this correlation than are higher code rates. Figure 11.20 and Figure 11.21 provide link-level results for various possible open-loop and closed-loop transmit diversity schemes in WiMAX. The open-loop diversity considered here is the 2 × 2 Alamouti pace/time block cde (STBC). In the case of band AMC subcarrier permutation, the benefit of STBC seems to be marginal, especially with correlated fading because STBC hardens the channel variation that band AMC is designed to exploit. On the other hand PUSC subcarrier permutation, as shown in Figure 11.22 and Figure 11.23 benefits significantly from 2 × 2 STBC. In Figure 11.19 and Figure 11.20, the results for closed transmit diversity are shown for the cases with two and four antennas at the transmitter, indicated as 2 × 1 and 4 × 1, respectively. The CSI feedback used here is based on quantized MIMO channel feedback from the receiver, as explained in Chapter 8. A single feedback comprising of quantized MIMO channel coefficients is provided for each band AMC subchannel once every frame. The transmitter uses the quantized channel feedback to calculate a beamforming (precoding) vector for the subchannel. Figure 11.20 and Figure 11.21 also provide the results for a four antenna closed loop transmit diversity scheme, shown as perfect CSI, with uncorrelated fading, whereby the transmitter is assumed to have perfect knowledge of the CSI for each subcarrier and calculates a beamforming (precoding) vector for each subcarrier. The performance of this scheme represents a limiting case that other open-loop and closed-loop transmit diversity schemes for WiMAX can be compared against. Table 11.6 shows the link gains of various closed-loop and open-loop transmit diversity schemes for WiMAX. 11.4.2 Open-Loop and Closed-Loop MIMO A key attribute that allows WiMAX to provide high data rates is the ability to spatially multiplex more than one stream, or layer, of data over the same time and frequency resources simultaneously.
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Figure 11.21 Average BER for open-loop and closed-loop transmit diversity for QPSK R3/4 with band AMC in a Ped B multipath channel with correlated and uncorrelated fading
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Figure 11.22 Average BER for transmit and receive diversity for QPSK R1/2 PUSC in a Ped B multipath channel with uncorrelated fading 1.E+00
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Figure 11.23 Average BER for transmit and receive diversity for QPSK R3/4 PUSC in a Ped B multipath channel with uncorrelated fading
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Table 11.6 Open-Loop and Closed-Loop Transmit Diversity Gain Relative to SISO for Band AMC in Ped B Channel Uncorrelated Fading –2



10



BER (dB)



10–4



BER (dB)



Correlated Fading 10–2



BER (dB) 10–4 BER (dB)



QPSK R1/2 2 × 1 (STBC)



0.5



2.5



0.0



1.0



QPSK R3/4 2 × 1 (STBC)



0.5



3.5



0.25



2.0



QPSK R1/2 2 × 1 Closed loop



3.0



4.5



2.0



3.0



QPSK R3/4 2 × 1 Closed loop



2.5



4.5



2.0



3.5



QPSK R1/2 4 × 1 Closed loop



5.0



7.5



4.5



6.0



QPSK R3/4 4 × 1 Closed loop



5.0



7.5



4.5



6.0



QPSK R1/2 4 × 1 Closed loop (perfect CSI)



6.0



9.25



N/A



N/A



QPSK R3/4 4 × 1 Closed loop (perfect CSI)



6.5



11.0



N/A



N/A



In the case of single-user MIMO, the multiple streams are intended for the same receiver; in the case of multiuser MIMO, the multiple streams are intended for different receivers. The high rank of the MIMO channel created by the multiple antennas allows the receiver to spatially separate the multiple layers. So far, we have considered transmission formats with only a single stream for a single user; in other words, the multiple antennas have been used for diversity only. In this section, we investigate the link-level performance of WiMAX for transmissions with two data streams to highlight the benefits of open- and closed-loop MIMO schemes. Although IEEE 802.16e-2005 allows for transmission of up to four streams, only two streams have been considered in this section.10 In the interest of brevity, only the QPSK R1/2 and R3/4 modes are considered, but the overall benefits of various MIMO schemes are equally applicable to the 16 QAM and 64 QAM modes. The link-level results presented here are based on a MMSE MIMO receiver with realistic channel-estimation algorithms. Benefits of more advanced MIMO receivers, such as successive interference cancellation (SIC) [8] or maximum-likelihood detection (MLD) [21] are presented in the next section. For the results presented here, the baseline is a 2 × 2 open-loop MIMO scheme, which consists of two antennas that are used at the transmitter for spatially multiplexing the two data streams. The receiver in the baseline case is an MMSE MIMO receiver with two antennas. Figure 11.24 and Figure 11.25 show the link-level performance of the baseline case and various other open-loop schemes with various numbers of antennas at the receiver and the transmitter. The benefit of higher-order MIMO channels is more prominent for higher code rates, since they are more sensi10. The various transmission formats for WiMAX are discussed in Sections 8.8 and 8.9.
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Figure 11.24 Bit error rate for band AMC QPSK R1/2 in Ped B channel with dual streams (matrix B) for open-loop MIMO schemes 1.E+00 QPSK R3/4 2 × 2 Open Loop QPSK R3/4 4 × 2 Open Loop QPSK R3/4 2 × 4 Open Loop QPSK R3/4 4 × 4 Open Loop
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Figure 11.25 Bit error rate for band AMC QPSK R3/4 in Ped B channel with dual streams (matrix B) for open-loop MIMO schemes
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tive to the occurrence of fades. The probability of these fades is reduced by increasing the number of antennas, thus benefitting higher code rate transmissions significantly. Table 11.7 shows the gains of various open-loop MIMO schemes relative to the 2 × 2 baseline case. Figure 11.26 and Figure 11.27 show the link-level results for the open-loop and various closed-loop techniques for a 4 × 2 MIMO channel with dual streams. The following four closedloop techniques are considered here: 1. Antenna selection feedback. The MS provides a 3-bit feedback once every frame for each subchannel, indicating the combination of two antennas to be used for the DL transmission. The same pair of antennas is used for all the subcarriers of a subchannel; however, different subchannels could use different pairs of antennas, depending on the channel condition. 2. Codebook feedback. The MS provides a 6-bit feedback once every frame for each subchannel, indicating to the BS the codebook entry to be used for linear precoding [12, 13]. The BS uses this linear precoder for all the subcarriers of the subchannel. The codebook entry is chosen by the MS, based on the minimization of the postdetection mean square error (MSE) of both streams. 3. Quantized channel feedback. the MS quantizes the complex coefficients of the MIMO channel and sends them to the BS. A single quantized feedback is provided once every frame for all the 18 subcarriers of an AMC subchannel. Based on this feedback, the BS then chooses a unitary precoder to be used for the subchannel [16, 17]. The precoder is chosen to minimize the MSE of the received symbols over all the 18 subcarriers of the AMC subchannel. The quantized channel feedback is provided once every frame. 4. Per subcarrier SVD. The MS sends the unquantized MIMO channel of each subcarrier to the BS once every frame. For each subcarrier, the BS uses an optimum linear precoding matrix based on the SVD decomposition of the MIMO channel [9, 14]. Since each subcarrier uses a different precoder, this technique is expected to outperform other closed-loop techniques that can choose a single precoder for an entire subchannel or a bin. It should be noted that WiMAX does not have a mechanism that allows the MS to provide a MIMO channel feedback to the BS for each subcarrier. This closed-loop technique is presented only as a performance bound for any practical closed-loop MIMO technique in WiMAX and is not feasible in practice. As the results show in Figure 11.26 and Figure 11.27, the closed-loop techniques based on quantized channel feedback and codebook feedback perform within 1dB and 2dB, respectively, of the per subcarrier SVD technique. Although these closed-loop schemes are suboptimal at best, they can provide more than 5dB of link gain over open-loop techniques. Table 11.8, shows the link gains for various closed-loop MIMO techniques in WiMAX for a 4 × 2 MIMO configuration with dual streams.
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Figure 11.26 Bit error rate for band AMC QPSK R1/2 in Ped B channel with dual streams (matrix B) for closed-loop MIMO schemes 1.E+00 QPSK R3/4 4 × 2 OL QPSK R3/4 4 × 2 CL (Codebook) QPSK R3/4 4 × 2 CL (Channel Feedback) QPSK R3/4 4 × 2 (Perfect CSI)
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Figure 11.27 Bit error rate for band AMC QPSK R3/4 in Ped B channel with dual streams (matrix B) for closed-loop MIMO schemes
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Table 11.7 Open-Loop MIMO Gains Relative to the Open-Loop Baseline Case for Band AMC in a Ped B Multipath Channel with Dual Streams (Matrix B) Code Rate 1/2 –2



10



10–4



BER (dB)



Code Rate 3/4 BER (dB)



10–2



BER (dB)



10–4 BER (dB)



4 × 2 MIMO



0.75



2.0



0.75



2.5



2 × 4 MIMO



5.0



6.5



5.0



8.0



4 × 4 MIMO



6.0



8.0



6.5



10.0



Table 11.8 Closed-Loop MIMO Gains Relative to the Open-Loop Baseline Case for Band AMC in a Ped B 4 × 2 MIMO Channel with Dual Streams Code Rate 1/2 10–2 BER (dB)



Code Rate 3/4



10–4 BER (dB) 10–2 BER (dB)



10–4 BER (dB)



Antenna selection feedback Codebook feedback



2.5



3.5



3.0



4.4



Quantized channel feedback



3.25



4.5



3.75



5.5



Optimal per subcarrier SVD



4.0



5.5



4.5



6.5



11.5 Advanced Receiver Structures and Their Benefits for WiMAX In the previous section, all the link-level results presented for dual streams were based on an MMSE receiver structure. Although MMSE provides a good trade-off between complexity and performance, more advanced MIMO receiver structures are possible with an acceptable level of increase in complexity. Figure 11.28 shows the link-level results for the baseline MMSE receiver and two advanced MIMO receivers: ordered successive interference cancellation and maximum-likelihood detection. In the case of O-SIC, the receiver [8] first detects the stream with the highest SNR, based on the MMSE detection scheme. Then the expected signal belonging to this stream is regenerated, based on its MIMO channel and the detected symbols. The regenerated signal is then subtracted from the received signal before detecting the next stream. Since the interference from all the previously detected streams is canceled, O-SIC provides an improvement in overall performance, particularly for the streams with low SNR. In the case of MLD, the receiver performs an exhaustive search to determine the most likely combination of transmitted symbols. In order to reduce the complexity, an MMSE receiver is first used to determine the most likely symbols for all the streams. Then a spheredecoding algorithm [21] is used to limit the search to a sphere around the most likely symbols. The radius of the sphere can be adjusted to achieve a tradeoff between complexity and performance. Although the MLD is the optimum noniterative algorithm for MIMO receivers,
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Figure 11.28 Bit error rate for QPSK R1/2 with PUSC in a Ped B 2 × 2 MIMO channel for various MIMO receiver structures 1.E+00 QPSK R3/4 2 × 2 MMSE 16 QAM R3/4 2 × 2 MMSE QPSK R3/4 2 × 2 O-SIC 16 QAM R3/4 2 × 2 O-SIC QPSK R3/4 2 × 2 MLD
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Figure 11.29 Bit error rate for QPSK R3/4 with PUSC in a Ped B 2 × 2 MIMO channel for various MIMO receiver structures
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iterative MIMO receivers based on the MAP detection perform even better than MLD receivers do. An iterative MAP receiver uses the log likelihood ratios (LLR) from the channel decoder output of the previous iteration as an input to the MIMO receiver. Thus, with each iteration, the reliability of the received symbols is improved. Several suboptimal but low-complexity variants of the maximum-likelihood receivers, such as QRM-MLD [11] have been proposed. It has been shown that these suboptimal receivers perform within a dB of the full MLD receiver, thus significantly outperforming MMSE and O-SIC receivers. Table 11.9 shows the link gain for various receiver structures over the baseline MMSE receiver. Table 11.9 Advanced Receiver Gain at 10–4 BER for PUSC in Ped B 2 × 2 MIMO Channel QPSK
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11.6 Summary and Conclusions This chapter provided some estimates of the link-level performance of a WiMAX and its dependence on various physical-layer parameters and receiver structures. Based on these results, we can derive the following high-level conclusions on the behavior of a WiMAX system. • The capacity curve of a WiMAX link is within 3dB of the Shannon capacity curve at low to moderate SNRs. At high SNRs, the capacity of a WiMAX link is limited by allowed modulation constellations. • The optional turbo codes provide a significant performance advantage over the mandatory convolutional codes. The additional complexity of the decoder for turbo codes is well justified by their performance benefit over the convolutional codes. • In fading channels, the band AMC subcarrier permutation provides significant performance benefit over the PUSC subcarrier permutation at low speeds (< 10kmph). However, at moderate to high speeds, PUSC subcarrier permutation outperforms band AMC. • Multiantenna techniques give WiMAX a significant performance advantage over other broadband wireless techniques, such as HSDPA and 1xEV-DO. Closed-loop multiantenna techniques provide > 5dB of gain at low speeds (< 10kmph). • Advanced MIMO receivers based on the principles of maximum-likelihood detections and their derivatives provide additional link gains in excess of 5dB compared to linear receivers, such as MMSE.
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System-Level Performance of WiMAX



he link-level simulation and analysis results presented in Chapter 11 describe the performance of a single WiMAX link, depending on the choice of various physical-layer features and parameters. The results also provide insight into the benefits and the associated trade-offs of various signal-processing techniques that can be used in a WiMAX system. These results, however, do not offer much insight into the overall system-level performance of a WiMAX network as a whole. The overall system performance and its dependence on various network parameters, such as frequency-reuse pattern, cell radius, and antenna patterns, are critical to the design of a network and the viability of a business case. In this chapter, we provide some estimates of the system-level performance of a WiMAX network, based on simulations.



T



In the first section of this chapter, we describe the broadband wireless channel and its impact on the design of a wireless network. Next, we describe the system-simulation methodology used to generate the system-level performance results of a WiMAX network. Finally, we discuss the system-level performance of a WIMAX network under various network configurations. These results illustrate the dependency of system-level performance on network parameters, such as frequency reuse; type of antenna used in the mobile station (MS);1 environmental parameters, such as the multipath power-delay profile; and the traffic model, such as VoIP, FTP, and HTTP. We also offer some results pertaining to system-level benefits of open-loop and closed-loop MIMO features that are part of the IEEE 802.16e-2005 standards. 1. Since WiMAX can also be used for fixed networks, we consider two MS form factors. The first is a handheld form factor with omnidirectional antennas, which is representative of a mobile use case. The second is a desktop form factor with directional antennas, which is representative of a fixed use case with an indoor desktop modem.
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12.1 Wireless Channel Modeling The validity of simulation-based performance analysis of wireless systems depends crucially on having accurate and useful models of the wireless broadband channel. We therefore begin with a brief overview of how wireless broadband channels are modeled and used for the performance analysis presented in this chapter. For the purposes of modeling, it is instructive to characterize the radio channel at three levels of spatial scale. As discussed in Section 3.2, the first level of characterization is at the largest spatial scale, with a mathematical model used to describe the distance-dependent decay in power that the signal undergoes as it traverses the channel. These median pathloss models are useful for getting a rough estimate of the area that can be covered by a given radio transmitter. Since radio signal power tends to decay exponentially with distance, these models are typically linear on a logarithmic decibel scale with a slope and intercept that depend on the overall terrain and clutter environment, carrier frequency, and antenna heights. Median pathloss models are quite useful in doing preliminary system designs to determine the number of base stations (BSs) required to cover a given area. Widely used median pathloss models derived from empirical measurements are the Okumura-Hata model, the COST-231-Hata model, the Erceg model, and the WalfischIkegami model, which are discussed in the chapter appendix. The second level of characterization is modeling the local variation in received signal power from the median-distance-dependent value. Section 3.2.2 introduced shadow fading and highlighted the various aspects of the dynamic wireless channel, such as terrain, foliage, and large obstructions, that cause it. In this section, we describe the effect of shadow fading on the coverage and capacity of a wireless network and how it impacts the network design process. Measurements have shown that these large-scale variations from the median-distance-dependent value can be modeled as a random variable having a lognormal distribution with a standard deviation σS around the median value. Clearly, the system design and BS deployment should account for this lognormal shadowing, and this is usually done by adding a shadow-fading margin, S, to the link budget and accepting the fact that some users will experience outage at a certain percentage of locations, owing to shadowing. Having a large shadow-fading margin will lower the outage probability at the cost of cell radius. This implies that more BSs are needed to cover a given geographical area if the shadow fading margin is increased. For a given shadow margin in the link budget, the outage probability at the edge of the cell is related to the standard deviation of the lognormal fading statistics via the Q-function as S Outage celledge = Pr {χ ≥ S } = Q ⎛ -----⎞ , ⎝ σS ⎠



(12.1)



where S is the shadow-fading margin, χ is the instantaneous shadow fade, and σs is the standard deviation of the shadow-fading process. How this translates to an outage probability averaged across the entire area of the cell is a more complex relationship that depends on the median pathloss model—more specifically, on the pathloss exponent, α, as well as σS. For the case of S = 0 dB
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or 50 percent cell-edge outage probability, it can be shown that coverage probability over the entire cell is given by 1 1 1 Outage cellarea = --- 1 + exp ⎛ ----2-⎞ Q ⎛ ---⎞ , ⎝ b ⎠ ⎝ b⎠ 2



10αlog e where b = -------------------- . σS 2



(12.2)



The relationship is even more complex if S is not equal to 0dB and the cell-edge outage is less than 50 percent. For example, for α = 4 and σS = 8dB, a 25 percent cell-edge outage probability will translate to a 6 percentage area outage, or 94 percentage area coverage. Similarly if α = 2 and σS = 8dB, a 25 percentage cell-edge outage probability will translate to a 9 percentage area outage, or 91 percentage area coverage. Typical cellular designs aim for a 90 percent to 99 percent coverage probability, which often requires a shadow margin of 6dB–12dB. Determining the median pathloss and the shadow fading using these models is critical for network design and planning, as it often directly dictates the BS density required to provide reliable signal quality to the desired area of coverage. The third level of spatial scale at which a radio channel can be characterized is the variation in signal strength observed over a small scale. As discussed in Section 3.4, the phenomenon of multipath propagation means that the amplitude of the received radio signal can vary significantly (several tens of dBs) over very small distances on the order of wavelengths or inches. A good understanding of multipath fading and its impact on system performance is required to design a wireless network. As explained in Section 3.2, multipath channels are often modeled using tap-delay lines with noninfinitesimal amplitude response over a span of ν taps: h ( t ,τ ) = h 0 ( t )δ( τ – τ 0 ) + h 1 ( t )δ( τ – τ 1 ) + …+ h ν – 1 ( t )δ( τ – τ ν – 1 ).



(12.3)



Here, t indicates the time variable and captures the time variability of the impulse response of each multipath component modeled typically as Rayleigh or Rician fading, and τ indicates the delay associated with each multipath. Empirical multipath channels are often specified using the number of taps ν and the relative average power and delay associated with each tap. For purposes of modeling in a simulation environment, the most frequently used power-delay profiles are those specified by ITU. ITU has specified two multipath profiles, A and B, for vehicular, pedestrian, and indoor channels. Channel B has a much longer delay spread than channel A and is generally accepted as a good representative of urban macro-cellular environment. Channel A, on the other hand, is accepted as a good representative of rural macrocellular environment. Channel A is also recommended for microcellular scenarios in which the cell radius is less than 500m. The specified values of delay and the relative power associated with each of these profiles are listed in Table 12.1. Most simulation results presented in this chapter are based on the pedestrian channel B (referred to as Ped B) model, since it is commonly accepted as representative of an environment suitable for broadband wireless communications. Some results, however, have been provided for other multipath channels such as pedestrian channel A (referred to as Ped A) to illustrate the impact of multipath propagation on the system-level behavior of a WIMAX network.
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Table 12.1 ITU Multipath Channel Models Tap Number



Delay (nsec)



Relative Power (dB)
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