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Point target detection and subpixel position estimation in optical imagery Vincent Samson, Fre´de´ric Champagnat, and Jean-Franc¸ois Giovannelli



We address the issue of distinguishing point objects from a cluttered background and estimating their position by image processing. We are interested in the specific context in which the object’s signature varies significantly relative to its random subpixel location because of aliasing. The conventional matched filter neglects this phenomenon and causes a consistent degradation of detection performance. Thus alternative detectors are proposed, and numerical results show the improvement brought by approximate and generalized likelihood-ratio tests compared with pixel-matched filtering. We also study the performance of two types of subpixel position estimator. Finally, we put forward the major influence of sensor design on both estimation and point object detection. © 2004 Optical Society of America OCIS codes: 040.1880, 100.5010, 100.0100.



1. Introduction



We tackle the problem of subpixel object detection in image sequences that arises, for instance, in infrared search-and-track applications. In this context the target signature is proportional to s⑀关i, j兴 ⫽



兰 兰 i⫹0.5



i⫺0.5



j⫹0.5



h o共u ⫺ ⑀ 1, v ⫺ ⑀ 2兲dudv,



(1)



j⫺0.5



where s⑀关i, j兴 represents the percentage of light intensity at pixel 共i, j兲, ⑀ ⫽ 共⑀1, ⑀2兲 refers to the object’s random subpixel position, and ho is the optical pointspread function 共PSF兲. According to common sensor design, the energy of the signal component, s ⫽ ␣s⑀, is almost entirely concentrated on a single pixel. However, unlike for amplitude ␣, which is unknown too, its dependence on location parameter ⑀ is highly nonlinear. Its influence in our application is rather significant because of aliasing and, unless a velocity model is available, an object’s subpixel position is hardly predictable from frame to frame. Common V. Samson 共[email protected]兲 and F. Champagnat are with the ´ tudes et de Recherches Ae´rospatiales, 29, AveOffice National d’E nue de la Division Leclerc, 92322 Chaˆtillon Cedex, France. J.-F. Giovannelli is with the Laboratoire des Signaux et Syste`mes, Supe´lec, Plateau de Moulon, 91192 Gif-sur-Yvette Cedex, France. Received 16 May 2003; revised manuscript received 6 August 2003; accepted 11 August 2003. 0003-6935兾04兾020257-07$15.00兾0 © 2004 Optical Society of America



sensor design leads to an image spot that is downsampled by almost a factor of 5. We can see from Fig. 1 the energy loss at the central pixel relative to subpixel location and the random change in spatial pattern that is due to aliasing. This phenomenon has a major effect on detection performance, as we show below. To our knowledge, this pitfall has not been addressed yet in the literature. The prevailing opinion is that there is no signature information on subpixel objects. Indeed, the various authors who dealt with small-object detection concentrated on clutter removal,1–3 multispectral or hyperspectral fusion,4,5 and multiframe tracking methods.6 – 8 We focus here on the processing of a single frame. In Section 2 we formulate the detection problem in the classic model of a signal in additive Gaussian noise.9 When the signal is deterministic, Neyman–Pearson strategy yields the conventional matched filter. In the present case, the signal from the target depends on unknown parameters, and we have to deal with a composite hypothesis test. A common procedure is given by the generalized likelihood-ratio test. But so-called nuisance parameters ␣ and ⑀ can also be considered random variables with known distributions 共some a priori density functions in the Bayesian terminology兲; then the straightforward extension of the likelihood-ratio test is to integrate the conditional distribution over ␣ and ⑀. When we were modeling the signal component as a sample function we could also think of the class of random signal in noisedetection problems, which have been studied primarily in the Gaussian case. Unfortunately, when s⑀ is 10 January 2004 兾 Vol. 43, No. 2 兾 APPLIED OPTICS
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Fig. 1. Examples of image spots for several cross-marked subpixel positions 共windows of size 5 ⫻ 5 pixels兲. Sensor design parameter rc is set to its common value of 2.44 共see Section 3兲.



Fig. 3. Examples of PMF theoretical ROC curves for several true subpixel positions 共SNR, 15 dB兲: the ideal case, where ⑀* ⫽ ⑀0 ⫽ 共0, 0兲; ⑀* ⫽ 共0.5, 0兲; and the worst case, where ⑀* ⫽ 共0.5, 0.5兲. The mean curve was drawn for uniformly sampled ⑀*.



considered a random vector, its empirical distribution proves to be highly non-Gaussian when ⑀ is uniformly sampled. For instance, the histogram of the central pixel depicted in Fig. 2 shows that a Gaussian fit is not satisfactory at all. In Section 3 we define more precisely the optical system model used in our numerical experiments. We consider both Gaussian white noise and fractal noise of unknown correlations generated by a standard technique of spectral synthesis. Section 4 is devoted to the position-estimation problem, i.e., estimation of parameter ⑀. We propose two estimators that take into account the fact that signal amplitude ␣ is also unknown. We demonstrate the performance of these estimators in terms of meansquare errors 共MSEs兲. As for the detection problem, we finally illustrate the expected improvement in quality brought by correctly sampled optics compared with common sensor design.



the additive Gaussian noise. The signature shape is known and deterministic, so s depends only on the two unknown parameters, ␣ 僆 ⺢ and ⑀ 僆 ε ⫽ 关⫺0.5, 0.5兲2. Noise vector n is assumed to be centered 共in practice we first remove the empirical mean from the data兲 with a known or previously estimated covariance matrix R. Thus, if we assume that n is independent of s, the following conditional distributions are Gaussian: p共z兩 H 0兲 ⬃ ᏺ共0, R兲, p共z兩 H 1, ␣, ⑀兲 ⬃ ᏺ共␣s⑀, R兲.



Let us first assume that parameters ␣ and ⑀ are given. The problem amounts to a simple hypothesis test, which is to detect a deterministic signal in Gaussian noise. The Neyman–Pearson strategy, or likelihood-ratio test, is given by H



p共z兩 H 1, ␣, ⑀兲 1  threshold. H0 p共z兩 H 0兲



2. Detection Problem



We consider a local detection window sliding across the image. The problem is to decide whether an object is present at the window’s central pixel. Its solution involves a binary test that typically reads as follows: H0



:



z ⫽ n,



H1



:



z ⫽ ␣s⑀ ⫹ n,



(2)



where z is the vector that collects the window data, s ⫽ ␣s⑀ is the object response 共signal vector兲, and n is



Fig. 2. Empirical distribution of the image-spot central pixel s⑀关0, 0兴 for a uniformly random position ⑀ ⬃ ᐁ关⫺0.5,0.5兲2. 258



APPLIED OPTICS 兾 Vol. 43, No. 2 兾 10 January 2004



(3)



(4)



It is equivalent to classical matched filtering, which simply compares the statistic ␣᐀⑀共z兲 ⫽ ␣s⑀tR⫺1z with some threshold. A.



Pixel-Matched Filtering



As the exact object location is unknown in practice, we could assume by default that ⑀ ⫽ ⑀0 ⫽ 共0, 0兲, i.e., that the object is at the center of the pixel, whereas the true location would correspond to ⑀ ⫽ ⑀*. Thus the detector, which consists in thresholding the pixelmatched filter 共PMF兲 ␣᐀⑀0共z兲, is optimum, provided that ⑀* ⫽ ⑀0. Otherwise it is mismatched and therefore suboptimum. Because the conditional distributions of ᐀⑀0共z兲 under each assumption are Gaussian, we easily get the expression for the probability of detection Pd and of false alarm Pfa. The corresponding receiver operating characteristic 共ROC兲 curves for critical values of ⑀* are depicted in Fig. 3. They clearly show that the PMF performance worsens significantly as ⑀0 differs from ⑀*. But, beyond extreme situations 共related to a true target location between two or four pixels instead of the center兲, the mean curve represents the average statistics over uniformly random positions. We can see that the price



paid for deviation from the ideal curve, if one neglects the random location, is rather high even at a favorable signal-to-noise 共SNR兲 ratio. For a SNR of 15 dB and at a Pfa of 10⫺4, the probability of detection decreases from nearly 1 to 0.8. The object response also depends 共linearly this time兲 on amplitude ␣, which is generally unknown. Yet, assuming strictly positive amplitude, we can see that, whenever ␣ ⬎ 0, thresholding ␣᐀⑀0共z兲 gives the same ROC curve as thresholding ᐀⑀0共z兲. Without any assumption about ␣, a classical solution is to estimate it by maximum-likelihood 共ML兲 theory. Indeed under the assumption of Gaussian noise, the optimum value of ␣ for a given ⑀ is explicit: ␣ˆ 共⑀兲 ⫽ arg max p共z兩 H 1, ␣, ⑀兲 ␣僆⺢



⫽ arg min 共z ⫺ ␣s⑀兲 tR⫺1共z ⫺ ␣s⑀兲 ␣僆⺢



⫽



t ⑀ t ⑀



⫺1



sR z ; s R⫺1s⑀



(5)



then the generalized PMF 共GPMF兲 is equal to ␣ˆ 共⑀0兲᐀ ⑀0共z兲 ⫽ B.



兩s⑀t 0R⫺1z兩 2 s⑀t 0R⫺1s⑀0



.



(6)



Our aim is to build refined detectors that improve the performance of the GPMF by taking into account the variability of the object’s signature owing to its random subpixel location. Several solutions may be used. We recall the most popular one first. 1. Generalized-Likelihood-Ratio Test A ML estimation of the two unknown parameters leads to the generalized-likelihood-ratio test 共GLRT兲:



⫽



max共␣,⑀兲p共z兩 H 1, ␣, ⑀兲 p共z兩 H 0兲 p共z兩 H 1, ␣ˆ ML, ⑀ˆ ML兲  threshold. p共z兩 H 0兲



(7)



It consists in estimating amplitude ␣ and possible object location ⑀ by computing ⑀ˆ ML ⫽ arg max p关z兩 H 1, ␣ˆ 共⑀兲, ⑀兴 ⑀僆ε



兩s⑀t R⫺1z兩 2 ⫽ arg max t ⫺1 . ⑀僆ε s⑀R s⑀



(8)



兩s⑀tˆ MLR⫺1z兩 2 s⑀tˆ MLR⫺1s⑀ˆ ML



兰兰 ε



p共z兩 H 1, ␣, ⑀兲 p共␣兲 p共⑀兲d␣d⑀



⺢



.



p共z兩 H 0兲



(10) Given prior distributions p共␣兲 and p共⑀兲, ᏸ共z兲 is the optimal Neyman–Pearson test whenever ␣ and ⑀ really satisfy the models p共␣兲 and p共⑀兲. By default we choose a noninformative prior distribution for ␣ and adopt a uniform distribution inside the pixel for ⑀, which seems to be quite a reasonable assumption for the subpixel target position. So we get ᏸ共z兲 ⬀



兰



1 共s⑀tR⫺1s⑀兲 1兾2



冉



exp



冊



兩s⑀t R⫺1z兩 2 d⑀. 2s⑀t R⫺1s⑀



(11)



Unfortunately, because of the intricate nonlinear dependence of s⑀ on ⑀, explicit integration over ⑀ appears not to be tractable, and the probability distribution of ᏸ共z兲 is not as simple as that of ᐀⑀0共z兲. A quadrature approximation is required for computing ᏸ共z兲, whereas derivation of its density requires Monte Carlo simulations. 3. Approximate Likelihood-Ratio Test In relation 共11兲, we can approximate the double integral over ⑀ to any desired accuracy by using some quadrature rule and evaluating integrand f 共⑀兩z兲 at discrete samples ⑀k 僆  ⫽ 关⫺0.5, 0.5兲2. But, for the sake of computational efficiency, we propose to use a coarse approximation of likelihood ratio ᏸa共z兲 based on a bidimensional trapezoidal rule that involves only nine positions: the center of the pixel ⑀0 ⫽ 共0, 0兲; the four half-pixel positions 共0, ⫾0.5兲 and 共⫾0.5, 0兲, denoted ⑀k, k ⫽ 1, . . . , 4; and the four corners 共⫾0.5, ⫾0.5兲, denoted ⑀k, k ⫽ 5, . . . , 8:



冋



4



ᏸ a共z兲 ⫽ 1⁄ 4 f 共⑀0兩z兲 ⫹ 1⁄ 2



8



兺 f 共⑀ 兩z兲 ⫹ ⁄ 兺 f 共⑀ 兩z兲 14



k



k⫽1



k



k⫽5



册



.



(12)



Then thresholding the estimated filter ␣ˆ ML᐀⑀ˆ ML共z兲, where ␣ˆ ML ⫽ ␣ˆ 共⑀ˆ ML兲 is given by Eq. 共5兲, yields ␣ˆ ML᐀ ⑀ˆ ML共z兲 ⫽



p共z兩 H 1兲 ᏸ共z兲 ⫽ ⫽ p共z兩 H 0兲



ε



Subpixel Detectors



ᏸ g共z兲 ⫽



probability-density functions p共␣兲 and p共⑀兲. Then the optimal procedure is the exact-likelihood-ratio test 共ELRT兲. To compute the density function of data under H1 and to get the likelihood ratio, we have to integrate the conditional density p共z兩H1, ␣, ⑀兲 over prior distributions of nuisance random parameters ␣ and ⑀. The likelihood ratio can be expressed as



.



(9)



2. Exact-Likelihood-Ratio Test In a Bayesian approach, we propose to consider the two unknown parameters ␣ and ⑀ as manifestations of independent random variables with given



4. Subspace Model An alternative to this probabilistic viewpoint can be built on a geometric approach that restricts signal vector s ⫽ ␣s⑀ to vary in some P-dimensional subspace, with P less than the vector size.10 The observed data under H1 are rewritten as P



z ⯝ Sa ⫹ n ⫽



兺as



p p



⫹ n,



(13)



p⫽1
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aperture diameter D to wavelength 兲. Figure 4 depicts the two-dimensional PSF and a slice along one diameter as well as their Fourier transform. Common sensor design uses rc ⫽ 2.44, so the pixel size is equal to the width of the main lobe of the PSF. However, this implies a downsampling factor vn兾vs ⫽ 2rc ⫽ 4.88 共where vn ⫽ 2vc is the Nyquist frequency兲. In Subsection 3.B below, we present some numerical results of detection performance that resulted from using this classical sensor design. Examples of image spots s⑀ are shown in Fig. 1 for various values of ⑀. Remark 1. We have the following property:



Fig. 4. Left, radial PSF ho共u, v兲 共top兲 and slice along a diameter 共bottom兲. Right, corresponding optical transfer function h˜ o共u, v兲 and slice along a diameter 共rc ⫽ 2.44兲.



where structural matrix S is formed by P independent vectors sp. Coefficients ap of the linear combination are the new parameters that describe the signal’s variability. As a result of linearity, the ML estimation of vector a has an explicit solution 共which is identical to the least-squares estimator兲: aˆ ML ⫽ 共StR⫺1S兲 ⫺1StR⫺1z,



(14)



and the GLRT amounts to threshold the following statistic: Ᏸ共z兲 ⫽ ztR⫺1S共StR⫺1S兲 ⫺1StR⫺1z.



(15)



Matrix S depends only on ⑀. ␣ is a scale parameter; in practice, one identifies it by discretizing ε, making a singular value decomposition, and retaining singular vectors sp that correspond to the P greatest singular values. We chose P ⫽ 1, which gives better results than higher orders. Therefore, under hypothesis H1, z ⯝ a1s1 ⫹ n, and Ᏸ共z兲 is identical to the GPMF with s⑀0 replaced by s1. 3. Application to Optical Imagery A.



Optical System



In our application we can model the imaging system by a diffraction-limited, unaberrated optics with circular aperture and incoherent illumination.11,12 Object signal pattern s⑀ is then given by the integration of ho on each pixel 关see Eq. 共1兲兴, where ho is the radial point-spread function 共PSF兲 defined by the Airy disk: h o共u, v兲 ⫽



冋



册



2



1 J 1共r c兲 ,  



 ⫽ 冑u 2 ⫹ v 2.



(16)



J1 is a Bessel function of the first kind, and rc ⫽ vc兾vs designates the normalized cutoff frequency 共vs is the sampling frequency and vc ⫽ D兾 is the radial cutoff frequency defined by the ratio of the lens’s 260
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兺



共i, j兲僆⺪2



B.



s⑀关i, j兴 ⫽



兰



h o共u, v兲dudv ⫽ 1.



⺢2



Numerical Results



The performance of the five classes of detector, the GPMF and the GLRT of ␣ and ⑀, the ELRT, the approximate-likelihood ratio test 共ALRT兲, and finally the GLRT with the subspace model 共denoted the SMGLRT兲, were compared in terms of ROC curves. We deduced the probabilities of detection and false alarm from the empirical distributions of these statistics under each hypothesis by generating samples of Gaussian noise n and uniformly distributed ⑀ in ε ⫽ 关⫺0.5, 0.5兲2. The amplitude was assumed to be unknown but set to a constant value ␣ in the simulations because we had no information about a reliable prior distribution p共␣兲. We considered first the Gaussian white noise n ⬃ ᏺ共0, 2兲. The SNR was then defined by SNR ⫽ 10 log10



冉 冊



␣ 2E , 2



E⫽



兰



兺



2 ε 共i, j兲僆⺪



共s⑀关i, j兴兲 2d⑀. (17)



For common sensor design 共rc ⫽ 2.44兲, the average energy of the image spot was E ⯝ 0.52. The ROC curves are depicted in Fig. 5 for two SNRs. The figure shows that the GLRT, the ELRT 共actually, a refined approximation of it兲, and the coarse approximation ALRT exhibit significantly better performance than the SM-GLRT and the GPMF. We can also see that the performance gain is greater for high SNR, whereas it tends to be rather small for low SNR and low probability of false alarm. Conversely, if provision of the GPMF, the SM-GLRT, and the ALRT is computationally cheap, provision of the GLRT and the ELRT is much more intensive. As complementary tests, we tested the five detectors on a fractal background image generated by a variant of the ppmforge software.13 The synthesis algorithm depends on autosimilarity parameter H, called the Hurst parameter, which was set to 0.7 in this experiment. The resultant image depicted in Fig. 6 is a realistic simulation of a cloud



Fig. 7. Empirical ROC curves obtained for the fractal image of Fig. 6 for a true 共but assumed unknown兲 target amplitude ␣ ⫽ 60 gray levels. The standard deviation of the correlated noise on the whole image is ⬃104 gray levels, and the estimated innovation standard deviation is ⬃4.6. The following generalized definition of the SNR, 10 log10共␣2兰ε s⑀tR⫺1s⑀d⑀兲, leads to an estimated SNR value of 18.1 dB.



C.



Fig. 5. Empirical ROC curves in the Gaussian white-noise case with common sensor design 共rc ⫽ 2.44兲 for two different SNRs. These curves were obtained for 9 ⫻ 104 instances of noise.



scene. Covariance matrix R of this stationary background was estimated by empirical correlations of the whole image. We then computed the performance of the various detectors for a given target amplitude as illustrated in Fig. 7. The ROC curves look quite different from those for the white-noise case, but we can see again that the GLRT, the ELRT, and the ALRT exhibit similar performance and provide a significant gain in detection compared with the GPMF and the SM-GLRT.



Fig. 6. Simulation of a cloud fractal image of 200 ⫻ 200 pixels 共Hurst parameter, H ⫽ 0.7兲.



Influence of the Optics



Besides a desire to perfect and evaluate subpixel detectors, one additional motivation for this research was a wish to analyze the influence of aliasing on detection performance. This is why we also tested the detectors on correctly sampled optics to compare their performance with that obtained by use of a common sensor design. In the correctly sampled design, the focal plane is sampled at the Nyquist frequency 共implying a denser sensor array or a smaller lens diameter兲 such that aliasing is suppressed. Parameter rc of the PSF is equal to 0.5, and the signal energy is now spread over several pixels. By comparison, Fig. 8 presents examples of image spots that correspond to such a design. Detection performance is depicted in Fig. 9 for a SNR of 15 dB. We can see that the choice of detection algorithm is just a moderate factor in this situation. The five detectors exhibit quite similar behavior, but at the same SNR they perform much better than in the aliased case. The gain in Pfa amounts at least to a factor of 10 for all the detectors. Such a result speaks in favor of using a denser focal plane for point target detection. Remark 2. In the presence of aliasing, term s⑀tR⫺1s⑀ depend on ⑀, even when the noise is white.



Fig. 8. Examples of image spots corresponding to a correctly sampled optics 共rc ⫽ 0.5兲 to be compared with those of Fig. 1. 10 January 2004 兾 Vol. 43, No. 2 兾 APPLIED OPTICS
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The PM estimator is defined as ⑀ˆ PM ⫽



兰



⑀p共⑀兩 H 1, z兲d⑀,



(18)



ε



where the posterior law is deduced from Bayes’s rule: p共⑀兩 H 1, z兲 ⫽ ⫽



p共z兩 H 1, ⑀兲 p共⑀兲 p共z兩 H 1兲 p共⑀兲 p共z兩 H 1兲



兰



p共z兩 H 1, ␣, ⑀兲 p共␣兲d␣.



(19)



⺢



So we have to integrate over ␣ and then over ⑀. As above, we consider a diffuse prior law on ⺢ for ␣ and a uniform law on ε for ⑀. We get the following expression in the same way as for the likelihood ratio in relation 共11兲: p共⑀兩 H 1, z兲 ⬀



1 共s⑀tR⫺1s⑀兲 1兾2



冉



exp



兩s⑀tR⫺1z兩 2 2s⑀tR ⫺ 1 s⑀



冊



.



(20)



We studied the performance of these two estimators in terms of average MSE. In practice, optimization or integration over ⑀ is approximated numerically for a finite discrete grid of 20 ⫻ 20 values ⑀k 僆 ε. Given a true position ⑀*, we can estimate Fig. 9. Empirical ROC curves in the Gaussian white-noise case with common sensor design 共top, rc ⫽ 2.44兲 compared with correctly sampled optics 共bottom, rc ⫽ 0.5兲 for the same SNR of 15 dB. These curves were obtained for 4 ⫻ 105 instances of noise.



For example, in a common sensor design, signal energy E⑀ ⫽ s⑀ts⑀ varies from 0.21 to 0.72. Such is not the case for the correctly sampled optics where E⑀ is constant and equal to E ⯝ 0.08. 4. Performance of Subpixel Position Estimators



So far we have focused on the detection strategy. In a second step, once a potential target is detected on a given pixel we are interested also in accurate estimation of its subpixel position. Such a problem has already been addressed, in particular for estimation of positions of stars in astronomical applications.14 Several types of estimator are possible. We consider here the maximum likelihood 共ML兲 estimator and, following the Bayesian approach introduced previously, the posterior mean. It is important to note that signal amplitude ␣ is also unknown and that therefore we have to estimate it or integrate over it. Indeed, it is not valid to suppose that the amplitude is known in the context of the infrared search-andtrack algorithm. The ML estimator of ⑀ is given in Eq. 共8兲 by replacement of ␣ with its estimate ␣ˆ . In fact, ⑀ˆ ML and ␣ˆ ML ⫽ ␣ˆ 共⑀ˆ ML兲 are identical to joint maximum a posteriori 共MAP兲 estimators with noninformative prior distributions on the two parameters. 262
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Fig. 10. Average MSEs of position estimators in the Gaussian white-noise case with common sensor design 共top, rc ⫽ 2.44兲 compared with correctly sampled optics 共bottom, rc ⫽ 0.5兲. MAP, maximum a posteriori.



bias and variance of an estimator ⑀ˆ by using Monte Carlo simulations. We consider Gaussian white noise, and we vary the SNR. Figure 10, left, compares ML and PM estimators to the pixel estimator; it is assumed by default that the target location is at the center of the pixel 关⑀ˆ ⫽ 共0, 0兲兴, whose MSE is 1兾12. At a favorable SNR the two subpixel estimators are far better than the default estimator, but the gain decreases when noise becomes important. For a SNR of 15 dB, the ML yields an error similar to that of the default estimator, whereas the PM notably has a twice smaller error. By comparison, Fig. 10, right, shows the estimation performances obtained in the unaliased case 共rc ⫽ 0.5兲 for equivalent SNRs. ML and PM logically perform better because the signal is correctly sampled. 5. Conclusions and Directions for Future Research



We have presented the problem of detection of subpixel objects embedded in additive Gaussian noise. Subpixel location and signal amplitude were assumed to be unknown. Unknown subpixel location was shown to have a great influence on detection performance in the aliased case, whereas the conventional matched filter neglects it. Thus we derived four types of improved detector, the GLRT, the ELRT, the ALRT, and the SM-GLRT, from the likelihood ratio. We illustrated their performance in comparison with the classic GPMF. Numerical results for both white and correlated noise show that the ELRT, the ALRT, and the GLRT are competitive, whereas the SM-GLRT does not reach the same quality but slightly improves the performance of the GPMF. Use of the ALRT seems to be a good trade-off because it is not so computationally demanding as the ELRT and the GLRT; moreover, the performance gain proves to be only moderate for unaliased optics. This conclusion has important consequences for sensor design. It suggests that the popular design of a pixel that covers the main lobe of the Airy disk exactly is not optimum for point object detection. Future research will consist in studying the robustness of these detectors to real data and ways in which we can take into account non-Gaussian distributions of background noise. As far as the position-estimation problem is concerned, we have demonstrated pro-



spective gains that must also be confirmed with morerealistic data. References and Notes 1. C. D. Wang, “Adaptive spatial兾temporal兾spectral filters for background clutter suppression and target detection,” Opt. Eng. 21, 1033–1038 共1982兲. 2. A. Margalit, I. S. Reed, and R. M. Gagliardi, “Adaptive optical target detection using correlated images,” IEEE Trans. Aerosp. Electron. Syst. 21, 394 – 405 共1985兲. 3. T. Soni, J. R. Zeidler, and W. H. Ku, “Performance evaluation of 2-D adaptive prediction filters for detection of small objects in image data,” IEEE Trans. Image Process. 2, 327–340 共1993兲. 4. X. Yu, L. E. Hoff, I. S. Reed, A. M. Chen, and L. B. Stotts, “Automatic target detection and recognition in multiband imagery: a unified ML detection and estimation approach,” IEEE Trans. Image Process. 6, 143–156 共1997兲. 5. E. A. Ashton, “Detection of subpixel anomalies in multispectral infrared imagery using an adaptive Bayesian classifier,” IEEE Trans. Geosci. Remote Sens. 36, 506 –517 共1998兲. 6. I. S. Reed, R. M. Gagliardi, and H. M. Shao, “Application of three-dimensional filtering to moving target detection,” IEEE Trans. Aerosp. Electron. Syst. 19, 898 –905 共1983兲. 7. S. D. Blostein and T. S. Huang, “Detecting small, moving objects in image sequences using sequential hypothesis testing,” IEEE Trans. Signal Process. 39, 1611–1629 共1991兲. 8. J. M. Mooney, J. Silverman, and C. E. Caefer, “Point target detection in consecutive frame staring infrared imagery with evolving cloud clutter,” Opt. Eng. 34, 2772–2784 共1995兲. 9. H. L. Van Trees, Detection, Estimation and Modulation Theory 共Wiley, New York, 1968兲, Part 1. 10. D. Manolakis and G. Shaw, “Detection algorithms for hyperspectral imaging applications,” Signal Process. Mag. 19, 29 – 43 共2002兲. 11. J. W. Goodman, Introduction a` l’Optique de Fourier et a` l’Holographie 共Masson, Paris, 1972兲. 12. R. C. Hardie, K. J. Barnard, J. G. Bognar, E. E. Armstrong, and E. A. Watson, “High-resolution image reconstruction from a sequence of rotated and translated frames and its application to an infrared imaging system,” Opt. Eng. 37, 247–260 共1998兲. 13. The ppmforge software is an open-source program originally designed by John Walker and included with the PBMPLUS and NetPBM raster image utilities; ppmforge generates random fractal forgeries of clouds, planets, and starry skies. A manual page can be found at http://netpbm.sourceforge. net/doc/ppmforge.html, and the source code is available, for example, at the following web address: http://www.ehynan. com/java_applet/fractal_applet/FractApplet/ppmfcprt/. 14. K. A. Winick, “Cramer–Rao lower bounds on the performance of charge-coupled-device optical position estimators,” J. Opt. Soc. Am. A 3, 1809 –1815 共1986兲.



10 January 2004 兾 Vol. 43, No. 2 兾 APPLIED OPTICS



263



























des documents recommandant







[image: alt]





Signal Detection and Estimation 

in engineering math, a chapter and various sections to cover such background .... higher-dimensional random variables, and the transformation of random variables. ...... The probability density function (PDF) of a discrete random variable that.










 


[image: alt]





Signal Detection and Estimation 

In a one-semester graduate course on â€œSignal Detection and Estimation,â€� the material to .... denoted by capital letters as A, B, C, and elements or particular members of the set ..... Note that the sixth and seventh draws would have to be a black










 


[image: alt]





Tree crown detection in high resolution optical and LiDAR ... - amapmed 

Keywords: Tropical forest, tree detection, mangrove, marked point process, .... with such a marked point process of disks is defined with respect to the Poisson.










 


[image: alt]





Detection and estimation of spatial patterns in terrestrial plant 

one of such models, then nonparametric or parametric inference is needed. Some other models ... CastellÃ³n, Spain (e-mail: [email protected]). 2Department of ...










 


[image: alt]





Estimation and detection of a periodic signal 

e-mail: {Daniel.Aronsson,Erik.Bjornemo ..... A short data sequence containing about two periods of a voice recording is displayed. As is clear from the figure, the ...










 


[image: alt]





ESTIMATION AND DETECTION OF A PERIODIC SIGNAL 

We study estimation of both the frequency and the shape of the waveform ... be evaluated in real time when the data is evenly sampled and does not contain any.










 


[image: alt]





Estimation and detection of a periodic signal 

common divisor between the sampling times tn, then the aliasing phenomenon vanishes and there is no limit for .... I(Ï‰) are defined in (6). The power spectrum is ...










 


[image: alt]





Detection-Estimation - Ali Mohammad-Djafari 

Suppose A and Î¦ are random and independent with priors Ï€(Ï†) = Ã¼1/Ï€, -Ï€ < Ï† < Ï€ ... is known and we want to estimate X. Find the ML estimate Ã‰X d e (Z) of X. 4.










 


[image: alt]





Detection - Estimation - Ali Mohammad-Djafari 

3.1.8 Classification of simple hypothesis testing schemes . . . . . . . . . . 30 ... 5.1.1 Case of binary composite hypothesis testing . . . . . . . . . . . . . . 56 .... mathematics. The purpose .... The probability theory starts by defining an obse










 


[image: alt]





Bayesian estimation with Gauss-Markov-Potts priors in optical 

applying the inversion algorithm to experimental laboratory controlled data, will ... approach with a Gauss-Markov-Potts prior and the non-linear forward model is ...










 


[image: alt]





Spatial representations in imagery and learning 

story. The last 30 years of research have revealed several distinct features of spatial ... chapter, spatial representations and imagery also support understanding. .... to the types of actions they can take, including changing perspective, moving an










 


[image: alt]





Engineering Energy-Efficient Target Detection ... - Jeremie Leguay 

be used to optimally configure system parameters under realistic performance constraints. I. INTRODUCTION. Wireless Sensor Networks (WSNs) are formed by ...










 


[image: alt]





Detection, Estimation and Avoidance of Mobile ... - CVF Open Access 

vision and a laser range sensor were used to detect mobile objects based on a prior .... the stereo configuration is characterized by intrinsic param- eters {f,x0,y0} ...










 


[image: alt]





Detection, Estimation and Avoidance of Mobile ... - CVF Open Access 

extraction. In IEEE Intelligent Vehicles Symposium, pages ... J. Moras. Reactive MPC for autonomous MAV navigation in indoor cluttered environments: Flight ...










 


[image: alt]





Joint Data QR-Detection and Kalman Estimation for ... - Hussein Hijazi 

rise to an iterative technique for complex gains estimation and data recovery. ..... The Kalman filter is a recursive algorithm composed of two stages: Time Update ..... We now study the MSE and the BER versus /dT = 0.1, 0.2 and 0.3 (high ...










 


[image: alt]





Automatic Fog Detection and Estimation of Visibility Distance through 

the problem of detecting daytime fog and estimating visibility distances; thanks to these efforts, .... Consequently, this assumption can be considered as valid. ..... Records: Journal of the Transportation Research Board (1862), 77â€“81 (2004). 7.










 


[image: alt]





Robust point matching in HDRI through estimation of illumination 

based lighting [6], and BRDF measurement [14] require access to the whole ... terial colorâ€� of the scene or the object without the illumination interference.In.










 


[image: alt]





Bayesian estimation of regularization and point spread function 

Within a Bayesian framework, the solution is inferred via a global a poste- riori law for ... Image deconvolution has been an active research field for ... modeled using physical operating description. .... The pdf reads p x ...... (Winston, 1977). 6










 


[image: alt]





POSTDOCTORAL POSITION IN BIOINFORMATICS AND ... - asso AGM2 

A Postdoc position in 'Bioinformatics and Genome Analysis' is ... Previous experience in Bioinformatics, including programming. (C/Perl/Java) is essential.










 


[image: alt]





Detection Threshold for Non-Parametric Estimation - Abdourrahmane 

p,q, p, q â‰¥ 1, sp > 1. According to ... For instance, smooth signals yield very sparse wavelet rep- resentations ... 100. 150. 200. 'Blocks' DWT for J = 10. 0. 500. 1000. 1500. 2000. 2500. âˆ’150. âˆ’100. âˆ’50 ..... and soft thresholding when the 










 


[image: alt]





target selection in drug discovery 

the discovery of a patentable new chemical entity ..... technique, also known as the decision diagram or decision-flow network, shows the time sequence of the ...










 


[image: alt]





Pedestrian Detection and Tracking in Urban 

Index Termsâ€”Pedestrian detection, LIDAR, intelligent vehicle, fusion, SIR PF, Parzen ... 1 INTRODUCTION .... (linear evolution model and Gaussian noise). ... al., Parzen methods are used to detect pedestrians ..... innovation corresponding to the t










 


[image: alt]





Pedestrian Stride Frequency and Length Estimation in 

Aug 1, 2010 - Email: [email protected]. Tarek Sayed .... â€œwalking parameters and, in particular, free speed are influenced by physiological and psychological factors, such ... address these shortcomings. ..... LIST OF FIGURES.










 


[image: alt]





Distance estimation in the visual and visuomotor 

depth or in the segregation of figure from ground (Free- man 1970; Bishop 1973 .... Evidence from analysis of both the reach and the ..... The WATSMART calibration software ..... Goodale MA, Milner AD (1992) Separate visual pathways for per-.










 














×
Report Point target detection and subpixel position estimation in optical imagery





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



