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Abstract—This paper addresses the problem of engineering energy-efficient target detection applications using unattended Wireless Sensor Networks (WSNs) for long-lasting surveillance of areas of interest. As battery energy depletion is an issue in this context, an approach consists of switching on and off sensing and communication modules of wireless sensors according to duty cycles. Making these modules work in an intermittent fashion impacts (i) the latency of notification transmission (depending on the communication duty cycle) and (ii) the probability of missed target detection (depending on the number of deployed nodes and the sensing duty cycle). In order to optimize the system parameters according to performance objectives, we first derive an analytical engineering toolkit which evaluates the probability of missed detection (Pmd ), the notification transmission latency (D), and the network lifetime (L) under the assumption of random node deployment. Then, we show how this toolbox can be used to optimally configure system parameters under realistic performance constraints.



I. I NTRODUCTION Wireless Sensor Networks (WSNs) are formed by batterypowered devices commonly used for environmental monitoring, military surveillance, and industrial automation. These devices are typically composed of an embedded microcontroller with some memory, a radio transceiver, physical transducers that sense the environment, and a battery. Recent advances in hardware miniaturization, low-power radio communications, and battery lifetime, together with the increasing affordability of such devices, are paving the road for a widespread usage of WSNs in a vast array of applications. WSNs are expected to create a major shift in future pervasive computing applications, enabling a link between information systems and physical environments. In particular, in vast areas, traditional detection systems, such as cameras, fail to provide relevant information, whereas hundreds of tiny sensors running on batteries for months, or even years, can provide data about the environment, detect and locate events as well as trigger actuators. For instance, in scenarios such as a natural reserve, a large number of affordable sensor nodes with seismic and acoustic sensors can be spread throughout the area to study environmental conditions and animal behaviors unintrusively (i.e., without attaching devices to animals), to attract animals through sounds, to enable interactive applications, such as guiding visitors to animal herds, as well as to protect endangered species from illegal hunters. In these contexts, the whole application functionality relies on the



ability to efficiently detect any incoming target (e.g., animal, hunter, etc.) in a given area of interest. This paper addresses the problem of target detection using a long-term deployment of WSN nodes in a large monitored area. In such vast and long-term deployments, one of the main design goals is to maximize the operational lifetime of the system—typically by periodically switching off the sensing and communication parts—while ensuring that targets will eventually be detected and that the corresponding notification will be transmitted within a given time interval. This paper proposes an analytical framework to characterize the performance of the network in terms of the probability of missing a target, latency of notification transmission, and average energy consumption. In addition, the paper presents an engineering toolbox to efficiently set the configuration parameters in order to make a WSN function at a desired operating point, characterized by a trade-off between energy consumption and quality of service (in terms of detection capabilities and latency). We then validate the use of our toolbox to optimally configure a given WSN under realistic constraints. In the literature, a few papers address in detail the problem of target detection and decision reporting. In [1], the authors present the design and the implementation of a monitoring system, referred to as VigilNet, based on a WSN. The authors derive an energy-efficient adaptable surveillance strategy and validate it through experimental tests. In [2], under the assumptions that the road network map is known and the target movement is confined into roads, the authors describe an algorithm, referred to as Virtual Scanning Algorithm, which ensures that the incoming target will be detected before reaching a given protection point. However, the above approaches do not provide a global analytical framework for the optimal tuning of system parameters, such as sensing and communication duty cycles. This paper is structured as follows. In Section II, we describe the problem and the simulation set-up. In Section III, we present the analytical framework for determining the probability of missed detection, together with simulation results, which confirm its validity. Sections IV and V provide analytical models for the derivation of the latency and the energy consumption. In Section VI, we show how to configure a WSN using our analytical toolbox. Finally, Section VII



Constants Side of monitored area ds 1000 m Speed of the target v 15 m/s Sensing power consumption Ωsens 0.0036 W Communication period tcomm 106 ms Transmission range rT 250 m Preamble duration Sp 0.26 ms Ack window duration Sal 0.26 ms Packet duration Sd 0.93 ms Transmission power consumption Ω Tx 0.0511 W Reception power consumption Ω Rx 0.0588 W Sleep power consumption Ωs 2.4 · 10−7 W Variables (with default values) Number of nodes in the network N 50 Sensing range of each node rs 20, 35, 50 m Average number of hops Nhop 3 Sensing duty cycle βsens 0.1–1 Sensing period tsens 15 s Communication duty cycle βcomm 0.0025 – 1



concludes the paper. II. S CENARIO OF I NTEREST This section first describes the target detection problem addressed in this paper. Then, it introduces the reference WSN system model that will be considered in the rest of the paper. A. The Target Detection Problem The surveillance of a given area is important in many military and civilian applications. In particular, a Wireless Sensor Network (WSN) can help detect an incoming target which crosses the monitored area. Upon the detection of a target, an alert message is sent to a gateway node, namely the Access Point (AP), which can reach control centers outside the network. We characterize the operating point of a WSN by a triplet of performance indicators, including the probability of missed detection (Pmd ), the notification transmission latency (D), and the network lifetime (L). The problem of target detection using a long-term deployment of WSN nodes lies in the unavoidable trade-offs that energy saving strategies raise in terms of detection capability, responsiveness, and network lifetime. In these battery-powered networks, nodes are cyclically “switched off,” according to proper duty cycles, generally at both sensing and the communication levels, in order to save energy. However, while extending the network lifetime, these operations also have an impact on (i) Pmd , since a node may be off when the target crosses its sensed area, and (ii) D, since asleep nodes can slow down the transmission of an alert message towards the AP. The goal of this paper is first to provide an analytical framework for examining the performance indicators that characterize surveillance systems using a WSN. Second, considering a number of pre-defined operational constraints, the paper aims at engineering toolkit for tuning system-wide parameters, such as sensing and communication duty cycles, in order to find the optimal operating point which maximizes the network lifetime and the probability of detection, and also minimizes the latency.



Table I C ONSTANTS AND VARIABLES CONSIDERED .



environment for an interval of length βsens tsens and sleep for an interval of duration (1−βsens )tsens . The power consumption associated with the sensing operations is denoted as Ωsens . We assume that all the sensors have the same rs , βsens , and tsens . The communication interface of the nodes has a transmission range rT (dimension: [m]), under the constraint that rT ≫ rs . Generally, rT ranges between 100 m and 1000 m (in line-of-sight scenarios). In the remainder of the paper an average value of 250 m is considered for rT . We have assumed that only the node detecting the target transmits an alert message to the AP and that there can be only one target in the monitored area at a time. As a result of these assumptions, there are no collisions between the packets transmitted by the wireless devices. Nhop denotes the average number of hops that a packet has to traverse in order to reach the AP. In a surveillance scenario, the Medium Access Control (MAC) protocol must guarantee the lowest energy consumption and the lowest latency in the network. In the rest of the paper, we consider a specific MAC protocol as an example for the derivation of the analytical framework. However, the latter is general in a sense that the optimization techniques are valid for any MAC layer, provided that one recomputes the equations of latency and network lifetime. As an example of a MAC layer, we have chosen the XMAC protocol [3], which is good for low throughput and low latency communications. This random access protocol notably outperforms most of scheduled MAC protocols, according to [4]. The X-MAC protocol and the corresponding parameters, i.e., Sd , Sp , Sal , ΩTx , ΩRx , and Ωs , will be described in Section IV. To make the derivation of Pd (or, equivalently, of the probability of missed detection Pmd ) feasible, we assume the monitored area to be a square with sides of length ds (dimension: [m]). In this area, N sensors are identically



B. WSN Model The main parameters of the overall system model are listed in Table I. The default values presented in this table have been taken from the data-sheet of a commercial WSN node. The wireless sensor devices considered in this paper embed two main sub-units, i.e., (i) the sensing sub-unit and (ii) the communication sub-unit. The former is equipped with a seismic sensor, whose sensing range rs is greatest over a rocky surface, in which the vibrations due to an incoming target propagate with low attenuation. Since seismic sensors can be placed over different surfaces, such as sandy or clayey terrains, where the propagation model is different and the attenuation is higher, we consider different values of rs . In order to reduce the energy consumption of the system, the sensing part can be periodically switched off, according to a normalized duty cycle βsens ∈ [0, 1] over a period tsens (dimension: [s]). More precisely, nodes sense the surrounding 2



and independently deployed in a random fashion under the constraint that their sensing ranges do not overlap. We also assume that the potential targets penetrate the monitored area following a linear and uniform trajectory. Trajectories are characterized by an angle of arrival θ and a constant target speed v (dimension: [m/s]). Since there is no information about the entrance point, we also assume that the target enters the monitored area from a random point along the perimeter of the monitored surface.
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(b)



Figure 1. (a) Logical scheme of the sensing duty cycle and (b) model for the sensing range of a node.



III. P ROBABILITY OF TARGET M ISSED D ETECTION



According to the model introduced in Sec. II-B and recalling that all the sensors have the same sensing range, Eq. (2) can be rewritten as follows N  2πrs . (3) Pmd = 1 − 4ds



This section first introduces the analytical framework we use for the evaluation of the probability of missed target detection when no sensing duty cycles are considered. Then, we extend this model by allowing the sensing sub-units to be periodically switched off to save energy.



B. Integration of Duty Cycles A. Preliminary Background



To integrate sleeping duty cycles at the sensing level, we extend the previous model to express Pd or, equivalently, Pmd , as a function of both the duty cycle βsens and the geometrical configuration of the WSN. The probability of detecting a target is the probability that there is a sensor on the target’s trajectory (event denoted as ESoT ) and the sensor is active when the target is crossing the sensed area (event denoted as Edet ). Therefore, the probability that a single sensor detects a target is



Our analytical framework for the evaluation of the probability of target missed detection, considering moving targets, extends the results presented in [5], which we briefly review in the following. For more details about the following derivation, the interested reader is referred to [5]–[7]. In order to detect a target in a squared area with perimeter L0 , N sensors are randomly placed over the field of interest. Sensors si , i = 1, ..., N have a sensing area of perimeter Li . In the case of deterministic deployment, the estimation of Pmd would require introducing upper and lower bounds whose computation is left for future work. Assuming that there is no prior knowledge about the direction and the entrance point of the target, the probability Pd (k) that at least k ≥ 1 sensors detect the target crossing the field of interest is Pd (k) = 1 −
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Pd−1 = P {ESoT , Edet } = P {Edet |ESoT }P {ESoT }.



(4)



According to [5], P {ESoT } can be expressed as 2πrs /(4ds ). In order to evaluate P {Edet |ESoT }, we consider the scheme for the sleeping duty cycle presented in Fig. 1 (a). Since the target arrives with a finite speed v, the crossing time is Tcross = L/v, where L is a random variable which expresses the length of the intersection between the target’s trajectory and the area sensed by a sensor, as shown in Fig. 1 (b). Since there is no information about the arrival of the target, its arrival has been assumed uniformly distributed over the period tsens . When the sensor is on, any incoming target will be detected. In the case that the sensor is off, i.e., during the interval of duration βsens tsens , the analysis has to be refined. Let Etarget be the event {The sensor is on at the instant at which the target enters the sensed area}. Applying the total probability theorem [8], P {Edet |ESoT } can then be expressed as



(1)



v=1



where |ZN,w | denotes the possible w-tuples zj of vector [1, ..., N ], i.e., the possible groups of w sensors that can detect the target at a time, z¯j denotes the complement (N − w)-tuple of zj , qi = qzj (i) = qz¯j (i) = Li /L0 , and qi can be interpreted as P {Sensor on the trajectory}. In attempt to simplify the computation, we assume that the sensing shapes are uniform, that is Li = L ∀i ∈ {1, . . . , N }. Equation (1) can be rewritten as k−1 X N  Li (L0 − L)N −i . Pd (k) = 1 − i LN 0 i=0



P {Edet |ESoT }



= P {Edet |Etarget , ESoT }P {Etarget |ESoT } + P {Edet |E¯target , ESoT }P {E¯target |ESoT } (5)



where P {Edet |Etarget , ESoT } = 1. Since Etarget and ESoT are independent—in fact, the activity cycle of a sensor does not depend on the target—one can write, Z βsens tsens 1 dt = βsens P {Etarget |ESoT } = P{Etarget } = t sens 0



Eq. (1) can also be used to derive the probability of missed detection of a target. In this case, observing that Pmd = P (ZN,0 ), i.e., the probability of not detecting any target, and zj = 0, z¯j = {1, . . . , N }, the probability Pmd of missing a target can be written as  N  Y Li . (2) 1− Pmd = L0 i=1



and P {E¯target |ESoT } = 1 − βsens . 3



Integration domain



We are now going to evaluate the last term of Eq. (5). According to the conditioning on E¯target and ESoT , the target arrival time, denoted as Ta , is a uniformly distributed random variable over an interval of length (1 − βsens )tsens . To have successful detection, the target must remain in the sensed area until the sensor turns on its sensing device in the following active period. In this case as well, one must distinguish between two cases: (i) Tcross > (1 − βsens )tsens and (ii) Tcross < (1 − βsens )tsens . In the former case, each target will be detected, since it remains in the sensed area for a time interval longer than the sleep period. Therefore, in this case Pd = P {ESoT }. In the latter case, instead, the target will be detected if it enters the sensed area in the last part of the sleep period, so that it will be detected in the following active period. Let us preliminary observe that, since Ta and Tcross are independent, their joint probability density function (pdf) can be expressed as the product of the marginal pdfs, i.e., fTa ,Tcross (t, τ ) = fTa (t) fTcross (τ ). We have already noted that Ta ∼ Unif[0, c], where c , (1 − βsens )tsens . In order to express fTcross (τ ), further considerations are required. First of all, fTcross (τ ) = v1 fL (τ ). The pdf of the angle Φ, shown in Fig. 1 (b), is needed. The length L of the chord can be expressed as the following function of Φ   Φ . L = 2rs sin 2



Figure 2.



Integration domain for the evaluation of P {E1 }.



In the latter case, i.e., when 2rs /v > c, the integration domain is that shown in Fig. 2, the expression of P {E1 } therefore can be rewritten as Z cZ c fTa ,Tcross (t, τ ) dt dτ P {E1 } = 0
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fTa ,Tcross (t, τ ) dt dτ q   cv p 2asin 4rs − 2 4rs2 − c2 v 2 2rs = +1− (9) πcv π Combining equations (8) and (9) into equation (5), the expression for P {Edet |ESoT } can be obtained +



c



0



P {Edet |ESoT } = βsens + (1 − βsens )P {E1 }.



(10)



Finally, extending the model in order to take into account that N independent sensors can detect the target, the probability of missed detection becomes N  2πrs . (11) Pmd = (1 − Pd−1 )N = 1 − P {Edet |ESoT } 4ds



Since Φ ∼ Unif[0, 2π], according to the fundamental theorem on page 93 of [8], fL (τ ) becomes  1   q if 0 < τ < 2rs  fL (τ ) = π rs2 − τ 2 (6) 2   0 otherwise.



In the case of a heterogeneous sensing model, the derivation is almost identical. The only difference is that we should start the derivation from Eq. (2) instead of from Eq. (3).



Therefore, fTcross (τ ) can be found and one can finally write  2rs  v   q 2 vτ 2 if 0 < τ < v , πc rs −( 2 ) 0 c. In the former case, the integration domain D, referring to Fig. 2, reduces to a triangle on the upper left part. P {E1 } can thus be expressed as Z 2rvs Z c 4rs fTa ,Tcross (t, τ ) dt dτ = . (8) P {E1 } = πcv c−y 0 4
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is a good agreement between the simulation (solid lines) and theoretical (dashed lines) curves. We point out that there is a threshold value of v, depending on rs , βsens , and tsens , below which the impact of βsens on Pmd becomes negligible and the curves tend to reach a floor. For instance, with v = 1.5 m/s, a target traverses the sensed areas for a time interval sufficiently long that the sensors along its trajectory will detect it for sure, regardless of their duty cycles.
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In this section, we propose an analytical model for the alert transmission latency, i.e., the delay between the detection instant of the presence of a target by a sensing node and its notification to the sink. In the following, we first derive the per-hop latency, denoted as D1 hop , and then the latency over a multi-hop path. We then verify the validity of this model through experimental measurements on a Crossbow MicaZ testbed. As mentioned in Sec. II-B, we consider X-MAC [3], a low-power asynchronous MAC-layer protocol for duty-cycled WSNs, for the derivation of the transmission latency. X-MAC uses Low-Power Listening (LPL), or preamble sampling, to enable low-power communications between a sender and a receiver which do not synchronize their wake-up and sleep schedules. Indeed, a sender with data sends a preamble at least as long as the sleep interval of the receiver. This guarantees that the receiver will wake up, detect the preamble, and stay awake for the reception of the data. X-MAC uses a strobed preambling approach in which the sender quickly alternates between sending the packet destination address and a short wait time so that the receiver could potentially abort this process to receive data. This approach allows us to further reduce the energy consumption and per-hop latency in comparison with protocols using long preambles, such as B-MAC [9]. We point out, however, that our approach is valid for any MAC protocol that can be used in a WSN. We chose the X-MAC protocol since it is an improvement on the B-MAC protocol and is more relevant for the application considered. The average per hop transmission latency can be expressed as
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Figure 3. Simulation (solid lines) and analytical (dashed lines) Pmd results as functions of the duty cycle βsens considering different sensing ranges. The target enters with speed v = 15 m/s a monitored area of ds = 1000 m side, where N = 50 sensors are randomly deployed. 0.4
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Figure 4. Simulation (solid lines) and analytical (dashed lines) Pmd results as functions of the duty cycle βsens , considering different period lengths tsens . The size of the area is ds = 1000 m, in which N = 50 sensors, with sensing range equal to rs = 50 m, are randomly placed. The speed of the target is v = 15 m/s.



values of rs , confirming the validity of the analytical model. The discrepancy between analytical and simulation models, especially for high values of βsens , is due to the fact that in the simulations we are considering some target trajectories are crossing the monitored area only marginally. These trajectories are relevant for the computation of Pmd , even if they are not relevant for realistic scenarios. In Fig. 4, we evaluate Pmd as a function of βsens . In all cases, the target speed v is set to 15 m/s. In this case, the same considerations carried out for Fig. 3 still hold. When tsens is sufficiently small, βsens has a limited impact on Pmd . On the other hand, the larger tsens , the larger the impact of βsens . When βsens = 1, the sensing period has no impact on the performance of the system. Instead, when βsens < 1, a larger tsens leads to a larger Pmd , because it is more likely a target crosses the sensed area during the sleep phase of the sensor, without being detected. Also in this case, there



D1 hop =



(1 − βcomm )2 tcomm + Sp + Sal + Sd 2



(12)



where βcomm is the (normalized) communication duty cycle over the period tcomm , and Sp , Sal , and Sd are durations (dimension: [s]) of the strobed preamble, the acknowledgement of the preamble, and the alert packet, respectively. Considering the status of the receiving node, i.e., if the communication subsystem is either turned on or off, the probability that a node begins its transmission when the receiving node is on is βcomm and the associated latency is Sp +Sal +Sd . On the other hand, the probability that a node is off is 1 − βcomm . We evaluate D1 hop simply as the average between the worst and best cases. The best case is when a node starts transmitting exactly when the receiving node starts its LPL operations, so that the packet is transmitted after Sp + Sal + Sd . In the worst case, the 5
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transmitting node waits for the entire duration of the sleep interval. In addition, since the receiving node must receive an entire preamble before sending the acknowledgment message, the worst case takes into account that two transmissions of the preamble may be required in order to start the communication. In this case, the latency introduced by the transmission is (1 − βcomm )tcomm + (Sp + Sal ) + Sd . Scaling this term by the probability that the receiver is off, averaging the best and the worst cases and adding the latency, related to the case with the receiver on, scaled by its probability of being on, equation (12) is obtained. Considering a multi-hop path, the average global latency can be expressed as follows D = D1 hop Nhop
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where Nhop denotes the average number of nodes that the alert message traverses to reach the sink. Note that the model relies on a collision-free transmission of the alert as we assume a single target detection scenario with low arrival rate. Therefore, there is only one sending node at a time that does not experience packet losses and retransmissions. We also neglect the processing time of the packets. In order to verify the analytical model of the multi-hop alert transmission latency, we have run a set of experimental tests with a testbed of 4 Crossbow MicaZ nodes deployed in a chain topology. The first node injects a packet every 2 s. Each subsequent node forwards the packet to its neighbor until it reaches the last node, which reverses the transmission’s direction. We have measured the round trip time setting Nhop from 2 to 6, and βcomm to either 0.067, 0.1 or 0.2.1 For each pair of values, we compute the average latency as the mean round-trip time of 100 samples, along with the 95% confidence interval. In Fig. 5, a comparison between the theoretical and experimental results is shown. The curves are quite close, even though a gap appears when βcomm becomes lower and the duration of the sleep interval increases. This may be due to the unavoidable alignment of sleep schedules on the packet’s way back, which tends to reduce the latency for large values of sleep interval durations, i.e., small values of βcomm . In the context of the reference scenario, the experiments show the validity of the analytical model, so that the latency can be approximated as D ≃ Nhop (1 − βcomm )tcomm /2.
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Figure 5. Latency as a function of the number of hops traversed by a packet. Both (i) experimental (dashed lines) and (ii) theoretical results (solid lines) are presented.



transceiver. We also define the network lifetime as the time needed for the average residual energy Er to be lower than a threshold value Eth . To derive an expression for the network lifetime, we evaluate the energy consumed after given interval. The average residual energy Er at an instant t can be expressed as Er (t) = N Ei − N Ωtot t



(14)



where Ei is the initial energy of a node and Ωtot is the total power consumed by sensing and communication operations. According to the description of the X-MAC protocol in Section IV, there are four possible states for a node: (i) transmission, (ii) reception, (iii) sleep, and (iv) LPL, with corresponding power consumptions denoted as ΩT , ΩR , Ωs , and ΩLPL , respectively. Ωtot can then be computed as follows Ωtot = Ωsensing + ΩLPL + (ΩR + ΩT )Pd Ntarget



(15)



where: Ωsensing is the power consumption associated with the sensing device in the activity period of duration tsens ; ΩLPL is the power required when performing the LPL operations (over a period of duration tcomm ); ΩR is the power used by a node to receive a packet; ΩT is the power used to transmit an alert packet; Pd is the target detection probability; and Ntarget is the number of times that a target appears during a reference period. The expected power to send a packet can be expressed as  (1 − βcomm )tcomm · ΩT = ΩTx Sd + 2(Sp + Sal ) Nhop (16) · (ΩTx Sp + ΩRx Sal )] N tcomm where the first additive term, i.e., ΩTx Sd , is the energy spent to transmit a packet, whereas the last additive term expresses the energy consumption due to the periodic preamble transmission in order to notify the receiving node of a packet arrival. As in Section IV, since nodes are not synchronized, we assume the average number of preamble transmissions to be the mean between best and worst cases. The term Nhop /N is introduced



V. AVERAGE N ETWORK L IFETIME As nodes operate on batteries, the way they consume energy directly impacts the lifetime of the surveillance system. To take this into account, we now propose a simple energy model for the engineering toolbox. The energy consumption of nodes can be roughly given by the sum of the energies consumed by its hardware components. For the sake of simplicity, we only integrate in the energy model contributions from the sensing sub-unit and the radio 1 These values of β comm correspond to a static active period of 8ms and tcomm respectively equal to 120ms, 80ms and 40ms, respectively.
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owing to the fact that only a subset of the N sensors is used to relay the alert message to the AP. The expected power to receive a packet can be expressed as =



[ΩRx Sd + (ΩRx Sp + ΩTx Sal )] Nhop tcomm N
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(17)



where ΩRx Sd is the energy spent to receive a packet and ΩRx Sp + ΩTx Sal is the energy spent for the reception of the preamble and the transmission of the acknowledgment message. Since in the scenario considered there is no information about the position of the AP, the average number of hops has been determined by calculating, using the Dijkstra algorithm, the shortest path for each node to reach every other node in the network. Given that rT is around 250 m, the value of Nhop is around 2.7. However, since it is reasonable to consider a integer value for Nhop , this value has been rounded to 3. The power associated with the LPL operations can be expressed as ΩLPL = ΩRx βcomm + Ωs (1 − βcomm ) − ΓTx − ΓRx
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Figure 6. Expected lifetime, expressed in days of activity of the network, as a function of the arrival rate of the target during a day (Ntarget ).



would normally be in the sleep state. The same considerations come into play when a node is receiving the preamble, since it would normally be in the receiving state for the LPL operations. Finally, the power consumed during sensing operations can be expressed as



(18)



Ωsensing = βsens Ωsens .



(21)



Introducing the expressions in (19) and (20) into (18) and the expressions in (16), (17), (18), and (21) into (14), it is possible to derive an expression for the energy consumption which depends on both sensing and communication parameters. In order to derive an expression for the network lifetime L, equation (14) can be rewritten as N Ei − Eth (22) N Ωtot where Eth is a given residual energy threshold, which can be used to model the physical behavior of a node. In Fig. 6, the lifetime [given by equation (22)] of a randomly generated network is shown, as a function of the target arrival rate, for various values of βsens . In this case, for simplicity, we have considered Eth = 0, but our framework can be applied for any value of Eth . When the target arrival rate is low, the energy depletion of the battery is mainly due to the LPL and sensing operations. With an increase in the target arrival rate, the impact of the transmission and reception terms becomes significant and tends to dominate the LPL and sensing terms. Surprisingly, the duty cycle of the sensing device has an impact on the transmission and reception terms. In fact, according to the results presented in Sec. III-B, the larger βsens , the higher the probability of detecting a target and, consequently, the larger the number of transmissions from a sensor to the AP. L=



whereas ΓRx can be expressed as = [(Sal + Sd ) Ωs + ΩRx Sp ] Nhop . ·Pd Ntarget N tcomm
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where ΓTx and ΓRx are two corrective terms. In particular, equations (16), (17), and (18) are evaluated over a period tcomm . However, during normal operations the node either performs LPL operations or transmits/receives a packet. ΓTx and ΓRx are used to refine the power consumption due to LPL operations. In fact, the LPL and also the transmission and reception intervals overlap for short intervals, so that without these two terms the power consumption budget would be higher than the correct one. In particular, ΓTx can be expressed as    (1 − βcomm )tcomm + Sd + Sal Ωs ΓT x = 2 Nhop + ΩRx Sp ] Pd Ntarget (19) N tcomm ΓR x



βsens = 0.1 βsens = 0.2 βsens = 0.5 βsens = 0.8 βsens = 1



(20)



The ΓTx term must take into account the fact that, during transmission operations, such as periodic preamble transmission over an interval of duration (1 − βcomm )tcomm /2, packet transmission and acknowledgment reception, a node would normally be in the sleep state, whereas during the transmission of the preamble, that will be acknowledged by the receiving node, a node would normally be in the reception state. Thus, ΓTx is a correction factor, since otherwise the energy consumed by the node with this model would be higher than the real value because reception and transmission operations overlap with normal LPL operations for a period. Similar considerations are addressed by the ΓRx term. In fact, when a node is waiting for the acknowledgment window to transmit an acknowledgment message, receiving the preamble and transmitting a packet, according to the LPL operations, it



VI. S YSTEM E NGINEERING This section illustrates the use of the engineering toolbox presented in the paper. First, we investigate the space of 7
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optimum configurations from the perspective of the tradeoffs faced by the kind of WSN under consideration. Then, we present an application case in which a given surveillance system is optimally configured to maximize the sustainability of the network, i.e., its lifetime L, for certain quality of service requirements in terms of probability of missed detection (Pmd ) and latency for alert transmission to the AP (D). The engineering toolbox consists of the three expressions derived in previous sections for Pmd , L, and D. Since equations (11) and (22) are not linear, standard optimization techniques for linear programming cannot be used. However, the three equations identify a convex set, which makes gradientbased optimization techniques feasible [10]. When two or more functions need to be optimized, we use multi-objective optimization techniques, which allow us to simultaneously optimize conflicting objective functions, subject to certain (if any) constraints. Throughout this section, the target arrival rate Ntarget is fixed at 10 targets per day.



performance indicators.2 B. An Application Case This subsection investigates a realistic use case where one wants to maximize the lifetime of a given WSN according to given constrained maximum values of D and Pmd , denoted ∗ as D∗ and Pmd , respectively. This use case consists of the optimization of a single-objective function, given constraints on the two other functions. The optimal parameters can be evaluated using single-objective convex programming techniques. The fmincon Matlab toolbox or the optimization approach presented in Section VI-A can be used. In Fig. 8, the lifetime of the network has been maximized under the ∗ constraints Pmd < Pmd and D < D∗ . The optimization has ∗ and D∗ . been carried out considering several values of Pmd In particular, for each pair of values considered, we have evaluated the maximum lifetime that can be obtained. Of course, the more stringent the requirements on D and Pmd , the shorter the longest achievable lifetime. In fact, in the case ∗ of small values of Pmd and D∗ , a sensor must keep its sensing interface on (to minimize Pmd and D) and its communication interface on (to minimize D) for a large portion of the period, so energy consumption increases and the lifetime decreases. On the other hand, when the requirements are less stringent, the sensing and communication interfaces can be switched off for a longer portion of the period, and, consequently, the lifetime increases. Focusing on the shape of the surface, generated by interpolation of the simulation results, it is possible to understand the contribution of both sensing and communication operations. ∗ For a given value of Pmd , one can observe that the shape of the projection of the network lifetime over the D∗ − Lmax plane remains the same. In the case of the joint optimization of the three metrics, the maximum latency is limited to 0.15 s, and this is why the D axis ranges between 0 s and 0.2 s. In ∗ this case, instead, the D∗ and Pmd axes refer to the constraints required by a given application and, therefore, their range is within a wider interval. When the latency requirements are stringent, the lifetime is short. Obviously, if the latency requirements are relaxed, the lifetime increases towards a



A. System Trade-offs This subsection investigates the space of optimum configuration parameters (number of nodes N and duty cycles βcomm and βsens ), using unconstrained optimization, to highlight the trade-offs faced by the WSN considered. In order to solve the optimization problem, we chose a Pareto-compliant ranking method based on evolutionary techniques, namely the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [11]. Fig. 7 shows the result of the joint optimization of the three objective functions, namely latency, lifetime, and probability of missed detection. These results show that the longer the latency or the higher the probability of missed detection, the longer the lifetime. In particular, when latency is short, i.e., the nodes must have communication interfaces on for a large portion of the interval tcomm , the lifetime is affected mainly by the duty cycle βcomm , and the impact of βsens is negligible. On the other hand, for long latency values the nodes can keep βsens low, and, consequently, the impact of Pmd on lifetime is far more pronounced. The important outcome of the results in Fig. 7 is that it provides details about the optimal network configuration, since tuning the network with the parameters derived from the execution of the NSGA-II algorithm guarantees that the network performance is not biased toward any one of the



2 The D axis ends at 0.2 s because the maximum latency value, which is associated with the smallest value of βcomm (i.e., 0.0025) allowed by the X-MAC protocol, is 0.15 s over the average 3-hop path considered.
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∗ saturation value which depends on Pmd . A short latency corresponds to a short network lifetime, since (i) the power consumed during reception is several orders of magnitude larger than the power consumed in the sleep phase and (ii) the communication interface of each node must be on for a large portion of the communication period tcomm in order to ensure that a packet is delivered to the AP in a short time. The impact of the latency on Lmax becomes negligible, i.e., the lifetime saturates, with respect to D∗ , when D∗ ≃ 0.15 s. In fact, this value corresponds to the minimum allowed value of βcomm that guarantees that a preamble is correctly received in order for a communication to start. Therefore, larger values of D∗ have no impact on the latency, since lower values of βcomm cannot be selected. ∗ Focusing on the Pmd − Lmax plane, it turns out that the power consumption during sensing is basically negligible when the latency requirements are limited. In fact, the power consumption associated with sensing operations is one order of magnitude lower than that related to reception operations. When the maximum tolerable latency becomes longer than 0.15 s, the power consumption related to the communication interface remains constant and the lifetime is affected only by ∗ the sensing power consumption. In this case, the lower Pmd (i.e., the more stringent the constraint on the probability of missed detection), the higher the energy consumption, since a sensor must be on for a longer interval. Unlike the case with joint optimization (with three objective functions) considered in Fig. 7, in this case the parameters ∗ associated with the given values of D∗ and Pmd may not lead to optimum network configuration, even if the lifetime is maximized. In fact, the solution obtained with a single objective minimization may lead to a “dominated” network configuration, i.e., a solution where one performance indicator is dominating over the others. This approach, however, guarantees that the network parameters are correctly configured and that no energy is wasted by the nodes during their communication and sensing operations.
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VII. C ONCLUDING R EMARKS This paper has addressed the problem of engineering energy-efficient target detection applications using Wireless Sensor Networks (WSNs). In particular, we have first proposed an engineering toolbox which contains a set of models for describing the probability of missed detection, the alert transmission latency, and the energy consumption under the assumption of random node deployment. By leveraging this toolbox, we have then characterized the trade-offs faced by WSNs with respect to energy consumption and quality of service, in terms of detection capabilities and latency. Finally, we have illustrated the use of the toolbox to optimally configure a given WSN for a variety of quality of service requirements. As such, the engineered toolkit gives the possibility to an operator



9



























des documents recommandant







[image: alt]





Accurate Performance Bounds for Target Detection ... - Jeremie Leguay 

derive simple, yet very accurate, upper and lower bounds on the probability of target ... The authors derive an energy-efficient adaptive surveillance strategy and.










 


[image: alt]





iTETRIS - Jeremie Leguay 

... will offer new means for the provision of Future Internet services on road transport. ..... Some of these primitives are listed in Table 1; the primitives are ... DEACTIVATE_CAM_TXON are used to start and stop the periodic transmission of CAM ...










 


[image: alt]





MakeSense - Jeremie Leguay 

Abstract Wireless Sensor Networks (WSN) users often use simulation ... runs over the COOJA simulator, but has been built to be easily adapted to other ...










 


[image: alt]





Service Oriented Architecture for Heterogeneous ... - Jeremie Leguay 

ports, one of which hosts a MICAz mote to provide Zigbee connectivity. Despite the fact that the bridge can offer one-to-one service translation, we propose to ...










 


[image: alt]





Describing and Simulating Internet Routes - Jeremie Leguay 

Internet Routes. JÃ©rÃ©mie Leguay. Collaboration with: Matthieu Latapy, Timur Friedman, KavÃ© Salamatian. UniversitÃ© Pierre et Marie Curie (LIP6 /CNRS) ...










 


[image: alt]





Describing and simulating internet routes - Jeremie Leguay 

Nov 16, 2006 - law of exponent 1.97 (the fraction of nodes of .... degrees, well fitted by power laws. ...... routes similar to real ones (in the sense of the statis-.










 


[image: alt]





Wardrop Equilibrium Formulation of Resource ... - Jeremie Leguay 

Abstractâ€”In this paper, we investigate the ability of using. DTNs in Public Safety networks, where bandwidth and storage are constrained. We formalize the ...










 


[image: alt]





Relieving the Wireless Infrastructure: When ... - Jeremie Leguay 

An ad hoc transfer will fail if either the nodes move out of range of each other ..... is particularly tricky during the first 10 seconds when no copies have yet begun ...










 


[image: alt]





PHY Services for Ad ... - Jeremie Leguay 

Each node is an RT Linux based PC equipped with the Dual Channel PCMCIA card. â€¢ Each one implements the full IP/MAC/PHY stack. â€¢ Nodes run VoIP (for ...










 


[image: alt]





Aucun titre de diapositive - Jeremie Leguay 

Zigbee Demo. Crossbow MPR2400z motes. 2 landmark nodes. 16 skater nodes. 2 display modes: blinking or binary. Blinking mode. The closer the mote to.










 


[image: alt]





Controlling Flow Reconfigurations in SDN - Jeremie Leguay 

while the GC uses a min-cost MCF solver. The numbers on links indicate the link costs, while all link capacities are 1Mb/s. In the example two demands arrive ...










 


[image: alt]





Contact Surround in Opportunistic Networks - Jeremie Leguay 

Moreover, in extreme cases, the sur- round indicator reaches 212 in RollerNet and 378 in Infocom. Even if the surround indicator is just an indication of potential.










 


[image: alt]





[hal-00983705, v1] Connectivity-driven ... - Jeremie Leguay 

networks, nodes are equipped with two radio interfaces: one being a terminal, the other one being an access point. In this context, attachment decisions based ...










 


[image: alt]





redundant distributed data storage - Jeremie Leguay 

is denoted as V. (i). 1 . The i-th node has a finite local buffer of size Bi (dimension: [data units]) and sens- ing rate ri (dimension: [data units/s]). Each node.










 


[image: alt]





Service Oriented Architecture for Heterogeneous ... - Jeremie Leguay 

Mote connector: implements the platform-specific driver required to use the ZigBee radio. It provides two low-level services allowing packet transmission and.










 


[image: alt]





Resilient routing in SDN networks - Jeremie Leguay 

Apr 30, 2018 - La rÃ©solution de ce probl`eme relaxÃ© utilise une mÃ©thode de gÃ©nÃ©ration .... start with p = 0, v = d, and U is the only value for which there is an ...










 


[image: alt]





Connectivity-Driven Attachment in Mobile Cellular ... - Jeremie Leguay 

promising [5] as cellular modes offer higher data rates than ad hoc modes, when available ... solve this issue [6] in case that the number of channels is lower than the number of nodes. ... received an interest from the research community rather rece










 


[image: alt]





Multi-Modal Health and Activity Monitoring ... - Jeremie Leguay 

System Engineering Architectures. 160 Boulevard de ... supported by the INHOME Project EU IST-045061-STP, ... From the healthcare delivery system point of view, an evolving ... management module of the residential gateway and will be ..... organized 










 


[image: alt]





DISCO : Distributed SDN Controllers in a Multi ... - Jeremie Leguay 

is in charge of an SDN domain, and provides a unique lightweight and highly ... Contrary to state of the art distributed SDN control planes which .... J. Rexford, S. Shenker, and J. Turner,â€œOpenFlow: enabling innovation in campus networksâ€� ...










 


[image: alt]





DISCO: Distributed Multi-domain SDN Controllers - Jeremie Leguay 

organization, where each controller is in charge of an SDN domain, and provides a ... using a distributed file system and a distributed hash table respectively. ... management policies (e.g., service and user priorities) and report network service ..










 


[image: alt]





Predicting QoE Factors with Machine Learning - Jeremie Leguay 

resulting in different file sizes. ... selecting the best segment to be downloaded according to ... design using a novel Neural Network (NN) search method ..... structure of a neuron in order to reformulate it using an Index ... Following this analys










 


[image: alt]





Data Storage and Retrieval with RPL Routing - Jeremie Leguay 

unique stored data; (b) retrieved data for several values of R, with I =2s; (c) retrieved data for several values of I, with R = 1. To summarize, the percentage of ...










 


[image: alt]





Quality of Experience-based Routing of Video Traffic ... - Jeremie Leguay 

QoS-QoE model incorporating different QoE metrics which is able to learn online .... The novelty of this work lies in building a routing strategy: â€¢ on a refined QoS-QoE ..... the problem, named Maximal HAS QoE-based Routing (Max-. HQR), where the 










 


[image: alt]





Exploiting Cognitive Radios in Tactical Point to ... - Jeremie Leguay 

on GNU radio devices, reproduces tactical point to multipoint environments. In practice ... the tradeoff is the following: one could try to maximize the number of ...










 














×
Report Engineering Energy-Efficient Target Detection ... - Jeremie Leguay





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



