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abstract This paper studies compositional reasoning theories for stochastic systems. A specification theory combines notions of specification and implementation with satisfaction and refinement relations, and a set of operators that together support stepwise design. One of the first behavioral specification theories introduced for stochastic systems is the one of Interval Markov Chains (IMCs), which are Markov Chains whose probability distributions are replaced by a conjunction of intervals. In this paper, we show that IMCs are not closed under conjunction, which gives a formal proof of a conjecture made in several recent works. In order to leverage this problem, we suggested to work with Constraint Markov Chains (CMCs) that is another specification theory where intervals are replaced with general constraints. Contrary to IMCs, one can show that CMCs enjoy the closure properties of a specification theory. In addition, we propose aggressive abstraction procedures for CMCs. Such abstractions can be used either to combat the state-space explosion problem, or to simplify complex constraints. In particular, one can show that, under some assumptions, the behavior of any CMC can be abstracted by an IMC. Finally, we propose an algorithm for counter-example generation, in case a refinement of two CMCs does not hold. We present a tool that implements our results. Implementing CMCs is a complex process and relies on recent advances made in decision procedures for theory of reals. © 2011 Elsevier B.V. All rights reserved.



1. Introduction Modern systems are built from multiple loosely-coupled components that interact with each other. These components are often designed independently, but following a common agreement on what the interface of each component should be. An interface describes the coupling of components, i.e. all the interaction between them. As a consequence, mathematical foundations that allow to reason at the level of interfaces in order to infer global properties of the system are an active area of research known as compositional design [1]. Within this area, specification theories provide a modeling language that allows designing, evolving and advisedly reusing components with formal guarantees. In a logical interpretation, interfaces are specifications and systems/components which implement a specification are models/implementations. There is an agreement that a good theory should support the following requirements:
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1. Consistency and satisfaction. It should be decidable whether a specification admits at least one implementation, and whether a system implements a specification. 2. Refinement. Refinement of specification expresses inclusion of sets of implementations, and therefore allows to compare richness and precision of specifications. 3. Structural composition. A theory should provide a combination operator on specifications, reflecting the standard composition of systems by, e.g. parallel product. 4. Logical composition/conjunction. Different aspects of systems are often specified by different teams. The issue of dealing with multiple aspects of multiple viewpoints is thus essential. It should be possible to represent several specifications (viewpoints) for the same system, and to combine them in a logical/conjunctive fashion. 5. Incremental design. A theory should allow incremental design (composing/conjoining specifications in any order) and independent implementability (composable specifications can always be refined separately) [2]. For functional analysis of discrete-time non-probabilistic systems, the theory of Modal Transition Systems (MTS) [3] provides a specification formalism supporting refinement as well as conjunction and parallel composition. It has been recently applied to construct interface theories [4,5], which are extensions of classical interface automata proposed by de Alfaro et al. [6–8]. When it comes to modeling of real-time communication protocols, the functional model of MTSs is no longer sufficient. In [9] we have proposed a suitable compositional reasoning framework based on timed games, together with a user-friendly tool supporting modeling and analysis of designs. Very recently, we have been able to use the tool to model an actual wireless sensor system [10]. As soon as systems include randomized algorithms, probabilistic protocols, or interact with physical environment, probabilistic models are required to reason about them. This is exacerbated by requirements for fault tolerance, when systems need to be analyzed quantitatively for the amount of failure they can tolerate, or for the delays that may appear. As Henzinger and Sifakis [1] point out, introducing probabilities into design theories allows assessing dependability of IT systems in the same manner as commonly practiced in other engineering disciplines. Generalizing the notion of MTSs to the non-functional analysis of probabilistic systems, the formalism of Interval Markov Chains (IMCs) was introduced [11]; with notions of satisfaction and refinement generalizing probabilistic bisimulation. Informally, IMCs extend Markov Chains by labeling transitions with intervals of allowed probabilities rather than concrete probability values. Implementations of IMCs are Markov Chains (MCs) whose probabilistic distributions match the constraints induced by the intervals. IMCs are known to be an efficient model on which refinement and composition can be performed with efficient algorithms of linear algebra. Unfortunately, as argued with the help of several examples (see e.g., [12]), the expressive power of IMCs seems to be inadequate to support both logical and structural composition. In a recent work [12], we suggested to leverage the problem by enriching the model of IMCs by replacing intervals with general constraints. Our new model, which we call Constraint Markov Chains (CMCs) is a foundation for the component-based design of probabilistic systems. CMCs are a further extension of IMCs allowing rich constraints on the next-state probabilities from any state. The model comes together with a behavioral semantic for both logical and structural composition. Whereas linear constraints suffice for closure under conjunction, polynomial constraints are necessary for closure under parallel composition. We also provided constructs for refinement, consistency checking, logical and structural composition of CMC specifications—all indispensable ingredients of a compositional design methodology. In this paper, we propose new results for CMCs. Our contributions are summarized hereafter.



• First, we give the first formal proof that IMCs are indeed not closed under conjunction. This proof, which involves complex reasoning on the structure of the conjunction, establishes CMCs as the first complete behavioral semantic based stochastic specification theory supporting both logical and structural composition. • Second, we consider abstraction techniques for CMCs. Our first abstraction combines states and may be used to combat state-space explosion. Our second abstraction may simplify complex constraints by abstracting the CMC with an IMC. Under some assumptions, one can show that such IMC is the minimal and unique abstraction. Both abstractions are compositional, but incomparable. • Last but not least, we propose an implementation of our specification theory. Our new tool, which we called APAC, relies on the Z3 solver [13] to solve complex constraints. In addition, the tool proposes a series of new features relying on new theoretical results. This includes the computation of a witness when refinement does not hold. While still being a prototype, the tool has already been evaluated on several complex CMCs. We believe that investment in user-friendly tools is essential for the successful adoption of theoretical results in engineering practice. We consider our prototype as a stepping stone toward a design environment, which will allow running case studies of similar complexity and realism as we have achieved for real time systems [10]. Structure of the paper. Section 2 introduces IMCs as well as the proof that the formalism is not closed under conjunction. Section 3 introduces CMCs and summarizes existing results obtained in [12]. Section 4 presents a series of abstraction techniques as well as a running example. Our implementation is presented in Section 5, while Section 6 reports experiments using this implementation. Finally, Section 7 concludes the paper and discusses related and future work.
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2. Interval Markov Chains are not closed under conjunction We first introduce Markov Chains (MCs) which is a well-known mathematical model for purely stochastic systems. Definition 1 (Markov Chain). P = ⟨{1, . . . , n}, o, M , A, V ⟩ is a Markov Chain if {1, . . . , n} is a set of states containing the initial state o, A is  a set of atomic propositions, V : {1, . . . , n} → 2A is a state valuation, and M ∈ [0, 1]n×n is a probability n transition matrix: j=1 Mij = 1 for i = 1, . . . , n. Interval Markov Chains (IMCs) have been introduced in [11]. IMCs are a finite representation for a possibly infinite set of Markov Chains. Roughly speaking, IMCs generalize MCs in that, instead of specifying a concrete transition matrix, they only constrain probability values in the matrix to remain in some intervals. Definition 2 (Interval Markov Chain). An Interval Markov Chain is a tuple S = ⟨{1, . . . , k}, o, ϕ, A, V ⟩, where {1, . . . , k} is a set of states containing the initial state o, A is a set of atomic propositions, V : {1, . . . , k} → 2A is a state valuation and ϕ : {1, . . . , k} → [0, 1]k → {0, 1} is a constraint function defining probability intervals k for transitions. A vector x satisfies the constraint of state j, written ϕ(j)(x) = 1, iff x is a distribution: x ∈ [0, 1]k and i=1 xi = 1; and each of its coordinates falls inside the corresponding interval: xi ∈ ϕ(j)(i). Later, we often use the following notation for the constraint ϕ . For all states i:



 ϕ(i)(x) ≡ (x1 ∈ Ii,1 ) ∧ (x2 ∈ Ii,2 ) ∧ · · · ∧ (xk ∈ Ii,k ) ∧



k 



 xj = 1



(1)



j =1



where Ii,j is the interval corresponding to the transition between states i and j. Given two sets A1 and A2 such that A1 ⊆ A2 and a subset X ⊆ A2 , the notation X↓A1 denotes the restriction of X to A1 , i.e. X ∩ A1 . Definition 3 (Satisfaction Relation (IMCs)). Let P = ⟨{1, . . . , n}, oP , M , AP , VP ⟩ be an MC and S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be an IMC with AS ⊆ AP . Then R ⊆ {1, . . . , n} × {1, . . . , k} is a satisfaction relation between states of P and S iff whenever pRu then 1. VP (p)↓AS = VS (u), and n×k 2. There exists a correspondence matrix k∆ ∈ [0, 1] such that ′ ′ ′ • for all 1 ≤ p ≤ n with Mpp ̸= 0, j=1 ∆p j = 1; • ϕ(u)(Mp ∆) holds, and if ∆p′ u′ > 0 then p′ Ru′ . We write P |H S iff there exists a satisfaction relation relating oP and oS , and call P an implementation of S. The set of all implementations of S is given by [[S ]] ≡ {P | P |H S }. The weak refinement relation syntactically relates IMCs S1 and S2 if (roughly) any implementation satisfying S1 also satisfies S2 : Definition 4 (Weak Refinement). Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be IMCs with A2 ⊆ A1 . The relation R ⊆ {1, . . . , k1 } × {1, . . . , k2 } is a weak refinement relation iff v Ru implies: 1. V1 (v)↓A2 = V2 (u) and k1 ×k2 2. For any distribution x ∈ [0, 1]k1 satisfying ϕ such that 1 (v)(x), there exists a correspondence matrix ∆ ∈ [0, 1] k2 • for all S1 states 1 ≤ i ≤ k1 if xi ̸= 0 then j=1 ∆ij = 1 and • ϕ2 (u)(x∆) holds and • if ∆v′ u′ > 0 then also v ′ Ru′ . IMC S1 (weakly) refines S2 , written S1 ≼ S2 , iff o1 Ro2 . So far, IMCs have been used as an abstraction formalism in various stochastic model checking algorithms [14]. We now show that IMCs are not closed under conjunction. This means that this formalism cannot be used as a specification theory. We start by introducing an example and then give a formal proof. Example. Consider the IMCs of Fig. 1. S1 specifies a behavior of a user of a coffee machine. It prescribes that a typical user orders coffee with milk with probability within [0, 0.5] and orders black coffee with probability in [0.2, 0.7]. Customers also buy tea with probability in the interval [0, 0.5]. Now the vendor of the machine delivers another specification, S2 , which prescribes that the machine is functioning only if coffee (white or black) is ordered with probability between 0.4 and 0.8. Otherwise, the machine runs out of coffee powder too frequently, or the powder becomes too old. A conjunction of these two models would describe users who have use patterns compatible with this particular machine. In the bottom part of Fig. 1 we present the structure of such a conjunction. States (2, 3), (3, 3), and (4, 2) are inconsistent and thus the corresponding probabilities must be zero: z3 = z5 = z6 = 0. Now, attempting to express the conjunction S1 ∧ S2 as an IMC by a simple intersection of bounds gives 0.4 ≤ z1 ≤ 0.5, 0.4 ≤ z2 ≤ 0.7, and z4 ≤ 0.5. However, this naive construction is too coarse: whereas (z1 , z2 , z3 , z4 , z5 , z6 ) = (0.5, 0.5, 0, 0, 0, 0) satisfies the constraints the resulting overall probability of reaching a state satisfying {{au lait}, {noir}}, i.e. z1 + z2 + z3 = 1, violates the upper bound of 0.8 specified in S2 .
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Fig. 1. IMCs showing non-closure under conjunction. Top: the two specifications of different aspects of a coffee service. Bottom: a conjunction expressed as a Markov Chain with linear constraints over probability values.



(a) IMC S1 specifying a first requirement for the coffee machine.



(b) IMC S2 specifying a second requirement for the coffee machine.



(c) IMC S3 specifying a combination of the two requirements.



(d) MC I1 : a candidate implementation.



(e) MC I2 : a candidate implementation.



(f) MC I3 : a candidate implementation.



(g) MC I4 : a candidate implementation.



(h) MC I5 : a candidate implementation.



(i) MC I6 : a candidate implementation.



Fig. 2. A counter-example illustrating non-closure of IMCs under conjunction.



We now propose the main result of this section: Theorem 5. IMCs are not closed under conjunction. Proof. Consider IMCs S1 and S2 given in Fig. 2(a) and (b), respectively. These IMCs represent two requirements on a coffee machine. IMC S1 = ⟨{1, 2, 3}, 1, {i, c }, ϕ1 , V1 ⟩ specifies that a good coffee machine should serve coffee at least 20% of requests (‘‘coffee’’ represented by the atomic proposition c). IMC S2 = ⟨{1, 2, 3}, 1, {i, h}, ϕ2 , V2 ⟩ specifies that a good coffee machine must serve hot drinks at most 50% of requests (‘‘hot’’ represented by the atomic proposition h). We claim that there exists no IMC accepting the intersection of the set of models of S1 and S2 . The proof is by contradiction. Suppose that such an IMC S = ⟨Q , q0 , {i, c , h}, ϕ, V ⟩ exists. We first observe that only the initial states in S1 and S2 have the atomic proposition i in their valuation, it is safe to suppose that the only accessible valuations in S are the empty set, {i}, {c }, {h} and {h, c }. We partition the set of states of S according to their valuations: Q i = {q ∈ Q | V (q) = {i}} = {q0 }
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Q h = {q ∈ Q | V (q) = {h}} = {qh1 , . . . , qhnh } Q c = {q ∈ Q | V (q) = {c }} = {qc1 , . . . , qcnc } hc Q hc = {q ∈ Q | V (q) = {h, c }} = {qhc 1 , . . . , qnhc }



Q ∅ = {q ∈ Q | V (q) = ∅} = {q∅1 , . . . , q∅n∅ }. For all i and X ∈ {i, c , h, hc , ∅}, let ϕ(q0 )(qXi ) be the interval [mXi , UiX ], where both endpoints are variables constrained as below. By construction, we know that the implementation I1 , given in Fig. 2(d), is an implementation of both S1 and S2 . As a consequence, it is also an implementation of S. We can thus deduce the following inequalities: nhc 



nc 



mhc i ≤ 0.2



i =1



nh 



mci ≤ 0.2



i=1



n∅ 



mhi ≤ 0



i=1



m∅i ≤ 0.6.



(2)



i=1



Similarly, observe that MCs I2 , I3 , I4 and I5 of Fig. 2(e)–(h) are also implementations of both S1 and S2 , which gives the following inequalities: nhc 



mhc i ≤ 0,



i =1 nh 



nhc 



nc 



Uihc ≥ 0.5



i =1



mhi ≤ 0,



i =1



nh 



nc 



mci ≤ 0,



i =1 n∅ 



Uih ≥ 0.5



i=1



Uic ≥ 1



(3)



Ui∅ ≥ 0.8.



(4)



i=1



m∅i ≤ 0,



i =1



n∅  i=1



We will now show that there exists a model of S that does not satisfy S1 or S2 , which will lead to a contradiction, as we have assumed that S expresses the greatest lower bound of S1 and S2 . For doing so, we will instantiate S with concrete distributions through refinement. Consider IMC S3 = ⟨Q3 = {1, 2, 3, 4, 5}, 1, {i, c , h}, ϕ3 , V3 ⟩ given in Fig. 2(c). We show that S3 weakly refines S. For this, we consider the relation R ⊆ Q3 × Q such that 1Rq0 , 2Rq iff q ∈ Q hc , 3Rq iff q ∈ Q c , 4Rq iff q ∈ Q h and 5Rq iff q ∈ Q ∅ . We show that R is indeed a weak refinement relation by providing the correspondence matrices required to witness 1Rq0 . The matrices for the other states can be obtained in a similar manner. Let x = (x1 , x2 , x3 , x4 , x5 ) be a transition vector such that ϕ3 (1)(x) holds. Define ∆ as follows: for all 1 ≤ i ≤ 5, if xi = 0, then for all q ∈ Q define ∆i,q = 0. Otherwise, define:



∆2,q = 0 for all q ̸∈ Q hc



∆3,q = 0 for all q ̸∈ Q c



∆4,q = 0 for all q ̸∈ Q h 



∆5,q = 0 for all q ̸∈ Q ∅   nhc  hc hc − mi ) x2 − mj   j =1   nhc   hc hc (U − m )



∆2,qhc i



(Uihc







1  hc m + = i x2  



j



j



j =1



 ∆







3,qci



1  c m + = i x3  



 (



Uic



mci



−



) x3 −



nc 



 mcj



    



j =1 nc 



(Ujc − mcj )



j =1











∆4,qh i



(  h m + = i x4   1 



Uih



−



mhi



) x4 −



nh 



 mhj



j=1 nh 



(Ujh − mhj )



    



j =1







 (Ui − mi ) x5 − ∅



∆5,q∅ i







1  ∅ m + = i x5  



∅



n∅  j =1



n∅ 



(Uj∅ − m∅j )



 ∅



mj



  .  



j=1



By construction, we have that for all 1 ≤ i ≤ 5, if xi > 0, then q∈Q ∆i,q = 1. Moreover, by (4) and since ϕ3 (1)(x) holds, we also have that ϕ(q0 )(x∆) holds. Thus ∆ is a correspondence matrix and we have that S3 ≼ S.
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Since weak refinement for IMCs implies inclusion of sets of implementations [11], we have that all implementations of S3 are also implementations of S, and consequently implementations of both S1 and S2 . Consider now the implementation I6 given in Fig. 2(i). It is obvious that I6 satisfies S3 . However, the probability to reach a state with valuation {h} or {hc } in I6 is 0.6, which means that I6 does not satisfy S2 . As a consequence, S is not a greatest lower bound for S1 and S2 . This concludes the proof.  According to the above theorem, working with intervals is not enough to capture conjunction. A similar proof can be used to show that intervals cannot capture structural composition, either. In the next section, we present Constraint Markov Chains, a new specification theory for stochastic systems where intervals are replaced by general constraints. 3. Constraint Markov Chains We now introduce the concept of Constraint Markov Chains that was proposed in [12]. Unlike to IMCs, CMCs have all the closure properties expected of a specification theory. Let A, B be sets of propositions with A ⊆ B. If T ⊆ 2B , then T↓A ≡ {W↓A | W ∈ T }. For W ⊆ A define the extension of W to B as W ↑B ≡ {V ⊆ B | V↓A = W }, so the set of sets whose restriction to A is W . Lift it to sets of sets as follows: if T ⊆ 2A then T ↑B ≡ {W ⊆ B | W↓A ∈ T }. Let M , ∆ ∈ [0, 1]n×k be two matrices and x ∈ [0, 1]k be a vector. We write Mij for the cell in ith row and jth column of M , Mp for the pth row of M, and xi for the ith element of x. Finally, ∆ is a correspondence matrix



k



iff 0 ≤ j=1 ∆ij ≤ 1 for all 1 ≤ i ≤ n. Constraint Markov Chains (CMCs for short) are a finite representation for a possibly infinite set of MCs. Roughly speaking, CMCs generalize MCs in that, instead of specifying a concrete transition matrix, they only constrain probability values in the matrix. Constraints are modeled using a characteristic function, which for a given source state and a distribution of probabilities of leaving the state evaluates to 1 iff the distribution is permitted by the specification. Similarly, instead of a concrete valuation function for each state, a constraint on valuations is used. Here, a valuation is permitted iff it is contained in the set of admissible valuations of the specification. Definition 6 (Constraint Markov Chain). A Constraint Markov Chain is a tuple S = ⟨{1, . . . , k}, o, ϕ, A, V ⟩, where {1, . . . , k} A



is a set of states containing the initial state o, A is a set of atomic propositions, V : {1, . . . , k} → 22 is a set of admissible state valuations and ϕ : {1, . . . , k} → [0, 1]k → {0, 1} is a constraint function such that if ϕ(j)(x) = 1 then the x vector is a k probability distribution: x ∈ [0, 1]k and i=1 xi = 1. An Interval Markov Chain is in fact a CMC whose constraint functions are represented by intervals, so for all 1 ≤ i ≤ k there exist constants αi , βi such that ϕ(j)(x) = 1 iff ∀1 ≤ i ≤ k, xi ∈ [αi , βi ]. The notion of satisfaction, an extension of satisfaction for IMCs of Section 2, links Markov Chains and Constraint Markov Chains: Definition 7 (Satisfaction Relation). Let P = ⟨{1, . . . , n}, oP , M , AP , VP ⟩ be a MC and S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be a CMC with AS ⊆ AP . Then R ⊆ {1, . . . , n} × {1, . . . , k} is a satisfaction relation between states of P and S iff whenever pRu then 1. VP (p)↓AS ∈ VS (u), and n×k 2. There exists a correspondence matrix k∆ ∈ [0, 1] such that ′ • for all 1 ≤ p ≤ n with Mpp′ ̸= 0, j=1 ∆p′ j = 1; • ϕ(u)(Mp ∆) holds and • if ∆p′ u′ ̸= 0 then p′ Ru′ . CMC P satisfies S, written P |H S, iff oP RoS . The set of all implementations of S is denoted by [[S ]] = {P | P |H S }. Consistency. A CMC S is consistent if it admits at least one implementation. We say that a state is inconsistent iff its set of admissible valuations is empty, or if its constraint is unsatisfiable. Consistency of all states implies consistency of the CMC, but a CMC having some inconsistent states may still be consistent. It is known [15] that consistency of a CMC can be decided with a pruning algorithm. The pruning operator β is defined as follows. We begin with the set of inconsistent states, and propagate inconsistency backwards using a co-inductive fixedpoint algorithm. Let S = ⟨{1, . . . , k}, o, ϕ, A, V ⟩ be a CMC.



• If the initial state o is locally inconsistent, then let β(S ) = ∅. • If S does not contain locally inconsistent states, then β(S ) = S. • Otherwise, proceed in two steps. Let k′ < k be the number of locally consistent states. Then define a function ν : {1, . . . , k} → {⊥, 1, . . . , k′ }. All inconsistent states are mapped to ⊥, i.e. for all 1 ≤ i ≤ k take ν(i) = ⊥ iff [(V (i) = ∅) ∨ (∀x ∈ [0, 1]k , ϕ(i)(x) = 0)]. All remaining states are mapped injectively into {1, . . . , k′ } : ν(i) ̸= ⊥ H⇒ ∀j ̸= i, ν(j) ̸= ν(i). Then let β(S ) = ⟨{1, . . . , k′ }, ν(o), ϕ ′ , A, V ′ }, where V ′ (i) = V (ν −1 (i)) and for all 1 ≤ j ≤ k′ the constraint ϕ ′ (j)(y1 , . . . , yk′ ) is: ∃x1 , . . . , xk such that       ν(q) = ⊥ ⇒ xq = 0 ∧ ∀1 ≤ l ≤ k′ : yl = xν −1 (l) ∧ ϕ(ν −1 (j))(x1 , . . . , xk ) . The fixpoint of β preserves the set of implementations [15]: [[S ]] = [[β ∗ (S )]].
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(b) The first application of pruning: β(S ).



(a) CMC S.



(c) The fixpoint of the pruning algorithm: β ∗ (S ). Fig. 3. Two different steps of the pruning algorithm.



Example. Fig. 3 illustrates how pruning is performed for the CMC S in three steps. Single valuation normal form. A CMC S = ⟨{1, . . . , k}, o, ϕ, A, V ⟩ is said to be in single valuation normal form, if all state valuations are singletons, i.e. if ∀i ∈ {1, . . . , k}, |V (i)| = 1. The single valuation normal form plays a central role in both determinism and abstraction. As is mentioned in [15], a consistent CMC, for which the initial state o satisfies that |V (o)| = 1, can be transformed into a CMC in single valuation normal form with the same implementation set. The process, called normalization, is performed by the following algorithm: Definition 8 (Normalization). Let S = ⟨{1, . . . , k}, o, ϕ, A, V ⟩ be a CMC. The normalization of S is only defined if o is in single valuation normal form (i.e. |V (o)| = 1) and if there exists a function N : {1, . . . , k} → 2{1,...,m} such that: 1. {1, . . . , m} = ∪i∈{1,...,k} N (i); 2. For all 1 ≤ i ̸= j ≤ k, N (i) ∩ N (j) = ∅; 3. ∀1 ≤ i ≤ k, |N (i)| = |V (i)|. Under these assumptions, the normalization of S is the CMC N (S ) = ⟨{1, . . . , m}, o′ , ϕ ′ , A, V ′ ⟩ such that N (o) = o′ and 1. 2. 3. 4.



∀1 ≤ j ≤ m, |V ′ (j)| = 1; ∀1 ≤ i ≤ k, V (i) = ∪u∈N (i) V ′ (u); ∀1 ≤ i ≤ k, ∀u, v ∈ N (i), u ̸= v ⇐⇒ V ′ (u ) ̸= V ′ (v);  ′ −1 ∀1 ≤ j ≤ m.ϕ (j)(x1 , . . . , xm ) = ϕ(N (j))( u∈N (1) xu , . . . , u∈N (k) xu ).



Comparing specifications is central to stepwise design methodologies. Usually specifications are compared using a refinement relation. Roughly, if S1 refines S2 , then any model of S1 is also a model of S2 . We recall two syntactic notions of refinement for CMCs [12] that extend the refinements for IMCs [11,16] presented above. We begin with the strong refinement: Definition 9 (Strong Refinement). Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be CMCs with A2 ⊆ A1 . A relation R ⊆ {1, . . . , k1 } × {1, . . . , k2 } is a strong refinement relation between states of S1 and S2 iff whenever v Ru then 1. V1 (v)↓A2 ⊆ V2 (u), and 2. There exists a correspondence matrix ∆ ∈ [0, 1]k1 ×k2 such that for all probability distribution vectors x ∈ [0, 1]k1 if ϕ1 (v)(x) holds then k • for all S1 states 1 ≤ i ≤ k1 , xi ̸= 0 H⇒ j=2 1 ∆ij = 1; • ϕ2 (u)(x∆) holds and • if ∆v′ u′ ̸= 0 then v ′ Ru′ . We say that S1 strongly refines S2 iff o1 Ro2 . Strong refinement imposes a ‘‘fixed-in-advance’’ correspondence matrix regardless of the probability distribution satisfying the constraint function. In contrast, the weak refinement allows choosing a different correspondence matrix for each probability distribution satisfying the constraint:
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(a) CMC S1 is non-deterministic.



)



–



(b) CMC S2 is deterministic.



Fig. 4. A non-deterministic CMC and a deterministic CMC.



Definition 10 (Weak Refinement). Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be CMCs with A2 ⊆ A1 . The relation R ⊆ {1, . . . , k1 } × {1, . . . , k2 } is a weak refinement relation iff v Ru implies: 1. V1 (v)↓A2 ⊆ V2 (u) and 2. For any distribution x ∈ [0, 1]k1 satisfying ϕ1 (v)(x), there exists a correspondence matrix ∆ ∈ [0, 1]k1 ×k2 such that k • for all S1 states 1 ≤ i ≤ k1 , xi ̸= 0 H⇒ j=2 1 ∆ij = 1; • ϕ2 (u)(x∆) holds and • ∆v′ u′ ̸= 0 ⇒ v ′ Ru′ . CMC S1 (weakly) refines S2 , written S1 ≼ S2 , iff o1 Ro2 . In [12], we have shown that strong refinement implies weak refinement that also implies implementation set inclusion. We also showed that the reverse of those implications does not hold. The exception is for deterministic CMCs, which are introduced hereafter. Determinism. A CMC S is deterministic iff for every state i, states reachable from i have pairwise disjoint admissible valuations. CMCs are not closed under determinization. More precisely, there exists a non-deterministic CMC for which there is no deterministic CMC accepting the same set of models. In [12], we have proposed a determinization algorithm for CMCs, which computes a deterministic CMC accepting all models of the original CMC. Example. Fig. 4 shows a non-deterministic and a deterministic CMC. Indeed the only discrepancy of S2 with respect to S1 is that V2 (2) = {{n}}, and this ensures that the states reachable from state 1 of S2 has pairwise disjoint valuations. Theorem 11 ([15]). For deterministic CMCs, strong refinement coincides with weak refinement and inclusion set implementation. A good compositional theory comes together with two composition operations. The first composition is structural and allows to combine components. The second operation, which is often called conjunction, is logical and allows to take the intersection of a set of requirements. Structural composition. This composition mimics the classical composition on transition systems at the specification level. We first present the composition between two MCs and then the one between CMCs. Definition 12 (Parallel Composition of MCs). Let P1 = ⟨{1, . . . , n1 }, o1 , M ′ , A1 , V1 ⟩ and P2 = ⟨{1, . . . , n2 }, o2 , M ′′ , A2 , V2 ⟩ be two MCs with A1 ∩ A2 = ∅. The parallel composition of P1 and P2 is the MC P1 ∥ P2 = ⟨{1, . . . , n1 } × ′ ′′ Mqs ; and V ((p, q)) = {1, . . . , n2 }, (o1 , o2 ), M , A1 ∪ A2 , V ⟩ where: M ∈ [0, 1](n1 ×n2 )×(n1 ×n2 ) is such that M(p,q)(r ,s) = Mpr V1 (p) ∪ V2 (q). Definition 13 (Parallel Composition of CMCs). Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be CMCs with A1 ∩ A2 = ∅. The parallel composition of S1 and S2 is the CMC S1 ∥ S2 = ⟨{1, . . . , k1 }×{1, . . . , k2 }, (o1 , o2 ), ϕ, A1 ∪ A2 , V ⟩, where ϕ((u, v))(z1,1 , z1,2 , . . . , z2,1 , . . . , zk1 ,k2 ) = ∃x1 , . . . , xk1 , y1 , . . . , yk2 ∈ [0, 1] such that ∀(i, j) ∈ {1, . . . , k1 } × {1, . . . , k2 } we have zi,j = xi yj and ϕ1 (u)(x1 , . . . , xk1 ) = ϕ2 (v)(y1 , . . . , yk2 ) = 1. Finally, V ((u, v)) = {Q1 ∪ Q2 | Q1 ∈ V1 (u), Q2 ∈ V2 (v)}. By inspecting the above definition, the reader shall intuitively understand that the composition of two IMCs1 is generally not an IMC. Examples are presented in [15], and a formal proof can be obtained by following the proof for conjunction we introduced in Section 2. It is known [15], that structural composition has the property of independent implementability:



1 As IMCs are subsets of CMCs, the composition of two IMCs is defined as their CMC composition.
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(a) Two CMCs S and S ′ .



)



–
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(b) S ∥ S ′ .



(c) Synchronizer Sync.



(d) (S ∥ S ′ ) ∧ Sync. Fig. 5. Parallel composition and synchronization of CMCs.



Theorem 14. If S1′ , S2′ , S1 , S2 are CMCs then S1′ ≼ S1 and S2′ ≼ S2 implies S1′ ∥ S2′ ≼ S1 ∥ S2 , so the weak refinement is a precongruence with respect to parallel composition. Consequently, for any MCs P1 and P2 we have that P1 |H S1 ∧ P2 |H S2 implies P1 ∥ P2 |H S1 ∥ S2 . Observe that one cannot combine CMCs sharing atomic propositions. Indeed, this would create a dependency between the probability distributions. In order to synchronize an atomic action, one will have to combine structural composition with the logical composition described hereafter. This reflects the principle of separation of concerns for composition, introduced for transition systems in [17]. It is also, at large, followed by formalisms like Interface Automata [6], which apply inconsistency elimination after computing the composition. Logical composition. This operation, also called conjunction, combines requirements of several specifications. Definition 15 (Conjunction). Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be two CMCs. The conjunction of S1 and S2 , written S1 ∧ S2 , is the CMC S = ⟨{1, . . . , k1 } × {1, . . . , k2 }, (o1 , o2 ), ϕ, A, V ⟩ with A = A1 ∪ A2 , V ((u, v)) = V1 (u)↑A ∩ V2 (v)↑A , and



 ϕ((u, v))(x1,1 , x1,2 , . . . , x2,1 , . . . , xk1 ,k2 ) ≡ ϕ1 (u)



k2  j =1



x1,j , . . . ,



k2  j =1



 xk1 ,j



 ∧ ϕ2 (v)



k1  i=1



xi,1 , . . . ,



k1 



 xi,k2



.



i=1



Conjunction may introduce inconsistent states. Indeed, the intersection between the sets of valuations of two states may be empty. Conjunction should thus normally be followed by applying the pruning algorithm. In [12], we proved that conjunction of two specifications coincides with their greatest lower bound with respect to the weak refinement (also called shared refinement). Theorem 16. Let S1 , S2 and S3 be three CMCs. We have (a) ((S1 ∧ S2 ) ≼ S1 ) and ((S1 ∧ S2 ) ≼ S2 ) and (b) if (S3 ≼ S1 ) and (S3 ≼ S2 ), then S3 ≼ (S1 ∧ S2 ). The first consequence of the above theorem is that conjunction with another specification is a monotonic operator with respect to weak refinement. Furthermore, the set of implementations of a conjunction of two specifications S1 and S2 coincides with the intersection of implementation sets of S1 and S2 (the greatest lower bound in the lattice of implementation sets). Combining compositions. One shall observe that logical and structural composition can be fruitfully composed. For example, any structural composition can be followed by a logical composition to synchronize on sets of atomic propositions. Finally, structural composition refines logical composition, but the reverse does not hold. Example. This example illustrates how synchronization on a parallel composition of S and S ′ in Fig. 5(a) can be achieved, by conjoining the parallel composition in Fig. 5(b) with a synchronizer Sync (Fig. 5(c)). This particular synchronizers removes the valuations from S ∥ S ′ that do not satisfy (a = d) ∧ (b = ¬c ), giving rise to the CMC in Fig. 5(d). An inconsistency appears in state (1, 1) of (S ∥ S ′ ) ∧ Sync meaning that this CMC is inconsistent and there is no implementation of the two CMCs that obey the synchronizer.
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(a) CMC S1 representing Researcher 1.



)



–



(b) CMC S2 representing Researcher 2.



Fig. 6. Example of two researchers.



Fig. 7. CMC S12 representing the independent parallel composition of Researchers 1 and 2.



4. Abstraction As any existing formal technique, CMCs may suffer from the so called state-space explosion problem. A solution to this problem is the one of abstraction. The technique aims at model reduction by collapsing sets of concrete states to abstract states. Here, we propose to conduct such an abstraction by partitioning the set of concrete states into a set of smaller size. We will also propose another abstraction that permits to replace a CMC by an IMC. Let us introduce an example that will be used through the rest of the section. Example. Consider four researchers that behave identically. In the initial state, Researcher i writes a paper. This is represented with the atomic proposition wi . Then, with probability 1, the researcher sends the paper to a conference, represented with the atomic proposition si . The paper is accepted with a probability greater than 20% (atomic proposition ai ), and rejected with a probability below 80% (ri ). In both cases, the researcher goes back to writing. Researcher i is represented with the CMC Si = ⟨{1, 2, 3, 4}, 1, ϕi , {wi , si , ai , ri }, Vi ⟩. The model of Researcher 1 is given in Fig. 6(a) and Researcher 2 is specified in Fig. 6(b). Since the models are independent (their sets of atomic propositions are disjoint), we can compute their parallel composition S12 , shown in Fig. 7. 4.1. State-based abstraction We consider an abstraction function that works by abstracting the set  of states. A state abstraction function is a surjection α : {1, . . . , k} → {1, . . . , k′ } for some k′ ≤ k, such that {1, . . . , k} = i′ ∈{1,...,k′ } α −1 (i′ ) (totality). The state abstraction of a distribution µ over {1, . . . , k}, denoted α(µ) ∈ Dist({1, . . . , k′ }), is defined as α(µ)(i′ ) =  µ(α −1 (i′ )) = i∈α−1 (i′ ) µ(i) for all i′ ∈ {1, . . . , k′ }. Definition 17 (State Abstraction). Let S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be a CMC and let α : {1, . . . , k} → {1, . . . , k′ } be a state abstraction function. The CMC α(S ) = ⟨{1, . . . , k′ }, α(oS ), ϕ ′ , AS , VS′ ⟩ is induced by α such that



ϕ ′ (i′ )(y1 , . . . , yk′ ) ≡ ∃x1 , . . . , xk ∈ [0, 1] : (y1 , . . . , yk′ ) = α((x1 , . . . , xk )) ∧







ϕ(i)(x1 , . . . , xk ),



and



i∈α −1 (i′ )



VS′ (i′ ) =







VS (i).



i∈α −1 (i′ )



The following theorem shows that the above construction is indeed an abstraction with respect to refinement.
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Fig. 8. CMC α(S12 ) representing the state-abstraction of CMC S12 .



Theorem 18. Let S be a CMC. It holds that S ≼ α(S ). Proof. Let S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be a CMC, let α : {1, . . . , k} → {1, . . . , k′ } be a state abstraction function, and let α(S ) = ⟨{1, . . . , k′ }, α(oS ), ϕ ′ , AS , VS′ ⟩ be the CMC induced by α . We define a relation R ⊆ {1, . . . , k} × {1, . . . , k′ } such that uRv ⇐⇒ α(u) = v . We show that R is a weak refinement relation. 1. By definition, we have VS (u) ⊆







i∈α −1 (v) k×k′



VS (i) = VS′ (v).



2. Construct the matrix ∆ ∈ [0, 1] as ∆ii′ = 1 if α(i) = i′ and 0 otherwise. By construction, this is a correspondence k matrix. Let x ∈ [0, 1] be such that ϕ(u)(x) holds.



• Let i ∈ {1, . . . , k} be such that xi ̸= 0. We have that α(i) = i′ for exactly one i′ ∈ {1, . . . , k′ }, so • Let i ∈ {1, . . . , k′ }. The i’th entry of x∆ is computed as k   [x∆]i = xj ∆ji = xj =



j=1



∆ij = 1.



j:α(j)=i



j=1







k′



xj ,



j∈α −1 (i)



so α(x) = x∆. By this fact, ϕ ′ (v)(x∆). • Assume that for u′ ∈ {1, . . . , k} and v ′ ∈ {1, . . . , k′ } that ∆u′ v′ ̸= 0. By definition α(u′ ) = v ′ and therefore u′ Rv ′ . Finally, since oS Rα(oS ), we conclude that R is a weak refinement relation.







Example. Continuing our running example, we consider the two researchers and their composition that are given in Figs. 6 and 7, respectively. We consider the case where one is only interested in the acceptance of at least one paper. In order to avoid state-space explosion when composing with other CMCs, we suggest to group states that represent the acceptance of at least one paper, i.e. States (3, 3), (3, 4) and (4, 3) in CMC S12 . This is done with the following state abstraction function:



 (1, 1) →     ( 2, 2) →   (3, 3) → α: (3, 4) →     (4, 3) → (4, 4) →



1′ 2′ 3′ 3′ 3′ 4′ .



CMC α(S12 ) is given in Fig. 8, where State 3′ is an abstraction for all the states of S12 where at least 1 paper is accepted. State-abstractions can be composed as follows: Let α1 : Q1 → Q1′ and α2 : Q2 → Q2′ be two state abstractions, we define the composition of α1 and α2 as the state-abstraction α1 × α2 : Q1 × Q2 → Q1′ × Q2′ such that for all q1 ∈ Q1 and q2 ∈ Q2 , (α1 × α2 )(q1 , q2 ) = (α1 (q1 ), α2 (q2 )). The following theorem states that abstraction is compositional. Theorem 19. Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be CMCs with A1 ∩ A2 = ∅, and let α1 : {1, . . . , k1 } → {1, . . . , k′1 } and α2 : {1, . . . , k2 } → {1, . . . , k′2 } be state abstraction functions. It holds that α1 (S1 ) ∥ α2 (S2 ) = (α1 × α2 )(S1 ∥ S2 ) up to isomorphism. Proof. Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be CMCs with A1 ∩ A2 = ∅, and let α1 : {1, . . . , k1 } → {1, . . . , k′1 } and α2 : {1, . . . , k2 } → {1, . . . , k′2 } be state abstraction functions. We build CMCs α1 (S1 ) ∥ α2 (S2 ) and (α1 × α2 )(S1 ∥ S2 ), and show that they are syntactically equivalent.
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)
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• α1 (S1 ) ∥ α2 (S2 ) = ⟨{1, . . . , k′1 } × {1, . . . , k′2 }, (α1 (o1 ), α2 (o2 )), ϕ, A1 ∪ A2 , V ⟩, with ′ ′ – ϕ((i′ , j′ ))(z ) = 1 iff there exists x′ ∈ [0, 1]k1 and y′ ∈ [0, 1]k2 such that z(i′′ ,j′′ ) = x′i′′ y′j′′ for all i′′ , j′′ , and there exists x ∈ [0, 1]k1 and y ∈ [0, 1]k2 such that x′ = α1 (x), y′ = α2 (y) and there exists i ∈ α1−1 (i′ ) and j ∈ α2−1 (j′ ) such that ϕ1 (i)(x) = ϕ2 (j)(y) = 1. – V ((i′ , j′ )) = {Q1 ∪ Q2 | Q1 ∈ ∪i∈α −1 (i′ ) V1 (i) and Q2 ∈ ∪j∈α −1 (j′ ) V2 (j)}. 2 1 • (α1 × α2 )(S1 ∥ S2 ) = ⟨{1, . . . , k′1 } × {1, . . . , k′2 }, (α1 (o1 ), α2 (o2 )), ϕ ′ , A1 ∪ A2 , V ′ ⟩, with – ϕ ′ ((i′ , j′ ))(z ′ ) = 1 iff there exists z ∈ [0, 1]k1 ×k2 such that z ′ = (α1 ×α2 )(z ) and there exists (i, j) ∈ (α1 ×α2 )−1 ((i′ , j′ )) such that there exists x ∈ [0, 1]k1 and y ∈ [0, 1]k2 such that zi′′ ,j′′ = xi′′ yj′′ for all i′′ , j′′ and ϕ1 (i)(x) = ϕ2 (j)(y) = 1. – V ′ ((i′ , j′ )) = ∪(i,j)∈(α1 ×α2 )−1 ((i′ ,j′ )) {Q1 × Q2 | Q1 ∈ V1 (i) and Q2 ∈ V2 (j)}. Since, by construction, (α1 × α2 )−1 (i′ , j′ ) = α1−1 (i) × α2−1 (j), both the constraint functions ϕ and ϕ ′ and the valuation functions V and V ′ are equivalent.  4.2. From CMCs to IMCs One of the problems of CMCs is that the constraints obtained after composition may be too complex to be efficiently handled by tools. A solution is to abstract those constraints with intervals. This is done by an abstraction χ that builds an IMC χ(S ) from a given CMC S. Unlike the state abstraction, the constraint abstraction does not merge states, but it simplifies the probability constraints. Definition 20 (Constraint Abstraction). Let S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be a CMC and let C ⊆ {1, . . . , k}. The constraintabstracted CMC χ (S ) = ⟨{1, . . . , k}, oS , ϕ ′ , AS , VS ⟩ is defined such that for all 1 ≤ i ≤ k and y ∈ [0, 1]k ,



ϕ ′ (i)(y1 , . . . , yk ) ≡



k  j=1



yj ∈ Iji ∧



k 



yj = 1,



j =1



where I1i , . . . , Iki are the smallest closed intervals such that ∀x ∈ [0, 1]k , ϕ(i)(x) ⇒



k



j =1



xj ∈ Iji .



We now show that the constraint abstraction presented above is indeed an abstraction, i.e. for all CMC S, we have S ≼ χ(S ). Theorem 21. Let S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be a CMC. Then S ≼ χ (S ). Proof. We define a relation R ⊆ {1, . . . , k} × {1, . . . , k} such that uRv ⇐⇒ u = v . Consider such u and v . We show that R is a weak refinement relation. 1. By definition, we have VS (u) ⊆ VS (v). 2. Construct the matrix ∆ ∈ [0, 1]k×k as ∆ii′ = 1 if i = i′ and 0 otherwise. Observe that ∆ is a correspondence matrix. Let x ∈ [0, 1]k be such that ϕ(u)(x).  • Let i ∈ {1, . . . , k} be such that xi ̸= 0. We have that i = i′ for exactly one i′ ∈ {1, . . . , k}, so kj=1 ∆ij = 1. • Since ∆ is the identity matrix, it holds that x∆ = x. Let 1 ≤ i ≤ k. By definition, whenever ϕ(u)(x) holds, we have xi ∈ Iiu , and thus xi ∈ Iiv . As a consequence, ∀1 ≤ i ≤ k, we have xi ∈ Iiv . Thus ϕ ′ (v)(x) holds. • Assume that for u′ ∈ {1, . . . , k} and v ′ ∈ {1, . . . , k} that ∆u′ v′ ̸= 0. By definition u′ = v ′ and therefore u′ Rv ′ . Finally, since oS RoS , we conclude that R is a weak refinement relation.







Example. Continuing our running example, we observe that the constraints of CMC α(S ) in Fig. 8 are quite complex. We propose to use constraint-abstraction in order to produce a CMC χ (α(S12 )) with simpler constraints using intervals. Such CMC is given in Fig. 9. Observe that the new intervals obtained in χ (α(S12 )) ensure that the probability of having at least one paper accepted will be greater than 36%. We now show that χ characterizes the smallest IMC in single valuation normal form that abstracts a deterministic CMC in single valuation normal form. Observe that this results does not hold in general for non deterministic CMCs. Theorem 22. Let S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be a CMC. If S is deterministic and in single valuation normal form, then χ (S ) is the smallest IMC in single valuation normal form abstracting S, i.e. for all IMCs S ′ in single valuation normal form, such that S ≼ S ′ , it holds that χ (S ) ≼ S ′ . Proof. Let S = ⟨{1, . . . , k}, oS , ϕ, AS , VS ⟩ be a CMC and let S ′ = ⟨{1, . . . , m}, oS ′ , ϕS ′ , AS ′ , VS ′ ⟩ be an IMC, both in single valuation normal form. Assume that S is deterministic and that S ≼ S ′ holds. Let R ⊆ {1, . . . , k} × {1, . . . , m} be the weak refinement relation witnessing this. Let χ (S ) = ⟨{1, . . . , k}, oS , ϕ ′ , AS , VS′ ⟩. Define the relation R′ := R. We show that R′ is a weak refinement relation between χ (S ) and S ′ . Let u ∈ {1, . . . , k} and v ∈ {1, . . . , m} be such that uRv . Let 1 ≤ i ≤ k and Ki be the set of states j of S ′ such that iR′ j. Formally, Ki = {j ∈ {1, . . . , m} | iR′ j}. Observe that since S is deterministic and S ′ is in single valuation normal form, we have Ki ∩ Ki′ = ∅ for all i ̸= i′ such that there exist x and y ∈ [0, 1]k such that ϕ(u)(x) = ϕ(u)(y) = 1 and xi > 0 and yi′ > 0 (A).
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Fig. 9. The constraint-abstraction χ(α(S12 )) of CMC α(S12 ).



Let S ′ i = [lui , uui ], 1 ≤ i ≤ k be the intervals associated to u in χ (S ) and let [mvj , Mjv ], 1 ≤ j ≤ m be the intervals associated to v in S ′ . l ,i Let 1 ≤ i ≤ k and let xl,i ∈ [0, 1]k be such that ϕ(u)(xl,i ) holds and xi = lui . Such an xl,i exists because of the definition of l ,i χ(S ). Since uRv , there exists a correspondence matrix ∆ such that ϕS ′ (v)(xl,i ∆l,i ) holds. As a consequence, we have that u



∆li,,ij = 0



∀j ̸∈ Ki ,



(5)



∆li,′ ji



∀i ̸= i, ∀j ∈ Ki , ′



= 0.



(6)



By R, we have that for all 1 ≤ i′ ≤ k, lui . Thus, by (5), we have that



l,i



l,i







j∈Ki







l ,i



1≤j≤m lui .



l ,i



l ,i



xi′ ∆i′ ,j = xi′ . In particular, for i′ = i, we have that



xi ∆i,j =



Moreover, since ϕS ′ (x ∆ ) holds, we have that for all 1 ≤ j ≤ m, [xl,i ∆l,i ]j ≥ mvj . Thus, l ,i



l ,i



thus obtain that for all j ∈ Ki , lui ≥











1≤i′ ≤k



l,i



l,i



l ,i







1≤i′ ≤k



xi′ ∆i′ ,j = xi ∆i,j ≥ mvj . As a consequence, we have



l ,i







1≤j≤m



l ,i



l ,i



l,i



xi ∆i,j = xi =



l ,i



xi′ ∆i′ ,j ≥ mvj . By (6), we



mvj .



j∈Ki



Similarly, we obtain that for all 1 ≤ i ≤ k,







mvj ≤ lui



and uui ≤







Mjv .



j∈Ki



j∈Ki



We now show that R′ is a weak refinement relation. Let u ∈ {1, . . . , k} and v ∈ {1, . . . , m} be such that uR′ v . 1. Since uRv , we have that VS (u) ⊆ VS (v). By definition of χ (S ), we thus have VS′ (u) ⊆ VS (v). 2. Let x ∈ [0, 1]k be such that ϕ ′ (u)(x) holds, i.e. ∀1 ≤ i ≤ k, lui ≤ xi ≤ uui . We define a correspondence matrix ∆′ as follows: for all 1 ≤ i ≤ k such that xi = 0, let ∆′i,j = 0 for all j. Otherwise, define



       1











mvj′ (Mjv − mvj ) xi −   v j′ ∈Ki m +  v j ∆′i,j = xi  (Mj′ − mvj′ )   ′ ∈K  j i     











    



if j ∈ Ki



0



By definition, we have that whenever xi > 0,



otherwise.



m



′ j=1 ∆i,j



= 1. Let 1 ≤ j ≤ m. By the observation (A) above, there exists at



most one 1 ≤ ij ≤ k such that xij > 0 and j ∈ Ki . Consider y = x∆′ . If there is no ij such that xij > 0, then it holds that mvj = 0 and mvj ≤ yj ≤ Mjv . Otherwise, by definition,



 v



yj =



k 



v



(Mj − mj ) xij − xi ∆′i,j



v



j′ ∈K j i



= xij ∆ij ,j = mj + ′



 







i =1



j′ ∈ K j



(Mjv′ − mvj′ )



v



mj′



.



i



v



v



≤ xij , we have yj ≥ mj . Similarly, since xij ≤ uuij ≤ j′ ∈K j i As a consequence, ϕS ′ (v)(y) holds. 3. Finally, whenever ∆′i,j > 0, we have j ∈ Ki and as a consequence, iR′ j. Since







m j′ ≤



luij







j′ ∈K j i



Mjv′ , we have yj ≤ Mjv .



Since oS RoS ′ , we have oS R′ oS ′ and we conclude that R′ is a weak refinement relation.
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(b) The constraint abstraction χ(S ) of CMC S.



(a) A non-deterministic CMC S.



(c) IMC S ′ such that S ≼ S ′ and χ(S ) ̸≼ S ′ .



(d) A MC I such that I |H χ(S ) and I ̸|H S ′ .



Fig. 10. A counter-example for Theorem 22 in the non-deterministic case.



The above theorem holds for the case where CMC S is both deterministic and in single valuation normal form. Otherwise χ (S ) may not be the smallest IMC abstracting S. Consider applying χ to the nondeterministic CMC S = ⟨{1, 2, 3, 4, 5}, 1, ϕ, {a, b, c }, V ⟩ given in Fig. 10(a). The result is the IMC χ (S ) given in Fig. 10(b). Consider now IMC S ′ , given in Fig. 10(c). S ′ abstracts S by merging states 2 and 3 into a single state 2′ . It is easy to see that S ≼ S ′ . However, χ (S ) is not a refinement for S ′ . Indeed, MC I, given in Fig. 10(d), is an implementation of χ (S ) but not an implementation of S ′ . As a consequence, χ (S ) is not the smallest IMC abstracting S. Contrary to state abstraction, constraint abstraction is not fully compositional. This is not surprising as the composition of two Interval Markov Chains is not an Interval Markov Chain. Formally: Proposition 23. Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be two CMCs with A1 ∩ A2 = ∅. We have χ (S1 ) ∥ χ (S2 ) ≼ χ (S1 ∥ S2 ). Proof. Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be two CMCs with A1 ∩ A2 = ∅. Let χ χ χ S1 ∥ S2 = ⟨{1, . . . , k1 }×{1, . . . , k2 }, (o1 , o2 ), ϕ∥ , A1 ∪ A2 , V∥ ⟩ be their parallel composition, and let ϕ1 , ϕ2 , ϕ∥ and ϕ χ denote respectively the constraints of χ (S1 ), χ (S2 ), χ (S1 ∥ S2 ) and χ (S1 ) ∥ χ (S2 ). By construction, it holds that (χ (S1 ) ∥ χ (S2 )) and χ(S1 ∥ S2 ) have the exact same state-space, initial states, atomic propositions and valuations. We now show that whatever χ solution of ϕ χ is a solution of ϕ∥ . j



(i,j)



Let (Iii′ )i′ ∈{1,...,k1 } be the intervals associated to state i in χ (S1 ). Similarly, let (Jj′ )j′ ∈{1,...,k2 } and (L(i′ ,j′ ) )(i′ ,j′ )∈{1,...,k1 }×{1,...,k2 } be I ,i



I ,i



the intervals associated respectively to state j in χ (S2 ) and to state (i, j) in χ (S1 ∥ S2 ). Additionally, let Iii′ = [mi′ , Mi′ ], let j



J ,j



J ,j



(i,j)



L,(i,j)



L,(i,j)



Jj′ = [mj′ , Mj′ ] and let L(i′ ,j′ ) = [m(i′ ,j′ ) , M(i′ ,j′ ) ]. Consider two states i ∈ {1, . . . , k1 } and j ∈ {1, . . . , k2 }. By contradiction, we show that for all transition vectors x ∈ [0, 1]k1 χ χ χ and y ∈ [0, 1]k2 such that ϕ1 (i)(x) = ϕ2 (y) = 1, it holds that ϕ∥ ((i, j))(z ) = 1, with z ∈ [0, 1]k1 ×k2 such that z(i′ ,j′ ) = xi′ yj′ . χ χ χ k1 k2 Suppose that there exists x ∈ [0, 1] and y ∈ [0, 1] such that ϕ1 (i)(x) = ϕ2 (y) = 1 and ϕ∥ ((i, j))(z ) ̸= 1, with



z ∈ [0, 1]k1 ×k2 such that z(i′ ,j′ ) = xi′ yj′ . As a consequence, there must exist states i′ ∈ {1, . . . , k1 } and j′ ∈ {1, . . . , k2 } such (i,j)



L,(i,j)



L,(i,j)



that xi′ yj′ ̸∈ L(i′ ,j′ ) , thus either xi′ yj′ > M(i′ ,j′ ) , or xi′ yj′ < m(i′ ,j′ ) . j Suppose that the former holds (the second case being similar). By the minimality and convexity of Iii′ and Jj′ , for all constant



ϵ > 0, there must exist x′ ∈ [0, 1]k1 and y′ ∈ [0, 1]k2 such that ϕ1 (i)(x′ ) = ϕ2 (j)(y′ ) = 1 and (xi′ − x′i′ ) < ϵ and (yj′ − y′j′ ) < ϵ . L,(i,j)



Consider ϵ = z ′ ∈ [0, 1]k1 ×k2



(xi′ yj′ −M ′ ′ ) (i ,j )



L,(i,j) . It then holds that x′i′ y′j′ > M(i′ ,j′ ) . However, by hypothesis, we have that the transition vector (i,j) such that z(′i′ ,j′ ) = x′i′ y′j′ satisfies ϕ∥ ((i, j)). This contradicts the definition of L(i′ ,j′ ) . 2



χ



χ



As a consequence, we have that for all transition vectors x ∈ [0, 1]k1 and y ∈ [0, 1]k2 such that ϕ1 (i)(x) = ϕ2 (y) = 1, it χ holds that ϕ∥ ((i, j))(z ) = 1, with z ∈ [0, 1]k1 ×k2 such that z(i′ ,j′ ) = xi′ yj′ . Thus the identity relation is a refinement relation between (χ (S1 ) ∥ χ (S2 )) and χ (S1 ∥ S2 ).  State abstraction and constraint abstraction cannot be compared. Consider CMC S given in Fig. 11(a). Consider the state abstraction α grouping states 2 and 3 of S. The result of applying this abstraction to S , α(S ) is given in Fig. 11(b).
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(b) State abstraction α(S ) of CMC S.



(a) A CMC S.
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(c) Constraint abstraction χ(S ) of CMC S.



Fig. 11. The two abstractions produce incomparable results.



Fig. 12. Composition–abstraction process for the composition of 4 researchers.



The constraint abstraction of S, χ (S ), is given in Fig. 11(c). It is obvious that there is no refinement relation between α(S ) and χ(S ). State 2′ of α(S ) cannot refine states 2 or 3 of χ (S ) as they disagree on valuations. On the other hand, state 1 of χ(S ) cannot refine state 1 of α(S ) due to its constraints. Example. Fig. 12 summarizes the composition/abstraction process computing a single CMC with interval constraints abstracting the composition of 4 independent researchers. Observe that, without abstraction, the resulting CMC would have approximately 44 states. 5. Implementation of the APAC tool APAC is an implementation of the specification theory based on CMCs. APAC can also handle the more recent formalism of Abstract Probabilistic Automata [18] that is a specification theory for probabilistic automata [19].
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Table 1 Operators implemented in the tool. Code



Meaning



S1 wref S2 show S1 D(S1) beta*(S1) N(S1) S1 and S2 C(S1) alpha(S1, ) chi(S1)



Decide if S1 weakly refines S2 Print S1 to the console Decide if S1 is deterministic The pruned version of S1 The normalized version of S1 The conjunction of S1 and S2 Decide if S1 is consistent The state abstraction of S1 The constraint abstraction of S1



5.1. APAC: introduction and functionality The APAC tool is implemented in C# using the Z3 [13] SMT solver developed in Microsoft Research. We exploit the quantifier elimination algorithms for linear arithmetics over real numbers implemented in Z3. Furthermore, we use the ANTLR Parser Generator for parsing the input files, as well as functionality for storing abstract syntax trees for constraints. The tool is freely available at http://www.cs.aau.dk/~mikkelp/apac, including documentation. The input given to APAC is a text file containing one or more definitions of CMCs followed by a statement specifying the operations to be evaluated: Name: S1; AP :(l,m,n,o); state 1:((l)): state 2:((m)): state 3:((n)): state 4:((o)):



x [1]=0.0 && x[2]+x[3] >=7/10 && x[3]+x [4] >=2/10; x [2]=1.0; x [3]=1.0; x [4]=1.0;



Name: S2; AP :(l,m,n,o); state 1:((l)): state 2:((m)): state 3:((n)): state 4:((n)): state 5:((o)):



x [1]=0.0 && x[2]+x[3] >=7/10 && x[4]+x [5] >=2/10; x [2]=1.0; x [3]=1.0; x [4]=1.0; x [5]=1.0;



check : S1 wref S2; show S1; D(S1);



The above example defines CMCs S1 and S2 and, in the final line, requests checking existence of a weak refinement relation between S1 and S2 . Then S1 should be printed to the console, and we check whether S1 is deterministic. All interaction with APAC is done through such statements. Table 1 defines the syntax of the available operators. Variables not mentioned in constraints are free. For example, in state 2 of S1 , variables x[1], x[3], and x[4] are free. In this case, they are effectively forced to equal zero, since all variables in the same probability distribution need to sum up to 1. The (see Table 1) defines how the state space is partitioned for the purpose of a state abstraction. For instance, for a CMC S1 with states {1, 2, 3, 4, 5}, one valid set definition is (1, 2)(3, 4, 5), which leads to the result of the abstraction having 2 states; one state corresponding to the grouping of 1 and 2, and one for the grouping of 3, 4, and 5, respectively. 5.2. Algorithms in APAC In the following we discuss the encoding of some operators in Z3. All the operations that are not discussed here can be easily implemented by following their definitions; with an exception for structural composition. This operation involves multiplication and cannot be handled with Z3. Refinement. We first present a different, but equivalent, definition of weak refinement. This is needed as the classical definition of weak refinement involves multiplication, which is not allowed by Z3. Definition 24 (Weak Refinement). Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be CMCs with A2 ⊆ A1 . The relation R ⊆ {1, . . . , k1 } × {1, . . . , k2 } is a weak refinement relation iff v Ru implies: 1. V1 (v)↓A2 ⊆ V2 (u) and



2. For any distribution x ∈ [0, 1]k1 satisfying ϕ1 (v)(x), there exists a matrix ∆ ∈ [0, 1]k1 ×k2 such that k • For all S1 states 1 ≤ i ≤ k1 , xi = j=2 1 ∆ij ;



• ϕ2 (u)







k1 j =1



∆i1 , . . . ,



k1



j=1



 ∆ik2 holds and
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• ∆v′ u′ ̸= 0 ⇒ v ′ Ru′ . CMC S1 (weakly) refines S2 , written S1 ≼ S2 , iff o1 Ro2 . The computations proceeds by a coinductive iteration until a fixpoint is reached. See Algorithm 1. The outer loop continues as long as changes in the relation are performed (line 5). In each iteration the remaining pairs are considered, and a pair is removed if it violates the requirement on valuations or the requirement on redistribution. The requirement on valuations in line 3 is handled without using Z3. In lines 8–11 we deliver to Z3 an encoding of the correspondence condition for the probability distributions in the definitions of weak refinement. Since the corresponding formula is a sentence (has no free variables), the quantifier elimination algorithm will evaluate the formula to a value of true or false. If it turns out that the refinement between S1 and S2 does not hold, and S1 and S2 are deterministic, consistent, and are in single valuation normal form, APAC provides a counterexample. The counterexample is a Markov Chain P such that P |H S1 and P ̸|H S2 . Since under these conditions S1 ̸≼ S2 is equivalent to [[S1 ]] ̸⊆ [[S2 ]], such a Markov Chain is guaranteed to exist. The algorithm for the counterexample generation relies on the following lemma, which is a direct consequence of determinism and single valuation normal form [15]: Lemma 25 ([15]). Let S = ⟨{1, . . . , k}, o, ϕ, A, V ⟩ and S ′ = ⟨{1, . . . , k′ }, o′ , ϕ ′ , A′ , V ′ ⟩ be deterministic CMCs in single valuation normal form such that S ̸≼ S ′ . Let (i, j) ∈ {1, . . . , k} × {1, . . . , k′ }. For all i′ ∈ {1, . . . , k}, there exists at most ′ one j′ ∈ {1, . . . , k′ } such that V (i′ ) = V ′ (j′ ) and there exists a distribution y ∈ [0, 1]k such that ϕ ′ (j)(y) and yj′ > 0. In what follows, we use succ(i,j) (i′ ) to define the unique state j′ introduced in the previous lemma, if it exists, and ⊥ otherwise. During refinement checking, the tool monitors, for each pair (i, j) if 1. (i, j) was removed from R because of a disagreement on sets of valuations, 2. (i, j) was removed from R because of a non-redistributable distribution π , 3. or (i, j) is still in the relation. Let P = ⟨Q , o, M , A, V ⟩ be defined with



• • • •



Q = {1, . . . , k1 } × ({1, . . . , k2 } ∪ {⊥}), o = (o1 , o2 ), For all (i, j) ∈ Q , V (i, j) = v for the unique v ∈ V1 (i), and For all (i, j) ∈ Q , M is defined as follows: For all i ∈ {1, . . . , k1 }, let the distribution M(i,⊥) (a vector describing probabilities of going from (i, ⊥) to all the other states of Q ) be defined as a distribution ϱ such that there exists π ∈ [0, 1]k1 , ϕ1 (i)(π ), and for all i′ ∈ {1, . . . , k1 }, ϱ((i′ , ⊥)) = π (i′ ), and for all j′ ∈ {1, . . . , k2 }, j′ ̸= ⊥, ϱ((i′ , j′ )) = 0. For all (i, j) in case 1 above, the vector M(i,j) is defined as a distribution ϱ such that there exists π ∈ [0, 1]k1 , ϕ1 (i)(π ), and for all i′ ∈ {1, . . . , k1 }, ϱ((i′ , ⊥)) = π (i′ ), and for all j′ ∈ {1, . . . , k2 }, j′ ̸= ⊥, ϱ((i′ , j′ )) = 0.



Algorithm 1: Checking weak refinement



1 2 3 4 5 6 7 8 9 10 11 12 13 14



Input : CMCs S1 = ⟨{1, . . . , k1 }, o1 , φ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , φ2 , A2 , V2 ⟩ be CMCs with A2 ⊆ A1 Output: A weak refinement relation R that may contain (o1 , o2 ) R = {1, . . . , k1 } × {1, . . . , k2 }; foreach (i, j) ∈ R do if V1 (i)↓A2 * V2 (j) then remove (i, j) from R; repeat changed = false; foreach (i, j) ∈ R do if ¬(∀x ∈ [0, 1]k1 : φ1 (i)(x) ⇒ ∃∆ ∈ [0, 1]k1×k2 :



  k1 k1 φ2 (j) ∆ , . . . , ∆ ∧ i1 ik i =1 i =1 2 k2 ′ ∀1 ≤ i ≤ k1 : xi = j′ =1 ∆i′ j′ ∧ ∀1 ≤ i′ ≤ k1 , ∀1 ≤ j′ ≤ k1 : ∆i′ j′ ̸= 0 ⇒ i′ Rj′ ) then changed = true; remove (i, j) from R; until not changed;
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(a) CMC S1 .



(b) CMC S2 .



)



–



(c) MC P.



Fig. 13. Counterexample generation for refinement checking.



For all (i, j) in case 2 above, there exists a distribution π ∈ [0, 1]k1 that cannot be redistributed. M(i,j) is then defined as the distribution ϱ such that for all i′ ∈ {1, . . . , k1 } and j′ ∈ ({1, . . . , k2 } ∪ {⊥}),



ϱ((i , j )) = ′



′



 ′ π (i ) 0



if succ(i,j) (i′ ) = j′ (possibly ⊥) otherwise.



For all (i, j) in case 3 above, M(i,j) is defined as a distribution ϱ such that there exists π ∈ [0, 1]k1 such that ϕ1 (i)(π ), and for all i′ ∈ {1, . . . , k1 } and j′ ∈ ({1, . . . , k2 } ∪ {⊥}),



ϱ((i′ , j′ )) =



 ′ π (i ) 0



if succ(i,j) (i′ ) = j′ (j′ could be ⊥) otherwise.



Example. Consider CMCs S1 and S2 given in Fig. 13(a) and (b), respectively. These CMCs are consistent, in single valuation normal form, and deterministic. Moreover, S1 ̸≼ S2 with R = {(2, 2′ ), (4, 4′ ), (5, 5′ )} being the relation after termination of the fixpoint loop of the weak refinement algorithm. The above witness generation algorithm computes the MC P in Fig. 13(c). We now show that the above procedure indeed computes a witness for the absence of weak refinement. Theorem 26. Let S1 = ⟨{1, . . . , k1 }, o1 , ϕ1 , A1 , V1 ⟩ and S2 = ⟨{1, . . . , k2 }, o2 , ϕ2 , A2 , V2 ⟩ be consistent, deterministic CMCs in single valuation normal form, such that S1 ̸≼ S2 and A2 ⊆ A1 . For the MC P = ⟨{1, . . . , k1 } × ({1, . . . , k2 } ∪ {⊥}), o, M , A, V ⟩ generated by the above algorithm, it holds that P ∈ [[S1 ]] and P ̸∈ [[S2 ]]. Proof. We prove the two claims separately. P ∈ [[S1 ]] : This is evident using the satisfaction relation,



R = {((i, j), k) ⊆ ({1, . . . , k1 } × ({1, . . . , k2 } ∪ {⊥})) × {1, . . . , k1 } | i = k}. It is clear that (o, o1 ) ∈ R, since o = (o1 , o2 ). P ̸∈ [[S2 ]] : We prove by contradiction that P ̸|H S2 . Suppose that there exists a satisfaction relation RS ⊆ ({1, . . . , k1 } × ({1, . . . , k2 } ∪ {⊥})) × {1, . . . , k2 } such that P |H S2 . Let R ⊆ {1, . . . , k1 } × {1, . . . , k2 } be the relation such that iRj iff. (i, j)RS j. By definition, we have (o1 , o2 )RS o2 , thus o1 Ro2 . By hypothesis, we know that S1 ̸≼ S2 , so R cannot be a refinement relation between S1 and S2 . Since o1 Ro2 , there must exist i ∈ {1, . . . , k1 } and j ∈ {1, . . . , k2 } such that iRj and the conditions for a refinement relation between i and j are broken. Recall that R is a refinement relation if iRj implies: 1. V1 (i)↓A2 ⊆ V2 (j) and 2. for any distribution π ∈ [0, 1]k1 satisfying ϕ1 (i)(π ), there exists a correspondence matrix ∆ ∈ [0, 1]k1 ×k2 such that k • for all S1 states 1 ≤ i′ ≤ k1 , πi′ ̸= 0 H⇒ j′2=1 ∆i′ j′ = 1; • ϕ2 (j)(π ∆) holds and • ∆i′ j′ ̸= 0 ⇒ i′ Rj′ . By definition of P, we have that V ((i, j)) ∈ V1 (i) and |V1 (i)| = 1. By RS , we have that V ((i, j))↓A2 ∈ V2 (j). Thus, since S2 is in single valuation normal form, we have V1 (i)↓A2 = V2 (j).
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As a consequence, the second condition must not hold. Thus, there must exist a vector π ∈ [0, 1]k1 such that ϕ1 (i)(π ) = 1 and for all correspondence matrices ∆ ∈ [0, 1]k1 ×k2 , at least one of the following conditions is broken: (a) for all S1 states 1 ≤ i′ ≤ k1 , πi′ ̸= 0 H⇒ (b) ϕ2 (j)(π ∆) holds and (c) ∆i′ j′ = ̸ 0 ⇒ i′ Rj′ .



k2



j ′ =1



∆i′ j′ = 1;



We show that there exists a correspondence matrix ∆ such that all three conditions hold, which leads to a contradiction and concludes the proof. Since there must exist such a π we have by construction of P that M(i,j) = ϱ such that



ϱ((i′ , j′ )) =







π (i′ )



if succ(i,j) (i′ ) = j′ otherwise,



0



and ϱ((i′ , ⊥)) = π (i′ ) if succ(i,j) (i′ ) = ⊥. Moreover, by RS , there exists a correspondence matrix ∆S such that ϕ2 (j)(ϱ∆S ) = 1 and ∆S(i′ ,j′ ),l′ > 0 ⇒



(i′ , j′ )RS l′ .



By definition of the function succ(i,j) , if there exists i′ ∈ {1, . . . , k1 } such that ϱ(i′ , ⊥) > 0, then there is no state l′ ∈ {1, . . . , k2 } such that [ϱ∆S ]l′ > 0 and V ((i′ , ⊥))↓A2 ∈ V2 (l′ ). This breaks the definition of a satisfaction relation. Thus for all i′ , we have that ϱ(i′ , ⊥) = 0. Let ∆ ∈ [0, 1]k1 ×k2 be the correspondence matrix such that ∆i′ ,j′ = ∆S(i′ ,j′ ),j′ if succ(i,j) (i′ ) = j′ and 0 otherwise.



  S S ′ ′ = Since ϱ(i′ , ⊥) = 0 for all i′ , we have that 1≤l′ ≤k2 ∆i ,l 1≤l′ ≤k2 ∆(i′ ,j′ ),l′ (∆(i′ ,j′ ),l′ must be 0 whenever  ′ ′ ′ l ̸= succ(i,j) (i )). As a consequence, whenever π (i ) > 0, we have 1≤l′ ≤k2 ∆i′ ,l′ = 1 because of RS . Thus condition (a) holds. Moreover, by construction, we have that for all l ∈ {1, . . . , k2 }, 



[π ∆]l =



π (i′ )∆i′ ,l



1≤i′ ≤k1







=



i′ |succ(i,j) (i′ )=l



ϱ(i′ , l)∆S(i′ ,l),l







=



(i′ ,j′ )∈{1,...,k1 }×({1,...,k2 }∪{⊥})



ϱ(i′ , j′ )∆S(i′ ,j′ ),l



= [ϱ∆S ]l . Thus π ∆ = ϱ∆S and ϕ2 (j)(π ∆) = 1. As a consequence, condition (b) holds. Finally, let i′ ∈ {1, . . . , k1 } and j′ ∈ {1, . . . , k2 } be states such that ∆i′ ,j′ > 0. By construction, ∆i′ ,j′ = ∆S(i′ ,j′ ),j′ , thus ∆S(i′ ,j′ ),j′ > 0, and we obtain by RS that (i′ , j′ )RS j′ . As a consequence, i′ Rj′ and condition (c) holds.







Checking determinism. First we construct values vi′ j′ for (i′ , j′ ) ∈ {1, . . . , k1 } × {1, . . . , k2 } and i′ ̸= j′ , such that



∀i′ , j′ : i′ ̸= j′ ∧ V1 (i′ ) ∩ V1 (j′ ) ̸= ∅ ⇒ vi′ j′ = 0 ∧



(7)



∀i , j : i ̸= j ∧ V1 (i ) ∩ V1 (j ) = ∅ ⇒ vi′ j′ = 1.



(8)



′



′



′



′



′



′



The equation passed to Z3 is given hereafter:



∀x, y ∈ [0, 1]k1 : ϕ1 (i)(x) ∧ ϕ1 (i)(y) ⇒ ∀(i′ , j′ ) ∈ {1, . . . , k1 } × {1, . . . , k2 }, i′ ̸= j′ ∃vi′ j′ : the values satisfy Eqs. (7)–(8) ∧   ∀i′ , j′ : i′ ̸= j′ ∧ xi′ > 0 ∧ yj′ > 0 ⇒ vi′ j′ = 1.



(9) (10)



Computing the constraint abstraction. We first remark that the state abstraction can be implemented by directly following definition, without relying on Z3. We thus do not discuss this part of the implementation. Rather, we focus on constraint abstraction that we introduced in Section 4.2. Let S = ⟨{1, . . . , k}, o, ϕ, A, V ⟩ be a deterministic CMC in single valuation normal form. The tool is capable of computing the constraint abstraction, χ (S ) = ⟨{1, . . . , k}, o, ϕ ′ , A, V ⟩ for S. In order to compute ϕ ′ (i), the tool has to compute the lower lj and upper uj bounds of the interval labeling each transition to a successor state j ∈ {1, . . . , k}. This is done by passing the following equation to Z3:



    ∀1 ≤ j ≤ k : 0 ≤ lj ≤ uj ≤ 1 ∧ ∀x ∈ [0, 1]k : ϕ(i)(x) ⇒ ∀1 ≤ j ≤ k : lj ≤ xj ≤ uj ∧   ∀(l′1 , u′1 , . . . , l′k , u′k ) ∈ [0, 1]k : ∀x ∈ [0, 1]k : ϕ(i)(x) ⇒ ∀1 ≤ j ≤ k : l′j ≤ xj ≤ u′j ∧     ∀1 ≤ j ≤ k : 0 ≤ lj ≤ uj ≤ 1 ⇒ ∀1 ≤ j ≤ k : l′j ≤ lj ∧ uj ≤ u′j .
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Table 2 Weak refinement. CMC 1



CMC 2



Time (ms)



States



Simple



States



Simple



10 10 10 10 15



Yes No Yes No Yes



10 10 10 10 15



Yes Yes No No Yes



6/297/8718 6/1760/3897 40/135/14 967 1201/7459/? 59 467/?/?



Table 3 Determinism. CMC



Time (ms)



States



Simple



10 10 15 15



Yes No Yes No



42/51/56 42/46/308 162/2360/2364 317/2314/2348



Notice that the lj ’s and uj ’s are not quantified, and are thus free. Using the above equations, unique values for lj and uj can be computed. This is done by using the model generation functionality and quantifier elimination, both provided by Z3. The constraint ϕ ′ (i) is thus defined to be



ϕ ′ (i)(x) ≡



k 



xj ∈ [lj , uj ] ∧



j =1



k 



xj = 1.



(11)



j =1



6. Experiments We performed experiments on randomly generated CMCs. For generating those CMCs, we first define simple and elaborated constraints for any state i. Given i, we define the transitions to the successor states i + 1 and i + 2 as follows (transitions to successors that are not mentioned are unconstrained)



• simple: – xi+1 ≥ 7/10 ∧ xi+2 ≤ 3/10, – xi+1 = 7/10 ∧ xi+2 = 3/10, and – xi+1 = 1.0 • more elaborate: – xi+1 ≥ 3/10 ∧ xi+1 ≤ 4/10, – true, and – xi+1 = 1.0 ∨ (xi+1 ≥ 7/10 ∧ xi+2 ≤ 3/10). Given a number of states, and whether or not we are interested in simple or more elaborate constraints, we generate an atomic proposition alphabet A on 5–10 members each, state valuations consisting of up to 0–4 members of 2A , and a random choice between constraint designs for each transition. Tables 2–6 illustrate the execution times for different operations. The tests are performed on an Intel Core 2 Duo 2.2 GHz with 4 GB RAM running Windows 7 × 64, using version 2.18 of the Z3 API. Three execution times are reported, as the experiment was repeated three times, with different randomly generated instances. A question mark (?) means that the specific random input file did not stop executing within 5 min. Regarding abstraction, we made a test of abstraction from a CMC with 500 states to CMCs with 5, 50, and 100 states, respectively. Given a number a of abstract states, we define the state abstraction function αa as follows:



  500  1 , . . . ,   a        500 500 · 2  + 1, . . . , αa : a a            500(a − 1) + 1, . . . , 500 · a a



a



→



1



→



2



··· →



a.



As one can see in Table 4, computation time increases linearly with precision (i.e., with the number of states of the abstraction). Finally, Table 5 proposes some results for abstraction by IMCs.
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Table 4 State abstraction. CMC



Time (ms)



States



Abstract states



Simple



500 500 500 500 500 500



5 5 50 50 100 100



Yes No Yes No Yes No



1981/2936/5533 1924/2608/5900 11 521/11 556/11 575 11 152/11 281/11 350 25 192/26 217/26 625 26 031/26 234/26 444



Table 5 Constraint abstraction. CMC



Time (ms)



States



Simple



3 3 5 5



Yes No Yes No



160/214/236 184/192/193 414/423/979 718/735/831



Table 6 Consistency. CMC



Time (ms)



States



Simple



10 10 15 15



Yes No Yes No



173/181/196 31/46/87 187/511/1871 83/110/119



7. Related work and concluding remarks In [12], we have presented CMCs—a new model for representing a possibly infinite family of MCs. Unlike the previous attempts [11,16], our model is closed under many design operations, including composition and conjunction. We have studied these operations as well as several classical compositional reasoning properties, showing that, among others, the CMC specification theory is equipped with a complete refinement relation (for deterministic specifications), which naturally interacts with parallel composition, synchronization and conjunction. We have also demonstrated how our framework can be used to obtain properties for less expressive languages, by using reductions. This paper proposes new results for CMCs: (1) the first proof that IMCs are not closed under conjunction, which establish CMCs as a leading behavioral specification for stochastic systems, (2) a series of abstraction techniques to ease the computation process, and (3) the first tool for CMCs. Our tool relies on an encoding of all the operations within the formalism of the Z3 solver. Two recent contributions [16,20] are related to our work. Fecher et al. [16] propose a model checking procedure for PCTL [21] and Interval Markov Chains (other procedures recently appear in [22,23]), which is based on weak refinement. However, our objective is not to use CMCs within a model checking procedure for probabilistic systems, but rather as a specification theory. Recently Katoen and coauthors [20] have extended Fecher’s work to Interactive Markov Chains, a model for performance evaluation [24,25]. Their abstraction uses the continuous time version of IMCs [14] augmented with may and must transitions, very much in the spirit of [3]. Over the years process algebraic frameworks have been proposed for describing and analyzing probabilistic systems based on Markov Chains (MCs) and Markov Decision Processes [26–28]. Also a variety of probabilistic logics have been developed for expressing properties of such systems, e.g., PCTL [29]. Both traditions support refinement between specifications using various notions of probabilistic simulation [16,11] and, respectively, logical entailment [30]. Whereas the process algebraic approach favors structural composition (parallel composition), the logical approach favors logical composition (conjunction). Neither of the two supports both structural and logical composition. Future work. As a future work, we would also like to define a quotient relation for CMCs, presumably building on results presented in [31]. The quotienting operation is of particular importance for component reuse. One could also investigate applicability of our approach in model checking procedures, in the same style as Fecher and coauthors have used IMCs for model checking PCTL [16] or by extending the stochastic version of Hennessy–Milner logic [32]. Finally, it would be interesting to extend our composition operation by considering products of dependent probability distributions in the spirit of [33]. Of course, before doing so, our first objective is to improve our implementation. Our very first step will be to consider other solvers such as the computer algebra system Maple [34] in order to perform composition automatically. We shall also implement heuristics to reduce computation time [35].
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